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This dissertation illustrates the research activities I carried out during my PhD years.

It has as common thread the use of language models and Transformer architectures,

that have emerged as the state-of-the-art technology in the Natural Language Pro-

cessing field. An overview on recent language models is initially provided to frame

my research in the context of the modern approaches to the automatic analysis and

generation of natural language. Their evolution is traced, by starting from the ba-

sic Transformer architecture to advancements such as BERT and GPT-2, up to mul-

timodal models such as OpenAI’s GPT-4 and Google’s Gemini, and their features

are illustrated and discussed. It is then described how the encoder and decoder

modules have been exploited for different tasks. Information Extraction from clin-

ical reports and argument mining for detecting grammatical errors are addressed

first, as examples of applications relying on transformers encoders. An example of

linguistic analysis and categorization is then introduced, targeted at discriminating

cognitively impaired subjects from healthy elderly controls: in this case, the analysis

is conducted by exploiting a decoder block, whose output is also compared to stan-

dard n-gram based language models. Finally, it is shown how to employ the whole

transformers architecture to cope with a foundational NLP task, such as word sense

disambiguation. The obtained results are discussed and interpreted in the light of

the main technological and cultural trends in the NLP field.
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Chapter 1

Introduction

In 2015 a giant of modern NLP, Christopher Manning, wrote that Deep Learning

had produced a tsunami effect on the NLP field (Manning, 2015): in that year Deep

Learning technologies had gained a central role in most prominent NLP conferences.

At the same time, he cited further influential researchers who expected that soon the

NLP field would have been able to measure itself against tasks such as language

understanding and generation.

To date, many of those challenges have evolved (Yu et al., 2023); tasks have been

re-defined and the so-called downstream tasks have emerged as a testbed to com-

pare different models and approaches (Wang et al., 2018; Wang et al., 2019); either

partial or more general solutions have been carried out, and further issues have

emerged (Haber and Poesio, 2023). However, as of mid 2024, the evolution of deep

architectures can be perhaps best interpreted as an enabling factor with respect to the

true revolution in the field. Many and manyfold innovations have been proposed in

the last decade, which contributed to attain remarkable results in tasks such as text

classification, sentiment analysis, machine translation, question answering, and oth-

ers; but what contributed most is the introduction of the Transformers architecture,

based on attention: the fact that the paper ‘Attention is all you need’ (Vaswani et

al., 2017) represented a point of discontinuity is also evidenced by the 119k citations

obtained by April 2024. To date, the feature selection of former Machine Learning

systems has been superseded by the attention device, that is directly plugged into

the system at the architectural level. Also, different from previous sequence models

like recurrent neural networks (RNNs) and convolutional neural networks (CNNs),

the self-attention mechanisms are highly parallelizable and efficient for capturing
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long-range dependencies in text data. Such factors, amongst others, determined the

possibility to learn rich, contextualized representations of text data. These, in turn,

require re-thinking about meaning and sense representations, the status of lexical

resources, and how to employ them.

From a historical perspective, in brief it became apparent that the main modules

of Transformers (Encoder and Decoder) could be successfully employed for highly

different purposes, thanks to different training objectives: while the former mod-

ules were trained to predict masked words from context, and fine-tuned for specific

downstream tasks such as text classification (Devlin et al., 2018), the latter modules,

often referred to as autoregressive models, were trained to predict upcoming words

instead of masked words, and mostly employed to generate text in a dialogue set-

ting (OpenAI, 2022).

These architectures became widely adopted in the years around 2020, when I

started my doctoral program: this temporal coincidence has thus been a valuable

stimulus in pointing my activities towards the exploration of such technologies.

My research work targeted applications exploiting either the encoder module, or

the decoder module, or both of them. The plan of the dissertation is as follows.

An overview on language models is provided in Chapter 2, including the most re-

cent developments, tracing their evolution by starting from the earliest architectures,

progressing to the more recent Transformers architecture, and beyond. In the sub-

sequent chapters it is then introduced a series of studies in which transformers are

applied to different tasks and problems, assessing how different facets of these mod-

els and the various architectural components can be exploited to deal with different

applications. In Chapter 3 Transformers are used in more classical fashion: the en-

coding capabilities of these models are herein considered, and employed to perform

tasks such as information extraction, error detection, and related tasks that critically

rely on the numerical representation generated starting from text. The focus of this

Chapter is on investigating how suited the obtained embeddings are for the men-

tioned tasks. In Chapter 4 Transformers are trasformed into a fully different instru-

ment: the goal is, in fact, to understand how their generative capabilities, adapting

to a certain type of language, can be used to analyze language itself. In this case we



Chapter 1. Introduction 3

have preliminarily investigated whether the perplexity, a measure originally con-

ceived for the evaluation of language models, is reliable enough to be employed to

analyze language. After experimenting on this issue, perplexity has been used to

discriminate people suffering from Alzheimer Dementia from healthy elderly. This

was done by acquiring two models based on the linguistic production of these sub-

ject classes, and using them to assess the differences that characterize healthy from

cognitively impaired language. The chief research question of that study is to ex-

plore the reliability of the perplexity as a device to perform linguistic analysis, and

to look for the lightest models that ensure reasonable accuracy to assist clinicians in

the cognitive assessment of elderly subjects. One final line of research is introduced

in Chapter 4: it is concerned with how to use transformers for a long-standing task in

Lexical Semantics, Word Sense Disambiguation (WSD). In this case the full architec-

ture is exploited, for building the embeddings and for natural language generation

purposes; a novel lexical resource, SE-MACAROON, was created to cope with the

WSD task. The underlying research question is in this case to explore whether and

how adding a semantic layer on top of a language model can be beneficial to im-

prove its performance on foundational tasks such as WSD.
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Chapter 2

Preliminaries

This work focuses on language models as tools to solve a variety of different tasks,

exploiting specificities of the different architectures. In this Chapter we will provide

background to such topics, following the evolution of language modeling task. Due

to the diverse applications of language models explored in this work, each section

will be preceded by a dedicated "Preliminaries" or "Background" subsection outlin-

ing the specific task at hand.

2.1 Language Modeling task

Formally, the Language Modeling task is defined as the assignment of probability

to any possible sequence of words W1,n = {w1 . . . wn}, so to compute P(W1,n) (Gold-

berg, 2017), and Language Models (LMs) are statistical inference tools that allow esti-

mating the probability of a word sequence W = {w1, . . . , wk} (Manning and Schutze,

1999; Goldberg, 2017). Such probability can be computed through the chain rule of

probability,

p(W) =
k

∏
i=1

p(wi|w1, . . . , wi−1), (2.1)

which is customarily approximated as

p(W) ≈
k

∏
i=1

p(wi|wi−N+1, wi−N+2, . . . , wi−1). (2.2)

The probabilities assigned by language models are the result of a learning process,

in which the model is exposed to a particular kind of textual data. The goal of the
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learning process is to train the model to predict word sequences that closely resemble

the sentences seen during training.

2.2 N-grams

Equation 2.2 can be approximated to take into consideration only the most recent

part of the story: for example, the whole story preceding the n-th element of the

sequence can be conditioned based only on the previous element,

P(wn|w1:n−1) ≈ P(wn|wn−1).

We can generalize from the bigram (which looks one word into the past) to the tri-

gram (which looks two words into the past), and thus to the n-gram (which looks

n− 1 words into the past). The general approximation for n-grams is P(wn|w1:n−1) ≈
P(wn|wn−N+1:n−1), and the probability of a full word sequence can be computed as

P(w1:n) ≈
n

∏
k=1

P(wk|wk−1). (2.3)

In this setting, only blocks of few (exactly N) words are considered to predict the

whole W: we can thus predict the word sequence based on N-grams, that are blocks

of two, three or four preceding elements (bi-grams, tri-grams, four-grams, respec-

tively). In general N-gram models tend to obtain better performance as N increases,

with the drawback of making harder the estimation of P(wN |W1,N−1). Another is-

sue featuring these models stems from the fact that when increasing the context

size, finding sequences with the same length in the training corpus becomes less

likely. In order to deal with N-grams not occurring in the training corpus, called

out-of-vocabulary N-grams, language models have to add an additional step of reg-

ularization to allow a non-zero probability to be associated to previously unseen

N-grams (Gale and Church, 1994; Kneser and Ney, 1995).
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2.3 Neural networks: RNNs and LSTMs

Modern neural networks organize neurons into layers, each unit being connected

to each unit of the subsequent layer through synapses or edges. Each layer of the

network accepts as an input the output of the preceding layer, performs some trans-

formation of the received data, and produces an output according to the layer archi-

tecture. Different layers apply different transformations; edges, in turn, are usually

provided with a weight, a real-valued number expressing the strength of the con-

nection among two neurons, which is usually exploited to alter data coming from

the preceding layer.

Since neural networks deal with real valued representations of data, we have to

extract features from data, which is text in our case, and map them onto a numerical

vector representation —usually called embedding— able to correctly grasp the main

characteristics of the input data. The role of vector representations is central to neu-

ral models, and in fact, modern neural networks are provided with an embedding

layer, which is responsible for the creation of a fixed-length vector for each element

of the input sequence. It is worth noting that these vector representations mitigate

the data sparsity problem by building a continuous space, each word having its cor-

responding vector in the network space.

Given the relevance of word order in natural language sentences, neural models

for NLP have to account for sequential properties in the input sequence. Recurrent

Neural Networks (RNNs) are particularly suited to process sequential data such as

natural language texts (Elman, 1990). A graphical illustration of RNN model is pre-

sented in Figure 2.1: the last hidden state depends on the entire input sequence, that

is, the prediction of the next word is conditioned on the previous words in the sen-

tence. The ability of conditioning the prediction of the next word to the preceding

context, that is, dealing with sequences, is the most appealing feature of the RNN

architectures. Nevertheless, these models struggle to model the context when facing

long range dependencies. Unfortunately, however, although they have been con-

ceived to model sequential information, RNNs are not able to model broad range

dependencies (Bengio, Simard, and Frasconi, 1994).

Given the difficulties in seizing long range dependencies, RNNs were replaced
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FIGURE 2.1: (Left) RNN unit: takes xi as input, and computes the output
representation yi as a composition of xi and the hidden state of the preceding

time step. (Right) Representation of an unrolled RNN.

Forget
Gate

Input
Gate

Output
Gate

<latexit sha1_base64="jHBhbUSCp1rpKIK62iugTA5g9eo=">AAACWHicbZBBSxtREMcna60xamvs0cu2QVBpw26hVPASqodeSi00RsiGMPsySR55+3Z5b1YMSz6DeG2/Tb9F/R7e+zbxYGIHBn78Z4aZ+ceZkpaD4G/FW3ux/nKjulnb2t559Xq3vndp09wIaotUpeYqRktKamqzZEVXmSFMYkWdeHJW1jvXZKxM9U+eZtRLcKTlUApkJ3XO+gV/CGf93UbQDObhP4fwERqtt4cPf26jo4t+vXIaDVKRJ6RZKLS2GwYZ9wo0LIWiWS3KLWUoJjiirkONCdleMb935h84ZeAPU+NSsz9Xn04UmFg7TWLXmSCP7WqtFP9X6+Y8POkVUmc5kxaLRcNc+Zz65fP+QBoSrKYOUBjpbvXFGA0Kdhatbilvs0ufFBb1YvmSemMduZ9r0Tk5Mwx9cy3fMzLIqTkuIjSjBG9mzpxR9L4kZ3e4au5zuPzYDD81gx9ho/UFFlGFfXgHhxDCZ2jBV7iANgiYwB38gt+Vew+8DW9z0epVHmfewFJ4e/8AdR+5nw==</latexit>

Ct�1
<latexit sha1_base64="h7C/OKP6VUOpl1Rxlf3YLL0BOhc=">AAACVnicbZDBSvNAEMc3UT+1+n1WBS9egkUQ+SiJIApeinrwIipYFZpSJttpXbrZhN2JWEKfwas+hG/hQ+jFRxE3rQdbHRj48Z8ZZuYfpVIY8v03x52anvkzOzdfWlj8+2+pvLxyZZJMc6zzRCb6JgKDUiiskyCJN6lGiCOJ11HvqKhf36E2IlGX1E+xGUNXiY7gQFaqH7VyGrTKFb/qD8P7CcEXVGprF+/i+fDlvLXsHITthGcxKuISjGkEfkrNHDQJLnFQCjODKfAedLFhUUGMppkPrx14m1Zpe51E21TkDdXvEznExvTjyHbGQLdmslaIv9UaGXX2m7lQaUao+GhRJ5MeJV7xutcWGjnJvgXgWthbPX4LGjhZgya3FLeZsU9yA2q0fEy9N5bsz6XwGK0ZGk9ty1mKGijR23kIuhvD/cCa0w3/F2TtDibN/QlXO9Vgt+pfBJXaIRvFHFtnG2yLBWyP1dgJO2d1xplgD+yRPTmvzoc7486OWl3na2aVjYVb/gQb87p5</latexit>

Ct

<latexit sha1_base64="fRJ5bEwrJNswLmFBRa0ijMqBRJ4=">AAACVnicbZDPihNBEMZ7RrOJ0V0TF7x4GQyCyBJmBHHBS8juwYuYgPkDmRBqOpWkSU/P0F2zJAx5Bq/rQ/gWPoRefBSxJ8nBJBYU/Piqiqr6olQKQ77/y3EfPCydlSuPqo+fnF88rdWf9U2SaY49nshEDyMwKIXCHgmSOEw1QhxJHETLm6I+uENtRKK+0DrFcQxzJWaCA1mpt5jktJnUGn7T34Z3CsEeGq3n3d/ie/tHZ1J3PoTThGcxKuISjBkFfkrjHDQJLnFTDTODKfAlzHFkUUGMZpxvr914r6wy9WaJtqnI26r/TuQQG7OOI9sZAy3Mca0Q/1cbZTS7HudCpRmh4rtFs0x6lHjF695UaOQk1xaAa2Fv9fgCNHCyBh1vKW4zB5/kBtRu+YG6Mpbsz9XwFq0ZGj/Zls8paqBEv8lD0PMYVhtrzjy8KsjaHRybewr9t83gXdPvBo1Wm+2iwl6wl+w1C9h71mIfWYf1GGeCfWX37Jvz0/njltzyrtV19jOX7CDc2l9j7bqe</latexit>

ht

<latexit sha1_base64="V6vYd4Vu60vHmGafFWm+FIFmtUI=">AAACWHicbZDdahNREMcnW7VtWu2Hl96shkIUDbuCtNCb0HrhjRjBfEA2hNmTSXLI2bPLObOlYckzlN7at/Et9D2892zSiyZ1YODHf2aYmX+cKWk5CH5XvK0nT59t7+xW9/afvzg4PDru2DQ3gtoiVanpxWhJSU1tlqyolxnCJFbUjWeXZb17RcbKVP/geUaDBCdajqVAdlJ3Oiz4Q7gYHtaCRrAM/zGE91Brvq7//XUTvW0Njyrn0SgVeUKahUJr+2GQ8aBAw1IoWlSj3FKGYoYT6jvUmJAdFMt7F/6JU0b+ODUuNftL9eFEgYm18yR2nQny1G7WSvF/tX7O47NBIXWWM2mxWjTOlc+pXz7vj6QhwWruAIWR7lZfTNGgYGfR5pbyNrv2SWFRr5avqdfWkfu5Gn0mZ4ahr67lW0YGOTXvigjNJMHrhTNnEr0vydkdbpr7GDofG+GnRvA9rDUvYBU78AreQB1COIUmfIEWtEHADG7hJ9xV/njgbXu7q1avcj/zEtbCO/4HvWO5xA==</latexit>

ht�1

<latexit sha1_base64="UE2Z5VS8mFIHFimmR1cr/1dn2o0=">AAACVnicbZDPattAEMZXSlyn7j+7gV56ETWFUoqRCiGBXoyTQy6hMcROwDJmtB47i1crsTsKNsLPkGvyEHmLPkRzyaOErGwfYicDAz++mWFmviiVwpDv3zvu1nbpTXnnbeXd+w8fP1Vrn7smyTTHDk9koi8iMCiFwg4JkniRaoQ4kngeTQ6L+vkVaiMSdUazFPsxjJUYCQ5kpc50kNN8UK37DX8R3ksIVlBvfmk/iLvWv9NBzfkTDhOexaiISzCmF/gp9XPQJLjEeSXMDKbAJzDGnkUFMZp+vrh27n23ytAbJdqmIm+hPp/IITZmFke2Mwa6NJu1Qnyt1stodNDPhUozQsWXi0aZ9Cjxite9odDISc4sANfC3urxS9DAyRq0uaW4zax9khtQy+Vr6tRYsj9XwiO0Zmg8sS1/U9RAif6Zh6DHMUzn1pxx+Ksga3ewae5L6P5uBHsNvx3Umy22jB32lX1jP1jA9lmTHbNT1mGcCXbNbtit8995dEtuednqOquZXbYWbvUJgw26rg==</latexit>xt

<latexit sha1_base64="fRJ5bEwrJNswLmFBRa0ijMqBRJ4=">AAACVnicbZDPihNBEMZ7RrOJ0V0TF7x4GQyCyBJmBHHBS8juwYuYgPkDmRBqOpWkSU/P0F2zJAx5Bq/rQ/gWPoRefBSxJ8nBJBYU/Piqiqr6olQKQ77/y3EfPCydlSuPqo+fnF88rdWf9U2SaY49nshEDyMwKIXCHgmSOEw1QhxJHETLm6I+uENtRKK+0DrFcQxzJWaCA1mpt5jktJnUGn7T34Z3CsEeGq3n3d/ie/tHZ1J3PoTThGcxKuISjBkFfkrjHDQJLnFTDTODKfAlzHFkUUGMZpxvr914r6wy9WaJtqnI26r/TuQQG7OOI9sZAy3Mca0Q/1cbZTS7HudCpRmh4rtFs0x6lHjF695UaOQk1xaAa2Fv9fgCNHCyBh1vKW4zB5/kBtRu+YG6Mpbsz9XwFq0ZGj/Zls8paqBEv8lD0PMYVhtrzjy8KsjaHRybewr9t83gXdPvBo1Wm+2iwl6wl+w1C9h71mIfWYf1GGeCfWX37Jvz0/njltzyrtV19jOX7CDc2l9j7bqe</latexit>

ht

FIGURE 2.2: Representation of an LSTM unit. Here, Ct−1 and ht−1 are the
context representation and the hidden state coming from the preceding unit
respectively. The input token is represented by xt. The output of the cell
corresponds to its hidden state at the current time step ht. The updated rep-
resentation of the context Ct and the hidden state ht are then forwarded to

the next LSTM unit.

by the Long Short-Term Memory networks (LSTM) (Hochreiter and Schmidhuber,

1997). LSTMs are RNNs specifically designed to learn long range dependencies.

This is obtained by providing units with an explicit context memory that conveys

the information about the preceding context through the time steps. The context rep-

resentation is achieved through two main operations: (i) forgetting information no

longer needed from the context, and (ii) adding new information probably needed

for next word prediction. Both sub-tasks are addressed through specialized neural

units called gates, which manage the flow of information through the memory state

and the output of the LSTM cell. A graphical illustration of an LSTM unit is depicted

in Figure 2.2.

2.4 Sequence to sequence

The described structure makes LSTMs particularly suited to deal with sequences and

long range dependencies. However, simple LSTM models cannot naturally handle
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FIGURE 2.3: Representation of a S2S setting. Here <EOS> represents the end
of the sentence. The input sequence x1, x2, x3 is processed by the encoder and
compressed to the context vector representation C. The context vector is then
forwarded to the decoder which predicts the output sequence y1, y2, y3, y4 by

taking as input the previously predicted token at each time step.

tasks in which input and output lengths are not equal, such as machine translation

or speech recognition involve dealing with sequences whose length is not fixed be-

forehand. The Sequence-to-Sequence (S2S) model has been proposed to overcome

such limitations (Sutskever, Vinyals, and Le, 2014). The S2S model relies on LSTMs

to map an arbitrary length sequence x1, . . . , xn to another sequence y1, . . . , yk where

k may be different from n. In this setting, the input sequence is processed by an

encoder, which compresses the sequence to a fixed length vector representation C.

The decoder is then initialized on the C vector, and predicts the output token by

token, accounting for the previously predicted token at each time step. A graphical

representation of the S2S architecture is depicted in Figure 2.3.

2.5 Transformers architecture

Despite the ability of LSTM architectures to deal with long range dependencies,

these models still struggle in representing larger pieces of text and suffer from high

training time due to the recurrent connections which build these units. Addition-

ally, the S2S architecture suffers from the loss of informative load in compressing

the whole input sequence into a single fixed length vector representation. Trans-

formers (Vaswani et al., 2017), together with the attention mechanism (Bahdanau,

Cho, and Bengio, 2014), alleviate these problems by both increasing the amount of

exploited information from the context, and getting rid of the recurrent connections.
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<latexit sha1_base64="tAEyZrOTF7hlgmJsWiPgFVY2Qw0=">AAACVnicbZDNSsNAEMc38avWr6rgxUuwCCJSEkEUvJTqwYuoYFuhKWWynbaLm03Y3UhL6DN41YfwLXwIvfgo4qbtwVYHBn78Z4aZ+QcxZ0q77qdlz80vLC7llvMrq2vrG4XNrZqKEkmxSiMeyYcAFHImsKqZ5vgQS4Qw4FgPHi+yev0JpWKRuNeDGJshdAXrMAraSNV+Kz0etgpFt+SOwvkL3gSK5Z27L/ZWeb9tbVrnfjuiSYhCUw5KNTw31s0UpGaU4zDvJwpjoI/QxYZBASGqZjq6dujsG6XtdCJpUmhnpP6eSCFUahAGpjME3VOztUz8r9ZIdOesmTIRJxoFHS/qJNzRkZO97rSZRKr5wABQycytDu2BBKqNQbNbstvU1CepAjFePqX2lSHzc96/RGOGxGvTchOjBB3Jw9QH2Q2hPzTmdP2jjIzd3qy5f6F2XPJOSu6dVyxXyDhyZJfskQPikVNSJlfkllQJJYw8kxfyan1Y3/aCvTRuta3JzDaZCrvwAwNvumw=</latexit>x2

<latexit sha1_base64="tmuuqn6nluB0q/igMHokd3Ui91w=">AAACVnicbZDNSsNAEMc38aNav6qCFy/BIohISRRR8FLUgxfRglWhKWWynbZLN5uwu5GW0Gfwqg/hW/gQevFRxE3bg60ODPz4zwwz8w9izpR23U/Lnpmdm88tLOaXlldW1wrrG/cqSiTFKo14JB8DUMiZwKpmmuNjLBHCgOND0L3I6g9PKBWLxJ3ux1gPoS1Yi1HQRqr2GunRoFEouiV3GM5f8MZQLG9Vvtjb+fttY90685sRTUIUmnJQqua5sa6nIDWjHAd5P1EYA+1CG2sGBYSo6unw2oGza5Sm04qkSaGdofp7IoVQqX4YmM4QdEdN1zLxv1ot0a3TespEnGgUdLSolXBHR072utNkEqnmfQNAJTO3OrQDEqg2Bk1vyW5TE5+kCsRo+YTaU4bMz3n/Eo0ZEq9Ny02MEnQk91MfZDuE3sCY0/YPMjJ2e9Pm/oX7w5J3XHIrXrF8TkaxQLbJDtkjHjkhZXJFbkmVUMLIM3khr9aH9W3P2blRq22NZzbJRNiFHwVeum0=</latexit>x3 <EOS>

Encoder

<latexit sha1_base64="BimjYXLssLFz7eumkKyzfhIRbjk=">AAACUnicbZLNSsNAEMc39avG+lE9egkWQURKIoiCiEU9eBEVbC00pUy203Zxswm7G2kJfQKv+gQ+jC8giK/iyU3rwVYHFn78Z4aZ+bNBzJnSrvtp5WZm5+YX8ov2UmF5ZXWtuF5TUSIpVmnEI1kPQCFnAquaaY71WCKEAcf74OE8y98/olQsEnd6EGMzhK5gHUZBG+n2vLVWcsvuKJy/4P1A6fTNPolfP+ybVtE69tsRTUIUmnJQquG5sW6mIDWjHIe2nyiMgT5AFxsGBYSomulo06GzbZS204mkeUI7I/V3RwqhUoMwMJUh6J6azmXif7lGojtHzZSJONEo6HhQJ+GOjpzsbKfNJFLNBwaASmZ2dWgPJFBtzJmeku2mJi5JFYjx8Am1rwyZm23/Ao0ZEq9MyXWMEnQkd1MfZDeE/tCY0/X3MjJ2e9Pm/oXaftk7KLu3XqlyRsaRJ5tki+wQjxySCrkkN6RKKEHyRJ7Ji/VufeXMLxmX5qyfng0yEbnCN2ZFuCY=</latexit>

C

<latexit sha1_base64="T8eGAuwRXQxTPDzFlL9ZNwaIF2s=">AAACVnicbZDPSsNAEMY30Wqt/6oeFQkWQURKIoiCl6IevIgKVgtNKZPttF262YTdjbSEHj171TfxUfQZfAdx03qw1YGBH9/MMDNfEHOmtOt+WPbMbG5uPr9QWFxaXlktrq3fqyiRFKs04pGsBaCQM4FVzTTHWiwRwoDjQ9A7z+oPjygVi8SdHsTYCKEjWJtR0EaqDpqpN2wWS27ZHYXzF7wfKFW23m4/n7bfbppr1qnfimgSotCUg1J1z411IwWpGeU4LPiJwhhoDzpYNyggRNVIR9cOnV2jtJx2JE0K7YzU3xMphEoNwsB0hqC7arqWif/V6olunzRSJuJEo6DjRe2EOzpystedFpNINR8YACqZudWhXZBAtTFoekt2m5r4JFUgxssn1L4yZH4u+BdozJB4ZVquY5SgI7mf+iA7IfSHxpyOf5CRsdubNvcv3B+WvaOye+uVKmdkHHmySXbIHvHIMamQS3JDqoQSRp7JC3m13q0vO2fPj1tt62dmg0yEXfwGFe26dg==</latexit>y1
<latexit sha1_base64="amLnfQx0V/B60wuip8INaY9wr/0=">AAACVnicbZDNSsNAEMc38aO1frV6VCRYBBEpSUEUvBT14EW0YFVoSplsp3Vxswm7G7GEHj171TfxUfQZfAdx03qwrQMDP/4zw8z8g5gzpV3307JnZufmc/mFwuLS8spqsbR2o6JEUmzQiEfyLgCFnAlsaKY53sUSIQw43gYPp1n99hGlYpG41v0YWyH0BOsyCtpIjX47rQ7axbJbcYfhTIP3C+Xa5nv963nr/apdso79TkSTEIWmHJRqem6sWylIzSjHQcFPFMZAH6CHTYMCQlStdHjtwNkxSsfpRtKk0M5Q/TuRQqhUPwxMZwj6Xk3WMvG/WjPR3aNWykScaBR0tKibcEdHTva602ESqeZ9A0AlM7c69B4kUG0MmtyS3abGPkkViNHyMfVJGTI/F/wzNGZIvDAtlzFK0JHcS32QvRCeBsacnr+fkbHbmzR3Gm6qFe+g4ta9cu2EjCJPNsg22SUeOSQ1ck6uSINQwsgLeSVv1of1bc/ZuVGrbf3OrJOxsIs/F9y6dw==</latexit>y2

<EOS>

Decoder

<latexit sha1_base64="T8eGAuwRXQxTPDzFlL9ZNwaIF2s=">AAACVnicbZDPSsNAEMY30Wqt/6oeFQkWQURKIoiCl6IevIgKVgtNKZPttF262YTdjbSEHj171TfxUfQZfAdx03qw1YGBH9/MMDNfEHOmtOt+WPbMbG5uPr9QWFxaXlktrq3fqyiRFKs04pGsBaCQM4FVzTTHWiwRwoDjQ9A7z+oPjygVi8SdHsTYCKEjWJtR0EaqDpqpN2wWS27ZHYXzF7wfKFW23m4/n7bfbppr1qnfimgSotCUg1J1z411IwWpGeU4LPiJwhhoDzpYNyggRNVIR9cOnV2jtJx2JE0K7YzU3xMphEoNwsB0hqC7arqWif/V6olunzRSJuJEo6DjRe2EOzpystedFpNINR8YACqZudWhXZBAtTFoekt2m5r4JFUgxssn1L4yZH4u+BdozJB4ZVquY5SgI7mf+iA7IfSHxpyOf5CRsdubNvcv3B+WvaOye+uVKmdkHHmySXbIHvHIMamQS3JDqoQSRp7JC3m13q0vO2fPj1tt62dmg0yEXfwGFe26dg==</latexit>y1
<latexit sha1_base64="amLnfQx0V/B60wuip8INaY9wr/0=">AAACVnicbZDNSsNAEMc38aO1frV6VCRYBBEpSUEUvBT14EW0YFVoSplsp3Vxswm7G7GEHj171TfxUfQZfAdx03qwrQMDP/4zw8z8g5gzpV3307JnZufmc/mFwuLS8spqsbR2o6JEUmzQiEfyLgCFnAlsaKY53sUSIQw43gYPp1n99hGlYpG41v0YWyH0BOsyCtpIjX47rQ7axbJbcYfhTIP3C+Xa5nv963nr/apdso79TkSTEIWmHJRqem6sWylIzSjHQcFPFMZAH6CHTYMCQlStdHjtwNkxSsfpRtKk0M5Q/TuRQqhUPwxMZwj6Xk3WMvG/WjPR3aNWykScaBR0tKibcEdHTva602ESqeZ9A0AlM7c69B4kUG0MmtyS3abGPkkViNHyMfVJGTI/F/wzNGZIvDAtlzFK0JHcS32QvRCeBsacnr+fkbHbmzR3Gm6qFe+g4ta9cu2EjCJPNsg22SUeOSQ1ck6uSINQwsgLeSVv1of1bc/ZuVGrbf3OrJOxsIs/F9y6dw==</latexit>y2

<latexit sha1_base64="6/cOEO355lDXuCIScstuaYaQYVg=">AAACVnicbZDNSsNAEMc30fpRv6oeFQkWQURKooiCl6IevIgK1haaUibbabu42YTdjVhCj5696pv4KPoMvoO4aT3Y1oGBH/+ZYWb+QcyZ0q77adlT07mZ2bn5/MLi0vJKYXXtXkWJpFihEY9kLQCFnAmsaKY51mKJEAYcq8HDeVavPqJULBJ3uhdjI4SOYG1GQRup0mumh/1moeiW3EE4k+D9QrG8+X779bz1ftNctU79VkSTEIWmHJSqe26sGylIzSjHft5PFMZAH6CDdYMCQlSNdHBt39kxSstpR9Kk0M5A/TuRQqhULwxMZwi6q8ZrmfhfrZ7o9kkjZSJONAo6XNROuKMjJ3vdaTGJVPOeAaCSmVsd2gUJVBuDxrdkt6mRT1IFYrh8RH1ShszPef8CjRkSr0zLdYwSdCT3Uh9kJ4SnvjGn4+9nZOz2xs2dhPuDkndUcm+9YvmMDGOObJBtsks8ckzK5JLckAqhhJEX8krerA/r287Zs8NW2/qdWScjYRd+ABnLung=</latexit>y3

<latexit sha1_base64="6/cOEO355lDXuCIScstuaYaQYVg=">AAACVnicbZDNSsNAEMc30fpRv6oeFQkWQURKooiCl6IevIgK1haaUibbabu42YTdjVhCj5696pv4KPoMvoO4aT3Y1oGBH/+ZYWb+QcyZ0q77adlT07mZ2bn5/MLi0vJKYXXtXkWJpFihEY9kLQCFnAmsaKY51mKJEAYcq8HDeVavPqJULBJ3uhdjI4SOYG1GQRup0mumh/1moeiW3EE4k+D9QrG8+X779bz1ftNctU79VkSTEIWmHJSqe26sGylIzSjHft5PFMZAH6CDdYMCQlSNdHBt39kxSstpR9Kk0M5A/TuRQqhULwxMZwi6q8ZrmfhfrZ7o9kkjZSJONAo6XNROuKMjJ3vdaTGJVPOeAaCSmVsd2gUJVBuDxrdkt6mRT1IFYrh8RH1ShszPef8CjRkSr0zLdYwSdCT3Uh9kJ4SnvjGn4+9nZOz2xs2dhPuDkndUcm+9YvmMDGOObJBtsks8ckzK5JLckAqhhJEX8krerA/r287Zs8NW2/qdWScjYRd+ABnLung=</latexit>y3
<latexit sha1_base64="GZ2/PWuRCjtHQsS20t0bFma9TX8=">AAACVnicbZDNSsNAEMc30fpRv6oeFQkWQURKIoqCl6IevIgK1haaUibbabu42YTdjVhCj5696pv4KPoMvoO4aT3Y1oGBH/+ZYWb+QcyZ0q77adlT07mZ2bn5/MLi0vJKYXXtXkWJpFihEY9kLQCFnAmsaKY51mKJEAYcq8HDeVavPqJULBJ3uhdjI4SOYG1GQRup0mumh/1moeiW3EE4k+D9QrG8+X779bz1ftNctU79VkSTEIWmHJSqe26sGylIzSjHft5PFMZAH6CDdYMCQlSNdHBt39kxSstpR9Kk0M5A/TuRQqhULwxMZwi6q8ZrmfhfrZ7o9kkjZSJONAo6XNROuKMjJ3vdaTGJVPOeAaCSmVsd2gUJVBuDxrdkt6mRT1IFYrh8RH1ShszPef8CjRkSr0zLdYwSdCT3Uh9kJ4SnvjGn4+9nZOz2xs2dhPuDkndUcm+9YvmMDGOObJBtsks8ckzK5JLckAqhhJEX8krerA/r287Zs8NW2/qdWScjYRd+ABu6unk=</latexit>y4

<latexit sha1_base64="GZ2/PWuRCjtHQsS20t0bFma9TX8=">AAACVnicbZDNSsNAEMc30fpRv6oeFQkWQURKIoqCl6IevIgK1haaUibbabu42YTdjVhCj5696pv4KPoMvoO4aT3Y1oGBH/+ZYWb+QcyZ0q77adlT07mZ2bn5/MLi0vJKYXXtXkWJpFihEY9kLQCFnAmsaKY51mKJEAYcq8HDeVavPqJULBJ3uhdjI4SOYG1GQRup0mumh/1moeiW3EE4k+D9QrG8+X779bz1ftNctU79VkSTEIWmHJSqe26sGylIzSjHft5PFMZAH6CDdYMCQlSNdHBt39kxSstpR9Kk0M5A/TuRQqhULwxMZwi6q8ZrmfhfrZ7o9kkjZSJONAo6XNROuKMjJ3vdaTGJVPOeAaCSmVsd2gUJVBuDxrdkt6mRT1IFYrh8RH1ShszPef8CjRkSr0zLdYwSdCT3Uh9kJ4SnvjGn4+9nZOz2xs2dhPuDkndUcm+9YvmMDGOObJBtsks8ckzK5JLckAqhhJEX8krerA/r287Zs8NW2/qdWScjYRd+ABu6unk=</latexit>y4

<latexit sha1_base64="fWyYxFeCTGoSpdxO9hVTM12Bh54=">AAACVHicbZDNSsNAEMc38avWbwUvXoJFEJGSCKLgpVQPXkSLVoWmlMl2mi5uNmF3I5bQR/CqT+Fb+AyCF5/Eg5u2B1sdGPjxnxlm5h8knCntup+WPTU9MztXmC8uLC4tr6yurd+qOJUU6zTmsbwPQCFnAuuaaY73iUSIAo53wcNpXr97RKlYLG50L8FmBKFgHUZBG+m62/JaqyW37A7C+QveCEqVzdoXe6u+X7XWrBO/HdM0QqEpB6UanpvoZgZSM8qxX/RThQnQBwixYVBAhKqZDW7tOztGaTudWJoU2hmovycyiJTqRYHpjEB31WQtF/+rNVLdOW5mTCSpRkGHizopd3Ts5I87bSaRat4zAFQyc6tDuyCBamPP5Jb8NjX2SaZADJePqU/KkPm56J+hMUPihWm5TFCCjuVe5oMMI3jqG3NCfz8nY7c3ae5fuD0oe4dlt+aVKlUyjALZIttkl3jkiFTIObkidUJJSJ7JC3m1Pqxve8qeGbba1mhmg4yFvfwDtki5Tw==</latexit>

h1

<latexit sha1_base64="NSug+5qV/jniaKa2BHbbPvAKZXk=">AAACVHicbZDNSsNAEMc3qZ/1W8GLl2ARRKQkgih4KdWDF7FFq0JTymQ7TRc3m7C7EUvoI3jVp/AtfAbBi0/iwU3rwVYHBn78Z4aZ+QcJZ0q77odlF6amZ2bn5osLi0vLK6tr6zcqTiXFBo15LO8CUMiZwIZmmuNdIhGigONtcH+a128fUCoWi2vdT7AVQShYl1HQRrrqtQ/aqyW37A7D+QveD5Qqm/VP9lp9q7XXrBO/E9M0QqEpB6WanpvoVgZSM8pxUPRThQnQewixaVBAhKqVDW8dODtG6TjdWJoU2hmqvycyiJTqR4HpjED31GQtF/+rNVPdPW5lTCSpRkFHi7opd3Ts5I87HSaRat43AFQyc6tDeyCBamPP5Jb8NjX2SaZAjJaPqY/KkPm56J+hMUPihWm5TFCCjuVe5oMMI3gcGHNCfz8nY7c3ae5fuDkoe4dlt+6VKlUyijmyRbbJLvHIEamQc1IjDUJJSJ7IM3mx3q0vu2BPj1pt62dmg4yFvfwNuDa5UA==</latexit>

h2

<latexit sha1_base64="+szC+8HODMPYP8B35kOoQ8NEtuw=">AAACVHicbZDNSsNAEMc3qR+1fit48RIsgoiURBEFL0U9eBEVrQpNKZPtNF262YTdjVhCH8GrPoVv4TMIXnwSD25aD7Y6MPDjPzPMzD9IOFPadT8suzAxOTVdnCnNzs0vLC4tr9yqOJUUazTmsbwPQCFnAmuaaY73iUSIAo53Qfckr989oFQsFje6l2AjglCwNqOgjXTdae41l8puxR2E8xe8HyhX164+2evx22Vz2TryWzFNIxSaclCq7rmJbmQgNaMc+yU/VZgA7UKIdYMCIlSNbHBr39k0Sstpx9Kk0M5A/T2RQaRULwpMZwS6o8ZrufhfrZ7q9mEjYyJJNQo6XNROuaNjJ3/caTGJVPOeAaCSmVsd2gEJVBt7xrfkt6mRTzIFYrh8RH1UhszPJf8UjRkSz03LRYISdCy3Mx9kGMFj35gT+js5Gbu9cXP/wu1uxduvuFdeuXpMhlEk62SDbBGPHJAqOSOXpEYoCckTeSYv1rv1ZRfsyWGrbf3MrJKRsBe+AbokuVE=</latexit>

h3
<latexit sha1_base64="/eInd3gM739YywKmbFutcDLMn0I=">AAACVHicbZDNSsNAEMc3qR+1fit48RIsgoiURBQFL0U9eBEVrQpNKZPtNF262YTdjVhCH8GrPoVv4TMIXnwSD25aD7Y6MPDjPzPMzD9IOFPadT8suzAxOTVdnCnNzs0vLC4tr9yqOJUUazTmsbwPQCFnAmuaaY73iUSIAo53Qfckr989oFQsFje6l2AjglCwNqOgjXTdae41l8puxR2E8xe8HyhX164+2evx22Vz2TryWzFNIxSaclCq7rmJbmQgNaMc+yU/VZgA7UKIdYMCIlSNbHBr39k0Sstpx9Kk0M5A/T2RQaRULwpMZwS6o8ZrufhfrZ7q9mEjYyJJNQo6XNROuaNjJ3/caTGJVPOeAaCSmVsd2gEJVBt7xrfkt6mRTzIFYrh8RH1UhszPJf8UjRkSz03LRYISdCy3Mx9kGMFj35gT+js5Gbu9cXP/wu1uxduvuFdeuXpMhlEk62SDbBGPHJAqOSOXpEYoCckTeSYv1rv1ZRfsyWGrbf3MrJKRsBe+AbwSuVI=</latexit>

h4

Attention Layer

FIGURE 2.4: Attention mechanism in a S2S setting. Here each prediction of
the decoder relies on both the previously predicted token and a composition

of the encoder hidden states.

The attention mechanism has been designed to alleviate the difficulties in S2S mod-

els; this is done by allowing the decoder to directly exploit the encoder’s hidden

states rather than just using the final context representation provided by the encoder

itself. Adopting an attention mechanism allows the model to selectively focus on

parts of the input that are likely to be the most useful for the task at hand. The

attention mechanism is particularly suited to address tasks which need to take de-

cisions relying on specific parts of the input data. An illustration of the attention

mechanism fitted in the S2S setting is depicted in Figure 2.4. Attention mechanisms

plays a key role in the Transformer architecture; in particular this model follows the

S2S design pattern where the encoder processes the input sequence, the output is

then forwarded to the decoder which is concerned with the output predictions. In

this Section we will refer to the encoder-decoder model as to the Transformer block

(Figure 2.5). Since Transformers get rid of recurrent connections, thereby allowing

models to deal with sequences, the encoder represents the input through a combina-

tion of word embeddings and information about the position of words in the input

sentence: in so doing, the model is able to account for ordering information. Af-

ter this first operation, the encoder unit is made of an attention layer followed by a
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<latexit sha1_base64="XFtWvZh0XQLbwElHicap/IwSarw=">AAACZnicbZBRSxtBEMc3V21jaq2plD4osjQUSgnhTigVfAnWh76UKhgVcuGY20zi4t7esTsnF448+jn6Wr+BX8VvIPRLdC/xwcQODPz4zwwz848zJS35/n3Ne7Gy+vJVfa3xev3NxtvN5rszm+ZGYE+kKjUXMVhUUmOPJCm8yAxCEis8j6++V/XzazRWpvqUJhkOEhhrOZICyEnR5lYRBW1eRHttHg5Tsu0icmrL7/iz4M8heIRWd+fu5O/N7t1x1KwduGGRJ6hJKLC2H/gZDUowJIXCaSPMLWYgrmCMfYcaErSDcnb9lH9yypCPUuNSE5+pTydKSKydJLHrTIAu7XKtEv9X6+c02h+UUmc5oRbzRaNccUp5ZQUfSoOC1MQBCCPdrVxcggFBzrDlLdVtduGT0oKeL19QC+vI/dwIj9CZYfCna/mVoQFKzZcyBDNOoJg6c8ZhuyJnd7Bs7nM42+sEXzv+SdDqHrJ51Nk2+8g+s4B9Y132gx2zHhNswn6zP+y29uBteO+9D/NWr/Y4s8UWwuP/AMRqvmM=</latexit>x1, x2, . . . , xn

Encoder

Attention Layer 
Context

<latexit sha1_base64="LCgNXfkwzGcBaLxYvn2hXhbV00w=">AAACZnicbZBRSxtBEMc3V9tq2tpYKT4oZWkolBLCnSAWfAnWB19KFRoVcuGY20zikr29Y3eueBx59HP4qt/Ar+I3EPwS7iU+mNiBgR//mWFm/nGmpCXfv6t5r5Zev3m7vFJ/9/7D6sfG2qcTm+ZGYFekKjVnMVhUUmOXJCk8ywxCEis8jce/qvrpPzRWpvovFRn2ExhpOZQCyElRY72IghYvou0WDwcp2VYRjaNG02/70+AvIXiCZmfr9vjh8svtUbRW23PDIk9Qk1BgbS/wM+qXYEgKhZN6mFvMQIxhhD2HGhK0/XJ6/YR/c8qAD1PjUhOfqs8nSkisLZLYdSZA53axVon/q/VyGv7sl1JnOaEWs0XDXHFKeWUFH0iDglThAISR7lYuzsGAIGfY4pbqNjv3SWlBz5bPqRfWkfu5Hh6gM8Pgb9fyJ0MDlJofZQhmlMDFxJkzClsVObuDRXNfwsl2O9hp+8dBs7PPZrHMNtlX9p0FbJd12CE7Yl0mWMGu2DW7qd17q95nb2PW6tWeZtbZXHj8EcSLvmM=</latexit>y1, y2, . . . , yk

Decoder
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FIGURE 2.5: High level representation of transformer block. The input se-
quence x1, x2, . . . xn is combined with positional information to account for
ordering properties. The input is then processed from the attention layer of
the Encoder and a simple neural layer aimed at representing the whole input
sentence. The Encoder output is then combined with previously predicted
tokens from the Decoder through another attention layer, and then, the last

layer computes the output representation for each input token.

simple neural layer which is responsible for computing the context representation.

The decoder unit combines the previously predicted word representations with the

positional information to keep track of the order of the words, and sends forward

these vectors through an attention layer that is aimed at selecting the most useful

information among the predictions. After these first steps the decoder combines

the information from previously predicted tokens with the context representation,

coming from the encoder, through another attention layer. Lastly, a simple neural

layer is concerned with computing the output representation. Most popular models

consist of several Transformer blocks stacked one on another: this allows the model

to increase its abstraction capabilities (as the number of stacked blocks grows, the

representation that can be calculated is more and more abstract (Tenney, Das, and

Pavlick, 2019; Tenney et al., 2019)).

Transformers have been widely adopted and improved to address diverse Nat-

ural Language Understanding benchmarks, such as those in the GLUE (Wang et al.,
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2018) and SuperGLUE (Wang et al., 2019) benchmarks. The successful adoption of

models such as BERT (Devlin et al., 2018) and GPT-2 (Radford et al., 2019) in differ-

ent application settings has attracted considerable efforts on improving such mod-

els (Lan et al., 2019; Liu et al., 2019; Yang et al., 2019; Raffel et al., 2019; Brown et al.,

2020).

This two models also represent two different ways of exploiting Transformers archi-

tecture: the first focused on the encoding part, while the second on the decoding

part.

2.5.1 BERT and BERT-like architectures

BERT is a large language model based on Transformers: its key innovation is ap-

plying bidirectional training to Transformers, and consequently, to language mod-

eling. Using BERT involves to deal with two different rather important phases:

pre-training, where the model is exposed to unlabeled textual data so as to learn

the main features from the type of employed texts; and fine-tuning, where the pre-

trained model is fine-tuned to address a specific task by exploiting labeled data.

Additionally, since BERT’s aim is to produce contextual representations of the input

language, only the encoder mechanism from Transformers is necessary. During the

pre-training phase BERT is designed to address two unsupervised predictive tasks:

Masked Language Modeling (MLM) and Next Sentence Prediction (NSP).

The MLM is what gives BERT the bidirectional attribute: in this setting, a small

percentage of the input tokens —15% in the released models— is masked and the

training objective is to predict those masked tokens. For example, the sentence I shot

an elephant in my pajamas may be rewritten into I shot an [MASK] in my pajamas and

the BERT target is to predict the word elephant istead of the [MASK] token. As we

can read in Devlin et al., 2018, MLM objective allows representing both left and right

context, thereby making the training bidirectional, but at the cost of misaligning the

pre-training with the fine-tuning: the [MASK] token does not appear during fine-

tuning. To mitigate the misalignment issue, the pre-training process does not always

replace the masked word with the [MASK] token. For that 15% of input token to be

masked, the replacement occurs as follows: 80% of the time, the token is replaced

with the [MASK] token, 10% of the time, it is replaced with a random token from
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the vocabulary, and 10% of the time, it remains unchanged. The loss function is than

computed by accounting for the masked tokens only, thus ignoring the prediction

on non-masked words.

The NSP training objective has been devised to allow BERT to learn the rela-

tionship between sentences. The NSP involves selecting pairs of sentences A and

B: in half cases the sentence B directly follows the sentence A, while in the remain-

ing half the sentence B is randomly selected within a textual corpus. The purpose

of the training objective is to learn whether sentence B directly follows A or not.

Since many NLP tasks involve learning the relationship between sentences, such as,

for example, Recognizing Textual Entailment (RTE) or Question Answering (QA),

the NSP objective is to strengthen the model by precisely learning the relationship

between pairs of sentences.

The BERT architecture follows the Transformer’s design pattern reported in Fig-

ure 2.5: the difference is that BERT is made of stacked Transformers encoder blocks,

one on another, to increase the abstraction level. Stacking encoder blocks not only

allows dealing with more and more abstract representations, but also to reproduce

a complete NLP pipeline with different BERT layers deal with different linguistic

levels (Tenney, Das, and Pavlick, 2019; Tenney et al., 2019). In Figure 2.6 we report a

graphical illustration of the BERT model’s input as provided by the authors (Devlin

et al., 2018). Given that BERT has to deal with pair of sentences as well as masked

tokens, the authors, provided the model with two special tokens, the [CLS] token

is placed at the beginning of the first sentence and is used from following classifi-

cation layers placed on top of BERT, while the token [SEP] is used as separator, to

mark the end of a sentence. The sentence embeddings reported in the figure are used

to distinguish between the sentence A and B for the NSP task, while the positional

information is accounted through the positional embeddings.

Once the pre-training of the model has been completed, the model may be fine-

tuned to address a specific NLP task. For each downstream NLP task a fine-tuning

process is needed, in particular, to specialize a pre-trained model is sufficient to plug

a classification layer on top of BERT relying on the encoded representation for words

as well as for the [CLS] token. For example, a sentence pair classification task such as

QA or RTE, a simple classification layer may be plugged on top of the Transformer’s
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FIGURE 2.6: Representation of the BERT model’s input. Token embeddings
represent the word vectors, positional embeddings represent encode the or-
dering information of words in sentences. The segment embeddings are used
to distinguish between the two input sentences. The [SEP] special token is
used to mark the end of a sentence, as separator, while the token [CLS] can be
used for classification purposes. Figure borrowed from (Devlin et al., 2018).

output relying on the [CLS] token. We refer the readers to Devlin et al. (2018) for an

exhaustive list of design pattern for different kind of task.

BERT was just the first in a series of "BERT-like" models, which adjusted some

of BERT’s hyperparameters or training modalities (such as training pipeline or data,

or both) to achieve improved performance on specific tasks or to add new capabili-

ties to the model, like multilingual support. ROBERTA (Liu et al., 2019) and XLM-

ROBERTA (Conneau et al., 2019) are just two examples of this trend.

2.5.2 GPT2

GPT-2 is a language model based on Transformers and trained to predict the next

word given the preceding context (Radford et al., 2019). GPT-2, like traditional lan-

guage models, predicts one token at a time, and the new prediction is appended

to the input sequence for next time step. Inspired by the work in (Liu et al., 2018),

where the Transformer-Decoder architecture was proposed, GPT-2 is made of stacked

decoder units only. More precisely, while the Transformer-Decoder block is very

similar to the decoder of the Transformer architecture, it gets rid of the encoder unit

and of the contextual attention layer in the decoder. A graphical illustration of the

GPT-2 architecture is depicted in Figure 2.7.

The GPT-2 model has been trained on 40GB of Internet text carefully selected

for quality, that is a selection of documents curated or supervised by humans. One

main trait featuring the training data selection is that many different domains have

been exploited as data sources; this allows the neural network to model language
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FIGURE 2.7: Representation of GPT-2 architecture. The model is made of
n stacked decoder blocks. The input sequence y1, y2, y3, . . . is processed by
the n stacked encoders that form the Transformer-Decoder block. The last
decoder produces the next token y4 that is appended to the input sequence
for the next time step. Each decoder is made of an attention layer dedicated
to processing the input sequence and a simple neural layer that computes the

output representation.

properties avoiding a strong polarization towards a specific domain. Additionally,

it is worth noting that the number of stacked decoder units impacts performance,

in that increasing the number of levels produces an improvement on the language

modeling capabilities.

2.6 Modern Large Language Models

Neural Language Models continued to evolve faster and faster over the last few

years, becoming "Large" Language Models, advanced language models with mas-

sive parameter sizes and exceptional learning capabilities, like GPT-3 (Brown et al.,

2020), PALM (Chowdhery et al., 2023) and LLAMA-2 (Touvron et al., 2023). The

core module behind these models is always the Transformers architecture, which, as

confirmed by Chang et al. (2023), have revolutionized the field of NLP with their

ability to handle sequential data efficiently, allowing for parallelization and captur-

ing long-range dependencies in text, particularly thanks to the Attention Module.

But key elements characterizing modern Large Language Models are the in-context



16 Chapter 2. Preliminaries

learning ability (Brown et al., 2020), and the Reinforcement Learning from Human

Feedback (RLHF) (Christiano et al., 2017; Ziegler et al., 2019). The first, enables

LLMs to generate more coherent and contextually relevant responses, making them

suitable for interactive and conversational applications, while the second involves

fine-tuning the model using human-generated responses as rewards, allowing the

model to learn from its mistakes and improve its performance over time (Chang et

al., 2023). Such capabilities, acquired by models thanks to these new type of training,

also gave birth to novel approaches to interact with LLMs, like prompt engineering,

where users design and provide specific prompt texts to guide LLMs in generating

desired responses or completing specific tasks (Clavié et al., 2023; White et al., 2023;

Zhou et al., 2022).

2.6.1 LLama2

Among these models, LLama2 is an Open Source model, evolved from a former

LLama model (Touvron et al., 2023); it is based on a collection of pretrained and

fine-tuned large language models (LLMs) ranging in scale from 7 to 70 billion pa-

rameters; it employs the standard Transformers architecture with some optimiza-

tions to improve performance. As a LLM, LLama2 makes use of RLHF, which also

requires a data collection step: the typical interaction involves asking annotators

to first write a prompt, and then choosing between two sampled model responses,

based on some given criteria. In order to maximize the diversity, the two responses

to a given prompt are sampled from two different model variants, by also varying

the temperature hyper-parameter. In addition to giving participants a forced choice,

it also asks annotators to label the degree to which they prefer their chosen response

over the alternative: their choice is either significantly better, better, slightly better,

or negligibly better/ unsure. The underlying reward model takes a model response

and its corresponding prompt (including contexts from previous turns) as inputs

and produces as output a scalar score to indicate the quality (e.g., helpfulness and

safety) of the model generation. To train the reward model, the collected pairwise

human preference data is converted into a binary ranking label format (i.e., chosen

& rejected); the chosen response is associated to a higher score than its counterpart,
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using a binary ranking loss consistent with:

Lranking = − log(σ(rθ(x, yc)− rθ(x, yr)− m(r))), (2.4)

where rθ(x, y) is the scalar score output for prompt x and completion y with model

weights θ, yc is the preferred response that annotators choose and yr is the rejected

counterpart (Ouyang et al., 2022). Finally, margin m(r), is a a discrete function of

the preference rating: given that the preference ratings are decomposed as a scale of

four points (e.g., significantly better), it can be useful to leverage this information to

explicitly teach the reward model to assign more discrepant scores to the generations

that have more differences. σ represent the sigmoid function. The LLama2 training

corpus includes a new mix of data from publicly available sources; additionally, the

authors removed data from sites that are known to contain a high volume of per-

sonal information about private individuals, and trained on 2 trillion tokens of data

as this approach provides a good performance–cost trade-off, up-sampling the most

factual sources in an effort to increase knowledge and dampen hallucinations (Tou-

vron et al., 2023).

2.6.2 Multimodality

Finally, it is important to mention a further evolution of language models, based

not only on text, but on a series of inputs acquired in different “modalities”: multi-

modal language models. Multimodal deep learning has been successfully proposed

in different studies, like in (Ngiam et al., 2011), where a technique for using deep au-

toencoders to learn features from audio and video was developed. Kiros, Salakhut-

dinov, and Zemel (2014) went more in the direction of Multimodal Language Mod-

els, proposing to jointly learn word representations and image features by training

models together with a convolutional network. The most recent and popular de-

velopments in this field are GPT-4 (OpenAI, 2023) and Gemini (Anil et al., 2023),

models capable of processing images and text, in the first case, and also audio and

video clips in the second one, producing text as output (also images in the case of

Gemini).
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Gemini models build on top of Transformer decoders that are enhanced with

improvements in architecture and model optimization to enable stable training at

scale and optimized inference on Google’s Tensor Processing Units (Anil et al., 2023).

They are trained to support 32k context length, employing efficient attention mech-

anisms. Gemini models (Ultra, Pro and Nano, based on the model size) are trained

to accommodate textual input interleaved with a wide variety of audio and visual

inputs, such as natural images, charts, screenshots, PDFs, and videos, and they can

produce text and image outputs. These models are trained on a dataset that is both

multimodal and multilingual, that uses data from web documents, books, and code,

and includes image, audio, and video data. A graphical illustration of the Gemini

architecture is depicted in Figure 2.8.

FIGURE 2.8: Representation of Gemini architecture from the Anil et al. (2023)
technical report. The model supports interleaved sequences of text, image,
audio, and video as inputs (illustrated by tokens of different colors in the

input sequence). It can output responses with interleaved image and text.
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Chapter 3

Language models as Encoders

This chapter delves into the encoding capabilities of language models: as a mat-

ter of fact, information extraction, error detection, and related tasks critically rely

on the numerical representation, embeddings, that these models can generate from

text. In the following sections we are going to explore the results obtained using

language models on two different types of texts, and employing different extraction

techniques: in (Mensa et al., 2022) we worked on clinical reports asking the model

to produce a single or multiple label for the given input, while in (Colla, Delsanto,

and Di Nuovo, 2023) we framed the problem of Grammatical Error Detection as a

token classification task, employing a sequence labelling strategy based on the BIO

labelling schema, to provide a label for each token within the input sequence.

3.1 Road Accidents: Information Extraction from Clinical Re-

ports

In recent years Electronic Health Records (EHRs) have become more and more com-

mon, leading to the collection of increasing amounts of health and clinical data.

Among these, Emergency Room records are particularly interesting, since they can

provide structured data concerning the patient, combined with unstructured free-

text data describing the events that led to the hospitalization. These records are

usually categorized under the type of event that caused the patient injuries, allow-

ing for multiple analysis centered on the specific events. The focus of this work is in

particular on road traffic accidents. A road traffic accident (RTA) is defined by the

French National Institute of Statistics and Economic Studies as an accident that occurs
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when at least one road vehicle is involved in an accident which happens on an open public

road, and at least one person ends up being killed or injured (Économiques, n.d.).

This sort of data is naturally suited for the analysis of RTAs, although often lack-

ing of information on the specific injuries reported by the patients.

In this section we investigate a novel approach for the study of RTAs: we extract

relevant information concerning road accidents from medical records, so to develop

a system providing detailed statistical insights on the injuries possibly caused by

a given accident; to the best of our knowledge this task was never previously ad-

dressed in literature. The feasibility of such a system requires however to determine

if current state-of-the-art language models (e.g., BERT) are at least able to identify

and extract which vehicles are involved in a medical report. More specifically, we

are interested in the extraction of the vehicles involved in the accident, and in which

vehicle the patient was in when the accident occurred.

This precious information may then enrich patients’ data, typically including

age, gender, and the reported injuries. The whole extraction process needs to be

completely automated, since asking the medical operators to promptly collect such

data (maybe by choosing a vehicle in a complex list of tens of options) is completely

unfeasible, due to the conditions of high time pressure and workload customarily

afflicting emergency departments.

3.1.1 Related Work

Many works have been published on the topic of RTAs, showing that the problem

can be analyzed from different points of view and with different aims. A great deal

of effort has been invested in accident severity prediction (Chong, Abraham, and Pa-

przycki, 2005; Santos et al., 2021; Assi, 2020; AlMamlook et al., 2019; Li et al., 2012)

and traffic accident anticipation (Bao, Yu, and Kong, 2020), aimed at the understand-

ing of which factors such as weather conditions, time, road quality, etc. contribute

the most to the severity of the accidents. Other efforts have been spent in compar-

ing different methods to understand which ones are better suited for the modeling

of RTAs. In particular, a recent study compares many machine learning approaches

including naïve Bayes, logistic regression, K-nearest neighbors, AdaBoost, support
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vector machines, and random forests finding the latter one as the best suited for the

task (Bokaba, Doorsamy, and Paul, 2022).

Particular emphasis has also been put on the explainability of the adopted al-

gorithms: in (Parra, Ponce, and Rodrigo, 2020) random forests and decision trees

achieved good results, providing experimental evidence for the fact that weather

conditions are related to car accidents. In Das et al., 2021 a substantial sub-category

of accidents has been examined, specifically addressing those against poles and

trees. The authors rely on text mining and on other interpretable machine learn-

ing techniques to analyze available crash narratives, so to complement the results

with explanations. In the literature on RTAs, works typically examine a specific

dataset which is released by a particular State or Region of the world. A plethora

of such datasets can be found, for instance the National Road Network dataset

from Canada (Government of Canada, Accessed: 10-10-2022), the Road Safety Data

dataset from the UK Department of Transport (UK Department for Transport, Ac-

cessed: 10-10-2022), the Montreal Vehicle Collisions dataset from the City of Mon-

treal (City of Montreal, Accessed: 10-10-2022), the Setùbal (Portugal) reports (Santos

et al., 2021), the Gauteng (South Africa) reports from the Gauteng Department of

Community Safety (Bokaba, Doorsamy, and Paul, 2022), etc. The amount of infor-

mation provided by these datasets is highly variable. The crash reports from Victo-

ria, Australia (Assi, 2020) also include the gender and age of the drivers. Among the

various surveyed datasets, the one from Louisiana treated in (Das et al., 2021) is a

rare instance of a dataset listing some insights concerning the gravity of the injuries

incurred by the drivers, which are classified as fatal, incapacitating, non-incapacitating,

possible, and no injury. A complete review of many of these datasets can be found

in (Gutierrez-Osorio and Pedraza, 2020).

Our work is hardly comparable with the current state-of-the-art, since we do not

rely on categorical and numerical data in our analysis, but rather focus on text extrac-

tion from free-text narratives included in clinical data. The application of NLP tech-

niques in this field is however not completely new, since in recent years some works

have been carried out trying to extract and classify RTAs from social media (Salas,

Georgakis, and Petalas, 2017; Salas et al., 2017). In summary, the novelty of our

approach stems from the radically different dataset that we are employing, which
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requires specific NLP techniques to be dealt with. With this work we are allow-

ing for the future extraction of detailed information regarding injuries in accidents,

which can be paired with the data computed through more traditional approaches

aimed at a better understanding of the impact of RTAs.

3.1.2 Dataset and Annotation

The data employed in the present study are real-world Emergency Room Reports

(ERRs) collected in Italian Hospitals, and then made available by the Italian National

Institute of Health in the frame of the SINIACA project (Pitidis et al., 2014). The

SINIACA project1 is the Italian branch of the European Injury Database (EU-IDB),

an EU-wide surveillance system concerned with accidents, collecting data from hos-

pital emergency department patients according to EU recommendation Lyons, Kisse,

and Rogmans, 2015. The SINIACA-IDB is a data collection on injuries, based on a

sample of hospital emergency departments, in implementation of the recommenda-

tion of the Council of the European Union no. C 164/2007/01 on injury prevention

and safety promotion.

The original dataset consists of 153, 826 clinical records from the SINIACA-IDB,

which were originally annotated by hospital staff as referring to road traffic acci-

dents or not. In this work we only consider the 35, 952 records that concern RTAs.

It is important to note that these reports are very challenging to process. ERRs are

compiled by medical staff under huge time pressure, which leads to typos and dis-

jointed fragments of text, at times resembling bullet lists rather than actual sentences.

By randomly sampling and analyzing 592 records of the dataset we measured that

over 10% tokens contain either typos, abbreviations, or acronyms (on average 2.25

per record) (Mensa et al., 2020a; Mensa et al., 2020b). All of these elements signifi-

cantly increase the difficulty of extracting relevant data from the records.

Data annotation. In this preliminary work we focus on the extraction of two types

of information. Namely, given a record, we want to retrieve which kind of vehicles

were actually involved in the incident (Task 1), and in which vehicle the patient was

1‘Sistema Informativo Nazionale sugli Incidenti in Ambiente di Civile Abitazione’, National Infor-
mation System on Accidents in Civil Housing Environment.
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FIGURE 3.1: Taxonomy of vehicles adopted for the annotation process.

when the accident occurred (Task 2). The dataset was annotated separately for these

two tasks, that will be referred to as T1 and T2, respectively. The set of labels used

to annotate vehicles for both tasks has been designed based on the Wikipedia page

related to vehicle categories,2 which in turn relies on the UNECE (United Nations

Economic Commission for Europe) categories and regulations (UNECE, n.d.). Some

classes were merged for simplicity, while the PEDESTRIAN class was added to account

for the annotation of pedestrians. The resulting taxonomy is illustrated in Figure 3.1.

Only the leafs of the taxonomy were adopted as labels throughout the annota-

tion process; however, just a few were actually found in our dataset. Table 3.1 (left

side) reports the label distribution on the two tasks for the 1, 000 randomly selected

records. Provided that testing for the classification of labels with very few occur-

rences (e.g., one or zero for T2) is not meaningful, we decided to remove from the test

set the 13 entries labeled as VAN/TRUCK/TRACTOR/AUTO-RICKSHAW/ARMORED-CAR

for either T1 or T2. Table 3.1 (right side) illustrates the final dataset of 987 records.

Future work will focus on the annotation of entries containing less common vehicles,

so to be able to evaluate the system for the classification of this type of labels. As il-

lustrated in the Table, in the T2 task only one label per entry was annotated (since

the patient could only be in one vehicle), while T1 allowed for multiple labels since

2https://en.wikipedia.org/wiki/Vehicle_category.

https://en.wikipedia.org/wiki/Vehicle_category
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TABLE 3.1: Label distribution for the medical records annotated, before (left
- 1, 000 records) and after (right - 987 records) pruning the under represented

labels.

Label # in T1 # in T2

NS (not specified) 405 412
CAR 392 284
MOTORCYCLE 186 173
PEDESTRIAN 78 77
BUS 30 27
BICYCLE 26 24
VAN 5 1
TRUCK 5 0
TRACTOR 1 1
AUTO-
RICKSHAW

1 1

ARMORED-CAR 1 0

Total 1,130 1,000

Label # in T1 # in T2

NS 405 412
CAR 386 279
MOTORCYCLE 185 172
PEDESTRIAN 74 73
BUS 30 27
BICYCLE 26 24

Total 1106 987

multiple vehicles can be involved in one accident. Moreover, the NS (not specified)

tag allows for the classification of records that do not provide enough information

to determine which vehicles were involved in the accident. The annotation process

was carried out by two annotators on the text annotation tool Doccano (Nakayama

et al., 2018). The resulting Inter Annotator Agreement – calculated as Cohen’s kappa

coefficient– was of 0.9957 for T1 and 0.9930 for T2. Such high IAA shows that this

task is quite easy for humans; however, we will show that for artificial systems some

language nuances are still difficult to decipher, especially for T2.

3.1.3 System and Evaluation

Our system is based on a multilingual version of the BERT neural model by Devlin

et al. (2018).3 We employed the same model for the resolution of both T1 and T2.

More specifically, the tasks are defined as follows: in T1 the system is requested to

retrieve all the vehicles involved in the RTA, while in T2 the system has to detect the

mean of transportation used by the patient at the time of the accident. We fine-tuned

through MLM the existing language model on the whole set of 153, 826 records for

ten epochs so to specialize the model on the type of language used (Italian, deeply

3https://huggingface.co/bert-base-multilingual-cased.

https://huggingface.co/bert-base-multilingual-cased
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blended with medical jargon). Finally, we stacked a linear classifier from an off-

the-shelf Transformers library from HuggingFace (Wolf et al., 2020) on top of the

pre-trained model, which exploits the dense representation of the input record to

classify it with the appropriate label(s). The final model employs two different types

of loss function according to the task definition: in the case of T1 we employed the

Binary Cross-Entropy loss, that is the model is allowed to classify multiple labels for

each entry (more specifically, we have N loss functions, one for each class), while for

T2 we adopted the Cross-Entropy loss, since in this setting the model must return

only one class. The evaluation was conducted on the 987 annotated entries described

in Section 3.1.2, in a 10-fold setup, with a training of 10 epochs for each such fold.

The system has been also been evaluated against a simple baseline based on

string-matching for both T1 and T2: for each label l a set of trigger vehicles and

their synonyms Sl has been obtained from the Treccani Italian Dictionary (Treccani,

n.d.). For T1 the baseline classifies a record as l if the record contains a trigger word

from the corresponding set Sl . For T2 the baseline works similarly, but the trigger

word has also to be in the proximity of a trigger expression. Trigger expressions are a

collection of words and phrases (e.g., was driving, guiding, run over, passenger of, etc.)

often used in the records to indicate the fact that the patient was either the driver or

a passenger in a vehicle. The baseline has been run on the same 10 folds as the BERT

system, discarding the training portion of each fold, since no training was performed

for this system.

Results and Discussion. Results for the T1 and T2 tasks are reported in Table 3.2

and Table 3.3 respectively. Concerning T1, both BERT and the baseline perform well

overall. However, depending on the class, the two systems show very diverse per-

formances. The CAR and PEDESTRIAN classes appear to be more challenging com-

pared to the MOTORCYCLE class: this is due to the linguistic variability adopted by

the medical personnel when describing car or pedestrian accidents. As an example,

PEDESTRIAN accidents are mostly described as ‘hit by vehicle’, however, some spe-

cific instances such as ‘grazed by a rearview mirror’, ‘slided against a car’, ‘crushed

by a tire’, etc. can also be found. Such variability seems to be well dealt with by

the neural model, while the baseline falls short in managing this complexity. On
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TABLE 3.2: Precision (P), Recall (R) and F1 score on the T1 task (10 fold).

Label
Baseline BERT

P R F1 P R F1

NS 0.64 1.00 0.78 0.98 0.96 0.97
CAR 0.99 0.44 0.60 0.95 0.96 0.95
MOTORCYCLE 1.00 0.82 0.90 0.96 0.98 0.97
PEDESTRIAN 0.90 0.26 0.38 0.89 0.73 0.80
BUS 1.00 0.93 0.96 1.00 0.70 0.82
BICYCLE 0.90 0.77 0.82 1.00 0.50 0.67
All
(weighted)

0.86 0.72 0.72 0.96 0.93 0.94

the other side, BUS and BICYCLE accidents are so few in the dataset that the neural

model cannot properly generalize, whilst the baseline can deal with them by simply

matching the words bicycle and bus, which are included in the respective trigger sets.

The overall performance on the dataset (bottom row) shows that BERT mostly suc-

ceeds in this task with high accuracy (0.94 F1 score). BERT is also very precise on all

classes (even on NS), which is a key feature for our goal: being able to rule out the

records where no relevant information is available (thus limiting false negatives) is

a priority.

The results on T2 show how much the language model is able to distinguish

vehicles involved in the incident from those in which the patient was either a pas-

senger or the driver. PEDESTRIAN is the most challenging class: by looking at the

records, this is probably due to the fact that the notion of being a pedestrian is some-

times expressed in a convoluted and less clear way, compared to the notion of being

passenger or driver. Increasing the dimension of the training set may be helpful to

solve this issue. Given the huge drop in the performances of the baseline, this task is

evidently too complex for a string-matching approach. Once again, the overall per-

formance on the dataset (bottom row) shows that BERT can successfully deal with

the task (0.92 weighted average F1 score). By looking specifically at precision and re-

call, we observe that the system is more precise in finding T1 occurrences, but it lacks

recall. This phenomenon is interestingly reversed in T2, which may be explained by

the fact that the notion of driving or being a passenger is more complex to detect.



3.1. Road Accidents: Information Extraction from Clinical Reports 27

TABLE 3.3: Precision (P), Recall (R) and F1 score on the T2 task (10 fold).

Label
Baseline BERT

P R F1 P R F1

NS 0.48 1.00 0.65 0.96 0.93 0.95
CAR 0.86 0.13 0.22 0.92 0.93 0.92
MOTORCYCLE 1.00 0.23 0.36 0.96 0.97 0.97
PEDESTRIAN 0.80 0.65 0.71 0.75 0.73 0.74
BUS 0.11 0.04 0.06 0.79 0.85 0.82
BICYCLE 0.20 0.04 0.07 0.76 0.92 0.83
All
(weighted)

0.68 0.54 0.45 0.92 0.92 0.92

3.1.4 Road Traffic Accidents Insights

In this Section we report some insights on the whole dataset, obtained by running

the BERT system on the 35, 952 entries concerning RTAs. In order to improve the

stability of the system, we used all of the 987 entries as training set. We presently

discuss the results on the T2 task (concerned with the vehicle on which the patient

was traveling at the time of the accident), which it is definitely more interesting. To

these ends, we provide aggregated data on gender and age, deferring the investiga-

tion on injuries to future work. Figure 3.2a reports the distribution of road accidents

for each age interval with respect to the vehicles involved. According to such fig-

ures, the age of people involved in car and motorcycle accidents spans from 21 to

60. Differently, bus accidents mainly involve people over 60 years old, while 21%

of bicycle accidents concern people from 41 to 50 years old. In contrast, accidents

involving pedestrians seem to mainly concern lower and higher bounds of the age

range: almost 50% of such collisions concern people under 30, and 25% involves

over 70. In Figure 3.2b we illustrate the distribution of road accidents for each vehi-

cle class with respect to the age interval of the patient. People aged between 0 and

10 are involved in accidents mainly as car passengers (53%) and pedestrians (29%),

probably due to the fact that children are typically accompanied by parents. Con-

versely, people aged from 11 to 20 are often involved in motorcycle accidents (42%),

consistently with the changes in travel habits during adolescence. The car becomes

the main vehicle involved in accidents up to the 50 years limit, while only about

the 30% of accidents concerns motorcycles. Progressively, after the age of 50, the
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FIGURE 3.2: Statistical insights on road traffic accidents obtained by the full
dataset. The reported statistics refer to the T2 task i.e. the vehicle in which

the patient was in at the time of the accident.

percentage of car accidents decreases consistently with the aging of the patients; at

the same time accidents involving pedestrians and buses increase accordingly to the

changes in movement habits. Figure 3.2c shows the distribution of road accidents by

gender with respect to the vehicles involved. Accidents involving cars and pedes-

trians are equally distributed between males and females, while events where the

patient travels by bus mainly concern females (71%). Motorcycle (68%) and bicycle

(77%) accidents mostly involve males. Figure 3.2d reports the distribution of road

accidents for each vehicle class with respect to the gender of the accident patient.

The 55% of accidents involving females concern cars, while the 22% involve motor-

cycles. Consistently with such figures, the events involving males often concern cars

(42%), followed by motorcycle accidents (38%). Accidents involving pedestrians are

of the same order of magnitude for both genders, while males experience three times

more bicycle accidents than females.
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3.2 ELICODE at MultiGED2023: fine-tuning XLM-RoBERTa

for multilingual grammatical error detection

Grammatical Error Detection (GED) is the task of automatically identifying errors in

learner language. Despite its name, the errors to be identified are not only grammati-

cal errors, but different error types are considered, e.g. spelling, punctuation, lexical.

In Second Language Acquisition and Learner Corpus Research, indeed, an error is

defined as “a linguistic form or combination of forms which, in the same context and

under similar conditions of production, would, in all likelihood, not be produced by

the speakers’ native speaker counterparts” (Lennon, 1991). As can be noticed, this

definition includes different causes, i.e. grammaticality and correctness, or accept-

ability, strangeness and infelicity (James, 1998). This difference results in different

resources annotating different errors, with some annotating as grammatical errors

also appropriateness errors—i.e. pragmatics, register and stylistic choices (Lüdeling

and Hirschmann, 2015, p. 140)—others excluding appropriateness, but including or-

thographical and semantic well-formedness together with acceptability (Di Nuovo,

2022).

In both GED task and the related Grammatical Error Correction (GEC) task, re-

search has focused mainly on learner English (as second or foreign language) (Bell,

Yannakoudakis, and Rei, 2019; Ng et al., 2014; Bryant et al., 2019). Recently, also non-

English error-annotated data sets have been released (Boyd, 2018; Náplava et al.,

2022). Thanks to these recent trends, the authors of MultiGED (Volodina et al., 2023)

organised in 2023 the first multilingual GED shared task, hosted at the workshop

series on Natural Language Processing for Computer-Assisted Language Learning

(NLP4CALL).

Both GED and GEC can be seen as low or mid-resource tasks, because of three

main characteristics: requiring time-expensive and highly-specialised human anno-

tation, annotated data sets are usually small in size; the incorrect tokens in a text are

significantly scarce if compared to the correct ones; since errors pertain to different

error categories, each error type in the data sets is represented unevenly.

The data sets included in MultiGED shared task are in Czech, English, German,

Italian and Swedish. Some of these data sets have been already used for GED or
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GEC tasks—i.e. Falko and Merlin corpora (Boyd, 2018), Grammar Error Correction

Corpus for Czech (GECCC) (Náplava et al., 2022), First Certificate in English (FCE) cor-

pus (Yannakoudakis, Briscoe, and Medlock, 2011)—others have been released ad hoc

for this shared task—i.e. Russian Error-Annotated Learner English Corpus (REALEC)

(Kuzmenko and Kutuzov, 2014), released only as development and test data sets,

and learner Swedish SweLL-gold (Volodina et al., 2019), comprising training, devel-

opment and test data sets.

The aim of MultiGED is to detect tokens to be corrected labelling them as correct

or incorrect, performing a binary classification task at token level. Training and de-

velopment data sets were segmented into sentences and tokens (no information at

text level was released).

Following previous GED shared tasks, the used evaluation metric is F0.5, which

weights precision twice as much as recall, carried out on the Codalab competition

platform.4

The authors of the shared task encouraged submissions using a multilingual ap-

proach and additional resources, provided that these resources are publicly available

for research purposes. However, since different resources can annotate different er-

rors, the use of other additional data might be a double-edged sword. In fact, the

additional data would increase the tool’s ability to identify a greater variety of er-

rors, but at the same time, as the tool is evaluated in-domain, it moves away from

the characteristics of the test set.

3.2.1 Related work

The detection of errors in interlanguage texts (Selinker, 1972) is a challenging task

that has received significant attention in the natural language processing commu-

nity, since GED systems can be used to provide feedback and guidance to language

learners. In this section, we review some of the most relevant and recent studies in

this area and in the related task of GEC.

Initially tackled using rule-based approaches, GED systems have evolved from

being able to identify only certain types of errors to being more and more able to

4https://codalab.lisn.upsaclay.fr/competitions/9784

https://codalab.lisn.upsaclay.fr/competitions/9784
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handle the complexity and variability of natural language, thanks to modern ma-

chine learning techniques which make use of large annotated text corpora, usually

released in the occasion of shared tasks. This switch is evident in the evolution of

the shared task from CoNLL-2013 (Ng et al., 2013) to CoNLL-2014 (Ng et al., 2014),

when it changed from annotating only five error types to all error types.5

In CoNLL-2014 shared task, the majority of the systems made use of hybrid ap-

proaches able to deal with all error types together, as compared to previous year’s

submissions, where a specific classifier per each error type was trained. The most

popular approaches made use of one or more of the following: the Language Model

(LM) based approach (using n-gram language models), which has been used for both

GED and GEC; the phrase-based Statistical Machine Translation (SMT) approach,

used mainly for GEC; and rule-based approaches to tackle regular error types.

In 2019, the Building Educational Applications (BEA) shared task on GEC (Bryant

et al., 2019) introduces a new data set, joining the Cambridge English Write & Im-

prove, W&I (Yannakoudakis et al., 2018) and LOCNESS corpus (Granger, 1998),

making the test data set bigger than the one on which CoNLL-2014 systems were

tested (from 50 essays on two different topics, to 350 essays on about 50 topics).

Another major change concerns the use of neural machine translation (Bryant et

al., 2022)—being it based on recurrent neural networks (Bahdanau, Cho, and Ben-

gio, 2014), convolutional neural networks (Gehring et al., 2016), or transformers

(Vaswani et al., 2017)—instead of SMT and n-gram-based LMs. BEA reported re-

sults highlighted that the same system had different performances in texts at dif-

ferent CEFR levels (Little, 2006), lexical errors were the most difficult to detect and

correct, and multi-token errors were better handled than in the previous shared task.

Bell, Yannakoudakis, and Rei (2019) integrate contextual embeddings—BERT,

ELMo and Flair embeddings (Peters et al., 2017; Devlin et al., 2018; Akbik, Blythe,

and Vollgraf, 2018)—in Rei (2017) architecture for GED (a bi-LSTM sequence labeler

at token and sentence level, making use also of character-level bi-LSTM, to bene-

fit from morphological information). Their best model used BERT embeddings and

5Twenty-eight error types are annotated in the CoNLL-2014 benchmark data set. However, it
should be noticed that this is still far from annotating all error types. For example, in the English
Corpus of Learner English (ICLE) (Granger et al., 2020) there are 54 error tags, in the error-annotated
learner Italian corpus, VALICO-UD (Di Nuovo, 2022, p. 94), 120 error tags.
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proved to better generalise in out-of-domain texts. Their analyses show that missing

tokens are the most difficult errors to indentify.

Kaneko and Komachi (2019) proposed an extension of BERT base (Devlin et al.,

2018) with multi-head multi-layer attention, since research has shown that different

layers are best-suited for different tasks, e.g. lower layers capture local syntactic

relationships, higher layers longer-range relationships (Peters et al., 2018).

Recently, Yuan et al. (2021) fine-tuned BERT, XLNet (Yang et al., 2019) and ELEC-

TRA (Clark et al., 2020) models to perform GED in English. The three models ob-

tained the new state of the art in binary GED training on FCE data set and testing

on BEA-dev, FCE-test and CoNLL-2014, with ELECTRA performing the best overall.

Thus, they used ELECTRA to carry out some multi-class GED experiments to boost

performance on GEC data sets using it as auxiliary input or for re-ranking.

Our system treats GED as a binary sequence labelling task, like all the above-

described systems, and since the best results have been obtained by fine-tuning

transformer-based models, we followed this approach by fine-tuning XLM-RoBERTa

model (Conneau et al., 2019). We decided to use multilingual RoBERTa because its

training focuses on the discrimination of the masked token, and thus, it is concep-

tually similar to GED. In the following section we quantitatively analyse MultiGED

data set, before describing in detail our submitted systems in Section 3.2.3.

3.2.2 Data set quantitative analysis

MultiGED data set contains labelled training and development sets in Czech (GECCC),

English (FCE), Italian (Merlin), German (Falko and Merlin) and Swedish (SweLL-

gold). In particular, for English language an additional data set (REALEC) has been

released only as development set. In addition, for each data set an unlabelled test

set has been released.

Following the work by Siino et al. (2022), we quantitatively analyse the 5-language

data sets using established corpus linguistics methods implemented in Sketch En-

gine (Kilgarriff et al., 2014).6 We report general data set figures in Table 3.4, as com-

puted using Sketch Engine.

6Available at the URL https://www.sketchengine.eu (last accessed on 28 March 2023).

https://www.sketchengine.eu
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TABLE 3.4: MultiGED data set in figures. # stands for number of.

Source corpus Language Split # Tokens # Unique wods
train 333,995 37,228

GECCC Czech dev 32,071 8,145
test 35,075 8,764
train 465,038 13,972

FCE English dev 35,463 3,569
test 42,545 3,800
train – –

REALEC English dev 88,698 6,208
test 90,391 6,300
train 306,847 20,561

Falko-MERLIN German dev 39,627 5,606
test 36,763 5,478
train 82,040 6,957

MERLIN Italian dev 9,326 2,041
test 10,300 2,176
train 115,547 10,791

SweLL-gold Swedish dev 15,713 3,225
test 14,666 3,141

We used Compare Corpora, the built-in function of Sketch Engine that applies

chi-square (χ2) test (Kilgarriff, 2001), to compare training, development and test sets

per each language. The result of this comparison is a confusion matrix per each lan-

guage, reported in Figure 3.3, showing values greater or equal to 1, with 1 indicating

identity. The higher the value, the larger the difference between the compared data

sets.7 For English we created a comprehensive confusion matrix comparing the two

different corpora (FCE and REALEC).

Looking at the matrices, we could suppose that systems should have less trou-

ble in handling the task in German, Czech, Swedish (in order) than in Italian and

English.

English (EN) data set – Since the big difference between FCE and REALEC, the low-

est results should be obtained using models trained on FCE and tested on REALEC.

Better results could be instead obtained fine-tuning in-domain using REALEC de-

velopment set and testing it on the test set (because of the smaller similarity score

between REALEC development and training sets).

It is interesting to notice that REALEC development and test data sets have a sim-

ilarity score (i.e. 1.49) significantly lower than FCE development and test data sets

7Please consider that correct or incorrect labels are not taken into account in this comparison. This
comparison, instead, gives as an idea of how different the data sets are according to the different words
used. Compare Corpora tool is affected by set size: this is why development and test sets, being the
smallest, have a higher similarity score than when compared individually to the bigger training sets.
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(A) EN data sets.

(B) CS data set. (C) DE data set.

(D) IT data set. (E) SV data set.

FIGURE 3.3: Confusion matrices obtained with word-based chi-square test.
The value 1.00 indicates identity between the compared data sets. The greater

the value, the more different the data sets.
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I was very disappointing a week holiday for me because I

had got a lot of problem with the show .

O O O B B O B O O O O

O O O O O O O O O O

FIGURE 3.4: The output of the model for the sentence I was very disappointing a
week holiday for me because I had got a lot of problem with the show. Here the token
disappointing is marked as the beginning of an error unit. By the same token,
a is marked as beginning of a new error due to the information loss caused
by the conversion from error-tagged corpora to binary token labelling. The
token holiday is also marked as an incorrect use. The other tokens are marked

as correct uses.

(i.e. 3.99). FCE training and development data sets have a similarity score of 1.72.

FCE training and test data sets of 3.67. These results might suggest that the English

data set is challenging for the models.

Czech (CS) data set – The lower similarity scores between the data sets suggest that

systems should perform better on Czech than in English test set. Also if compared to

the similarity scores obtained in Italian data sets, the lower similarity scores might

indicate that the systems should perform better on Czech than in the Italian test set.

German (DE) data set – Since the low similarity score, indicating a bigger similarity

between the sets, should mean that German should be the easiest to tackle for the

models.

Italian (IT) data set – Here again, since similarity scores between the sets are lower

than in English one, models should perform better on the Italian data set than in

the English. In addition, the higher similarity score between development and test

data sets suggests that choosing the best performance model according to the results

on the development set should be avoided. Instead training on both training and

development data sets should ensure the best performance in this data set.

Swedish (SV) data set – According to the reported similarity scores, Swedish train-

ing set is in an order of similarity with development and test sets as the Czech sets.

This might suggest that similar performances might be expected.
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3.2.3 System description

Given the nature of the MultiGED shared task, we framed the problem as a to-

ken classification task, where systems are required to provide a label for each to-

ken within the input sequence. More precisely, we employed a sequence labelling

strategy using the BIO labelling schema (Ramshaw and Marcus, 1999). The standard

schema is formed by B-I-O tags, where each token in a sentence is labelled with one

of the three tags: B indicates the beginning of the error span, i.e. the first token of

an incorrect use; I is used to label tokens inside the error unit; O marks tokens that

are out of the error span, hence correct. However, since in our task we did not have

information about the number of errors nor the error span, we decided to use always

B to mark an incorrect token, even when preceded by another incorrect token, and

O to mark the correct tokens.

The adopted model allows framing the problem as token classification task that,

given a sentence W = w1w2 . . . wn, amounts to labelling each word wi with B or O

tags because of the above-mentioned reason. Figure 3.4 reports an example of the

system output of a sentence from the English FCE training data. Considering the

example, we can see that the token disappointing is correctly tagged with B, indicating

an incorrect usage, and then it is followed by another incorrect token a—marked

again with the label B because of the information loss from the conversion from

error-tagged corpora to binary token labelling. In the same example, the token week

is labelled as correct while the token holiday is labelled as incorrect token.

The model we employed is based on XLM-RoBERTa large: we stacked a linear

classifier—with input size of 1024 units and the output size is set to the number

of labels—on top of the pre-trained XLM-RoBERTa model, inserting in between the

two a dropout layer—with a dropout probability set to 0.1—to avoid overfitting.

Finally, in order to compute the distance between the actual data and the predictions

we adopted the Cross Entropy loss function. The model architecture is depicted in

Figure 3.5.

To run the experiments, we devised two different experimental settings. In the

first one, we trained the models only on the provided training set for 10 epochs, us-

ing the development set to select the model achieving the best performance across
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In our Acadamy we are not allowed to smoke

EmbIn Embour EmbAcadamy Embwe Embare Embnot Emballowed Embto Embsmoke

Dropout Layer

Linear Classification Layer

O O B O O O O O O

XLM-RoBERTa

.

Emb.

O

FIGURE 3.5: Graphic representation of the model. The grey boxes represent
the tokens in the example. These tokens are vectorised and converted into
embeddings by XLM-RoBERTa. Tokenisation in XLM-RoBERTa is simplified
in this figure for readability reasons. XML-RoBERTa output is inputted to the
linear classifier, after passing a dropout layer. The classifier predicts the label

B or O for each token.

the training epochs (ELICODE). In the second setting, we trained each model jointly

on the training and development sets for 10 epochs, and retained the 10-epoch trained

model (ELICODEALL).8

To implement our models, we started from the ClinicalTransformerNER frame-

work by Yang et al., 2020, which responded to the majority of our needs (also if

created for a different field), and we adapted the code so to make it work with XLM-

RoBERTa language model.9 In particular, as reported in their Github repository10,

the ClinicalTransformerNER package is the implementation of a transformer based

NER system for clinical information extraction task, with the aim to provide a sim-

ple and quick tool for researchers to conduct experiments with NER systems. In

particular, the great merit of this package is to be like an interface, with the possibil-

ity to run experiments independently from the specific transformer implementation

(BERT, ROBERTA or others), which can be chosen through command line parame-

ters together with training parameters.

Our experiments were performed on machinery provided by the Competence

Centre for Scientific Computing (Aldinucci et al., 2017). In particular, we exploited

nodes with 2x Intel Xeon Processor E5-2680 v3 and 128GB memory. The training

8In both experimental settings we adopted a batch size of 4 and an early stop of 5 epochs.
9Code and models are publicly available at https://github.com/davidecolla/EliCoDe

10ClinicalTransformerNER Github repository - https://github.com/uf-hobi-informatics-lab/
ClinicalTransformerNER

https://github.com/davidecolla/EliCoDe
https://github.com/uf-hobi-informatics-lab/ClinicalTransformerNER
https://github.com/uf-hobi-informatics-lab/ClinicalTransformerNER
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time is about 15 hours per epoch for the provided languages with a large training

data—i.e. Czech, English and German—and drops to 8 hours per epoch for Ital-

ian and Swedish. The time taken in the prediction phase is about 25 minutes per

language.

3.2.4 Results and discussion

We report in Table 3.5 the results obtained by all teams participating to MultiGED

shared task (upper part of the table),11 and additional experimental results—i.e. a

baseline and our submitted models but trained in a multilingual fashion (bottom

part of the table). As far as the baseline is concerned, we extracted the token counts

from the training data and adopted the multinomial Naive Bayes classifier for se-

quence labelling (Baseline). As far as the multilingual models are concerned, we fol-

lowed the same experimental settings of the submitted monolingual models, train-

ing two multilingual models: a first model trained only on the concatenation of

training data sets (ELICODEMLT), the second concatenating also the development

data sets (ELICODEMLTALL ).

The overall results obtained by both ELICODE and ELICODEALL are higher than

those obtained by the other competing systems, except for the English REALEC test

set.

Concerning Precision (P), the baseline and both our ELICODE and ELICODEALL

submissions perform well overall. However, on the FCE partition of the English

data set the scores consistently decrease by about 10% and, as expected, the REALEC

partition is the most challenging data set: Precision scores drop from about 80% on

average to about 40%. As far as Recall (R) is concerned, the token count-based base-

line performs poorly: the average Recall of the baseline across languages is about

12% while the average score of ELICODE and ELICODEALL is about 58%. Following

the same trend as Precision, Recall scores for both our submitted systems drop from

about 62% of average to 40% on the REALEC English data set. Given the definition

of F0.5 metric—i.e. it puts more importance on Precision with respect to Recall—,

the overall scores reflect the trend of Precision: the average F0.5 score is about 76%

11We took the results from the official MultiGED repository: https://github.com/spraakbanken/
multiged-2023.

https://github.com/spraakbanken/multiged-2023
https://github.com/spraakbanken/multiged-2023
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TABLE 3.5: Results of experiments in the token classification task. To in-
crease readability, we partitioned the results on two tables grouped by lan-
guage. We reported the results for all the systems submitted to the MultiGED
competition—in the upper part of each sub-table—together with the results
of our submission (ELICODE and ELICODEALL). The bottom part of each
sub-table report the Naive Bayes-based baseline and the multilingual models
(ELICODEMLT and ELICODEMLTALL ) results. For each system we report the
scores obtained on all the languages included in the competition; for each
language, the corresponding columns report the Precision (P), Recall (R) and

F0.5 scores. The highest F0.5 scores are in bold.

System
Czech English - FCE English - REALEC

P R F0.5 P R F0.5 P R F0.5

DSL-MIM-HUS 58.31 55.69 57.76 72.36 37.81 61.18 62.81 28.88 50.86
Brainstorm Thinkers 62.35 23.44 46.81 70.21 37.55 59.81 48.19 31.22 43.46

VLP-char 34.93 63.95 38.42 20.76 29.53 22.07 - - -
NTNU-TRH 80.65 6.49 24.54 81.37 1.84 8.45 51.34 1.13 5.19

su-dali - - - - - - - - -
ELICODE 82.29 50.61 73.14 73.64 50.34 67.40 44.32 40.73 43.55

ELICODEALL 82.01 51.79 73.44 71.67 50.74 66.21 43.69 40.74 43.07

Baseline 85.69 21.19 53.26 72.81 7.55 26.69 36.40 5.67 17.46
ELICODEMLT 83.06 50.72 73.66 73.85 50.08 67.45 44.36 42.29 43.93

ELICODEMLTALL 82.79 49.56 73.01 75.01 48.94 67.79 45.34 40.29 44.23

System
German Italian Swedish

P R F0.5 P R F0.5 P R F0.5

DSL-MIM-HUS 77.80 51.92 70.75 75.72 38.67 63.55 74.85 44.92 66.05
Brainstorm Thinkers 77.94 47.55 69.11 70.65 36.46 59.49 73.81 39.94 63.11

VLP-char 25.18 44.27 27.56 25.79 44.24 28.14 26.40 55.00 29.46
NTNU-TRH 83.56 15.58 44.61 93.38 19.84 53.62 80.12 5.09 20.31

su-dali - - - - - - 82.41 27.18 58.60
ELICODE 83.87 71.89 81.16 85.63 66.69 81.03 80.56 67.50 77.56

ELICODEALL 84.78 73.75 82.32 86.67 67.96 82.15 81.80 66.34 78.16

Baseline 80.99 10.25 34.02 85.11 10.72 35.65 78.09 13.65 40.16
ELICODEMLT 83.47 72.52 81.02 85.30 69.64 81.63 82.24 65.94 78.36

ELICODEMLTALL 84.80 71.09 81.65 85.71 65.95 80.87 83.34 64.37 78.70
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for both ELICODE and ELICODEALL on all languages but the English REALEC data

set, where the average F0.5 drops to 43%.

Considering the different languages, as expected from the quantitative analysis

from Section 3.2.2, the ELICODEALL performance improves compared to the scores

obtained by ELICODE on Czech, German, Italian and Swedish languages: training

on both training and development set allows accounting for the similarities between

development set and test set too. Consistently with the above-mentioned analysis,

the performances achieved on the Swedish and Czech data sets are comparable and

lower than the scores obtained on the German data set, that recorded the highest

F0.5 score of 82.32%. Concerning the differences in the English data, as expected,

ELICODE performs better than ELICODEALL on both FCE and REALEC partitions,

this is likely due to the high dissimilarity between the English FCE development

and test data sets, thus training the model on the development set as well amounts to

introducing noise during the learning phase. Additionally, given the great difference

between FCE and REALEC partitions, the results of models trained on the FCE data

set are consistently lower on REALEC data compared to the results on the FCE data.

In order to explore the impact of the difference between the English data sets,

we trained a model only on the REALEC development set. The model has been

trained for 10 epochs and by maintaining fixed all the other parameters so as to

make the results of such model comparable to the others. The model trained only on

REALEC data achieved 58.44 of Precision, 33.19 of Recall and the F0.5 is 50.72, thus

improving the F0.5 of about 7% compared to the ELICODE result; in particular, the

model becomes more precise in predicting errors, but given the reduced amount of

training data is less incline to label tokens as incorrect.

Concerning the baseline, its poor performance is likely due to the employed

representation: count-based features consider terms in isolation rather than in con-

text, in so doing, the model is able to detect errors based on words frequency only,

thus detecting errors related only to vocabulary—i.e. non-existing words or un-

seen tokens at training time. In this respect, the results achieved by the baseline

on the REALEC partition of the English data set are lower than those for the FCE

data set—especially on Precision—, thus reflecting the difference between such two

data sets. Conversely, the representations employed by language models such as
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XLM-RoBERTa are context sensitive—i.e. each token representation accounts for the

whole sequence information—and this is reflected in a consistent improvement in

Recall scores.

After this numerical analysis of the results, a more qualitative analysis of the

errors of the system could have been useful to better understands the limits of the

approach, but it was not possible because, to date, only the unlabelled test set were

released on github.

In order to assess the multilingual competence of the language model, we trained

a model on the concatenation of the training sets of all the different languages: typo-

logically similar languages may mutually improve the model representations, while

languages with different structures may negatively impact the error detection in

both languages. The trained multilingual models, as said, follow the same exper-

imental setting than the submitted monolingual models. Differently than the mono-

lingual models which were trained for 10 epochs, the multilingual models have been

trained for 7 epochs: in this setting the training took on average 55 hours per epoch

for ELICODEMLT and 62 hours for ELICODEMLTALL .12

The multilingual models perform similarly on the shared task test sets compared

to monolingual models. If we consider the two languages with a smaller training

and development sets, i.e. Italian and Swedish, we might notice that the perfor-

mance on the Italian test set does not improve using the multilingual approach. This

might be due to the fact that the other languages included in the shared task are not

typologically similar to Italian. On the contrary, the performance on the Swedish

language, which is slightly higher than the monolingual model performance, might

benefit from the German training and development data sets, being both Germanic

languages.

Giving now a quick look at the other systems that participated in the shared

task, as reported in Volodina et al., 2023, the most successful approaches relied on

BERT-like large language models: one employed mBERT (Brainstorm Thinkers, but

no system description was submitted) and the other made use of XLM-RoBERTa

like ours (DSL-MIM-HUS). Difference in performances between our system and the

12The multilingual model trained only on the training data sets (ELICODEMLT) for 7 epochs achieved
the same results of the 8-epoch model. Thus, we assume that ELICODEMLT reached the learning upper
bound at the 7th epoch.
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first one can be easily explained based on the differences in the employed model,

while the second seems not to be so far from our approach: DSL-MIM-HUS, in fact,

made use of XLM-RoBERTa by training it on all the languages at once, similarly to

our ELICODEMLT and ELICODEMLTALL approaches. Differences in results may be

due to training specificities (the Authors declared the use of a different library and

20 epochs of training). VLP-char and NTNU-TRH approaches, based on LSTM and

GRU neural networks, showed the limits of these architectures compared to BERT-

like models, both in monolingual and multilingual setting. The last model su-dali,

only tested on the Swedish part of the dataset, training the generic transformers ar-

chitecture by Vaswani et al., 2017 with artificial data mimicking the error distribution

from the Swedish source corpus. They achieved very good precision results.
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Chapter 4

Language models as Decoders

This Chapter shows a different perspective on language models: in particular, it

is concerned with exploiting their generative features, on investigating how these

can adapt to a certain type of language, and how these can be used to analyze lan-

guage itself. This study, whose first steps were presented in (Colla et al., 2022),

aims to understand if language models can support clinicians work at identifying

people suffering from Alzheimer Disease. The investigation tests the reliability of

the perplexity metric and its suitability to discriminate between impaired subjects

and healthy controls. In this setting an English corpus, collected for research pur-

poses was employed (Becker et al., 1994). This work has been extended to account

for Italian, and for texts collected in more ecological fashion (as transcriptions of

dialogues). For the purposes of this investigation an existing dataset, the Anchise

corpus (Benvenuti et al., 2020), including transcript of conversation with impaired

subjects, was complemented with a new corpus containing conversations transcripts

where healthy elderly were involved.1

4.1 Semantic Coherence Markers: the Contribution of Per-

plexity Metrics

In economically developed societies the burden of mental disturbances is becoming

more evident, with negative impact on people’s daily life and huge cost for health

systems. Whereas for many psychotic disorders no cures have been found yet, the

treatment of people at high risk for developing schizophrenia or related psychotic

1A manuscript on this work is currently in preparation.
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disorders is acknowledged to benefit from early detection and intervention (Mar-

shall et al., 2005). To this end, a central role might be played by approaches aimed at

analyzing thought and communication patterns in order to identify early symptoms

of mental disorder (Larson, Walker, and Compton, 2010).

The analysis of human language has recently emerged as a research field that

may be helpful to analyze for diagnosing and treating mental illnesses. In fact, in the

last decade Natural Language Processing (NLP) techniques have become a common

tool to support research on psychotic disorders. Namely, if language and its associ-

ated cognitive functions are first impaired before the full signs of mental disorders

become apparent, linguistic analysis assisted by computing systems may be helpful

for early detection. Recent advances in NLP technologies allow accurate language

models (LMs) to be developed. These can be thought of as probability distributions

over text sequences, and can be used to estimate in how far a text is coherent with

(or, more precisely, predictable through) such language models. In order to measure

the distance between an actual sequence of tokens and the probability distribution

we propose using perplexity, a metric that is well-known in literature for the intrin-

sic evaluation of LMs. In this work we run experiments targeted at investigating

how reliable perplexity is as a tool for investigating individuals’ language, and we

test whether the perplexity computed employing a language model acquired based

on speeches from healthy subjects can be useful in discriminating healthy subjects

from people suffering from mental disorders. While in previous reports the reliabil-

ity of perplexity has been simply taken for granted, we investigate whether and to

what extent perplexity scores are reliable before trying to use them to discriminate

between mentally impaired and healthy subjects. Moreover we compare perplex-

ity scores computed through LMs as diverse as GPT-2 and N-grams to the ends of

discriminating healthy subjects from subjects afflicted by Alzheimer Disease.

4.1.1 Perplexity

As mentioned in Chapter 2, LMs are basically probability distributions of word se-

quences: perplexity was originally conceived as an intrinsic evaluation tool for LMs,

in that it can be used to measure how likely a given input sequence is, given a

LM (Goldberg, 2017). In other words it is a metric to evaluate the language model
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itself, not taking into account the specific tasks it’s going to be used for. This mea-

sure is defined as follows. Let us consider a word sequence of k elements, W =

{w1, . . . , wk}; since we are interested in evaluating the model on unseen data, the

test sequence W must be new, and not be part of the training set. Given the lan-

guage model LM, we can compute the probability of the sentence W, that is LM(W).

Such a probability would be a natural measure of the quality of the language model

itself: the higher the probability, the better the model. The average log probability

computed based on the model is defined as

1
k

log
k

∏
i=1

LM(W) =
1
k

k

∑
i=1

log LM(W),

which amounts to the log probability of the whole test sequence W, divided by the

number of tokens in sequence. The perplexity of sequence W given the language

model LM is computed as

PPL(LM,W) = exp{−1
k

k

∑
i=1

log LM(wi|w1:i−1)}. (4.1)

It is now clear why low PPL values (corresponding to high probability values) indi-

cate that the word sequence fits well to the model or, equivalently, that the model is

able to predict that sequence.

From another point of view, perplexity can be considered as the weighted branch-

ing factor of the model. Let us consider a simple example: if we roll a regular fair

die, with six faces. The weighted branching factor of the model is 6, simply indicat-

ing how many possible outcomes there are for each roll. Now, if we decide to roll

an extremely unfair die, biased in order to return always 6, the weighted branching

factor of the model would be 1: in fact, even if the branching factor would always

be 6, because of the 6 faces, the only possible outcomes is 6, 1 face. Imagine now to

train a model over these two dice and calculate the perplexity of the two models: in

the first case the perplexity would be calculated knowing that every element of the

sequence of rolls (for example 100 rolls), would be produced with a probability of

1/6, causing a computed perplexity value of 6 (the same as the weighted branching

factor). In the second case, considering again 100 rolls, the sequence produced by the
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model could be approximated with the probability of 99/100 for the face with 6 on

it an 1/500 for every other face. The computed perplexity would be approximately

1, again the same as the weighted branching factor.

Following this idea and bringing back perplexity on the field of language modeling,

we can interpret perplexity as the number of words on which the model is undecided

to predict as the most probable. In other words, if we obtain an average perplexity

of 20, it means that at every step of the way, the model considered more or less 20

words as the most probable over the entire vocabulary of words.

It is worth noticing that, as mentioned before, perplexity is normally used as an eval-

uation tool for language models themselves and the focus of the measure is on the

comparison of values obtained by different models on the same inputs. Our use of

the measure shift the focus on the input, measuring the capability of the measure

itself to highlight differences or anomalies in input data, given a fixed model trained

on specific types of text.

Importantly enough, perplexity is corpus-specific, that is it can be used to mea-

sure in how far a given LM (which has been acquired on a given training corpus)

predicts an arbitrary word sequence.

4.1.2 Related work

Patients with psychiatric disorders such as schizophrenia show various semantic

disturbances, and may suffer from difficulties in handling linguistic meanings at

different processing levels such as morphology, syntax, semantics, and pragmat-

ics (Boer et al., 2020). The work in (Covington et al., 2005) provides a rich overview

on disturbances at the different levels. As far as we are concerned, disturbances

related to schizophrenia typically produce abnormal usage of neologisms and word

approximations, disruptions in language cohesion (Docherty, DeRosa, and Andreasen,

1996), syntactically simpler constructions featured by reduced use of embedded

clauses and grammatical dependents (Çokal et al., 2018), inflectional morphology

variants and errors (Walenski et al., 2010). In the last decade, advances in NLP

techniques have allowed the construction of approaches to automatically deal with

tasks such as linguistic analysis and production, including also many of the afore-

mentioned linguistic levels. These approaches have identified markers that can help
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differentiate patients with psychiatric disorders from healthy controls, and predict

the onset of psychiatric disturbances in high risk groups at the level of the individual

patient.

Most approaches rely on a simple yet powerful descriptive (and predictive) lin-

guistic device which is known as ‘distributional hypothesis’.

The distributional hypothesis states that words that occur in similar contexts

tend to convey similar meanings (Harris, 1954).

For example, if the word wi and the word wk often occur in the same context

then probably wi and wk they probably have close meanings (and if they are inter-

changeable in the same contexts of occurrence, then they probably are synonyms).

For example, in the sentences We used the board to shut down the power plant. and We

used the panel to shut down the power plant. the words board and panel are intended

with the same meaning.

Several techniques have been devised to acquire the distributional profiles of

terms. The resulting vectors are hypothesized to be suitable for representing word

meanings over a multidimensional Euclidean space, where distance acts like a proxy

for similarity, and where similarity can be interpreted as a metric.

Early work in this area started with generating vectors from co-occurrence matri-

ces (Harman, 1993; Schütze and Pedersen, 1997), treated with latent semantic index-

ing (Landauer, Foltz, and Laham, 1998), or point-wise mutual information (Hindle,

1990). Such early distributional representations provided explicit (that is, directly

meaningful and human-interpretable) information. The number of dimensions of

such vectors was determined by the size of the vocabulary. On the other side, in

implicit or latent representations, features were used resulting from Latent Semantic

Analysis (LSA). LSA is a multidimensional associative model based on the distri-

butional hypothesis: word meaning is encoded as a multi-dimensional (usually 300

or 400 dimensions) vector obtained by elaborating large corpora to estimate the co-

occurrence frequencies for each word. A basic approach based on LSA, such as that

described in the seminal work by (Elvevåg et al., 2007), is as follows. Each input

token is represented through a corresponding LSA vector, Wi = {Ii1, Ii2, . . . IiN}.

In turn, the vector representation for a phrase P is then built as the mean of the

vectors representing all words in P: Pi = 1
N ∑N

k=1 Iik. The coherence between any
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two phrases is then computed through the cosine similarity of their corresponding

vectors. The assumption underlying this approach is that meaningful texts will be

featured by high coherence scores (in that words in the text being considered are se-

mantically related on a distributional perspective), whilst text with some sort of dis-

order (or ‘loose associations’ among words) will be featured by reduced coherence

scores. In (Bedi et al., 2015) an artificial dataset built by intentionally manipulating

existing texts was used to test the described notion of coherence: the minimum se-

mantic distance and the mean semantic distance of adjacent sentences were found

to be negatively correlated with the disorder level introduced in the original. In this

work LSA (in conjunction with information on grammatical Part-of-Speech func-

tion, referred to as POS tags) has been used to predict the transition to psychosis in

a clinical high-risk cohort.

More recently, LSA techniques have been superseded by neural approaches aimed

at learning latent representations of words called word embeddings (Navigli and

Martelli, 2019). The overall design aimed at characterizing coherence (or, equiva-

lently, the disorder associated with sentences and documents), by comparing vector

representations of text excerpts, has remained unchanged. Among the most relevant

sets of word embeddings, we mention Word2vec (Mikolov et al., 2013b), GloVe (Pen-

nington, Socher, and Manning, 2014), ConceptNet Numberbatch (Speer and Chin,

2016), fastText (Bojanowski et al., 2017), LessLex (Colla, Mensa, and Radicioni, 2020),

and NASARI (Camacho-Collados, Pilehvar, and Navigli, 2015).

A different approach to provide quantitative measures to language coherence

and complexity is graph-based: in this setting, nodes represent words, and the word

sequence is induced by directed edges. One main assumption underlying these ap-

proaches is that in coherent discourse neighboring words refer to connected topics,

whilst incoherent discourse is associated with difficulties in making an ordered tra-

jectory or path between topics. By employing tools from graph theory and informa-

tion science it is possible to extract information on graph properties, such as con-

nectedness, subgraphs or graph components. More specifically, measures such as

entropy can be employed to probabilistically define topics and topic transitions (Ca-

bana et al., 2011). Such graph representations also allowed grasping specific features
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of the normal and dysfunctional flow of thought (such as divergence and recur-

rence), and to produce accurate sorting of individuals affected by schizophrenia or

mania (Mota et al., 2012). In another study, techniques for speech graph analysis

were employed to describe formal thought disorder, which has been mathemati-

cally defined by the linear combination of connectedness graph attributes and their

degree of similarity to randomly generated graphs. Such connectedness attributes

were mapped onto a Disorganization Index, and used to classify negative symptom

severity (Mota, Copelli, and Ribeiro, 2017).

In what follows we survey a set of works employing perplexity that are specifi-

cally relevant to introduce our own proposal. Although originally conceived to as-

sess how language models are able to model previously unseen data, perplexity can

be used to compare (and discriminate) text sequences produced by healthy subjects

or by people suffering from language-related disturbances.

In (Stolcke and Shriberg, 1996) N-grams of part of speech (POS) tags were em-

ployed to identify patterns at the syntactic level. Then, two LMs were acquired (one

from patients’ data and the other from data from healthy controls): the categoriza-

tion of a new, unseen (that is, not belonging to either set of training data) sample was

then performed through the perplexity computed with the two LMs over the sam-

ple. The considered sample was then categorized as produced by a healthy subject

(patient) if the LM acquired from healthy subjects (patients) data attained smaller

perplexity than the other language model. Perplexity has been recently proposed as

an indicator of cognitive deterioration (Frankenberg et al., 2019); more specifically,

the content complexity in spoken language has been recorded in physiological ag-

ing and at the onset of Alzheimer’s disease (AD) and mild cognitive impairment

(MCI) on the basis of interview transcripts. LMs used in this research were built by

exploiting 1-grams and 2-grams information; as illustrated in next section (please

refer to Equation 2.2), such models differ in the amount of surrounding informa-

tion employed. Perplexity scores were computed on ten-fold-cross-validation basis,

whereby participants’ transcripts were partitioned into ten parts; a model was then

built by using nine parts and was tested on the tenth. This procedure was repeated

ten times so that each portion of text was used exactly once as the test set. Four exam-

ination waves with an observation interval of more than 20 years were performed,
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and correlations of the perplexity score of transcriptions dating to the beginning of

the experiment were found with the score from the dementia screening instrument

in participants that lately developed MCI/AD.

Perplexity has been employed as a predictor for Alzheimer Disease (AD) on

the analysis of transcriptions from DementiaBank’s Pitt Corpus, that contains data

from both healthy controls and AD patients (Becker et al., 1994). More precisely,

in (Fritsch, Wankerl, and Nöth, 2019) two neural language models, based on LSTM

models, were acquired, one built on the healthy controls and the other trained on

patients belonging to the dementia group. A leave-one-speaker-out cross-validation

was devised and, according to this setting, a language model M−s was created for

each speaker s by using all transcripts from the speaker’s group but those of s. Data

from speaker s was then tested on both M−s, thus providing a perplexity score pown,

and on the language model built upon the transcripts from the whole group to which

the speaker did not belong to, thus obtaining the perplexity score pother. The differ-

ence between the perplexity scores ∆s = pown − pother was computed as a descrip-

tion for the speaker s. The classification of each speaker was then performed by

setting a threshold ensuring that both groups obtained equal error rate. The authors

achieved 85.6% accuracy on 499 transcriptions, and showed that perplexity can also

be exploited to predict a patient’s Mini-Mental State Examination (MMSE) scores.

The approach adopted in this work is the closest to our own work we could find in

literature; however it also differs from ours in some aspects. First, we investigated

how reliable perplexity is in assessing the language of healthy subjects. That is, we

analyzed how perplexity scores vary within the same individual, as an initial step to-

ward assessing if perplexity is suitable for examining text excerpts/transcripts that

(like in the case of the Pitt Corpus) were collected through multiple interviews and

tests, spanning over years. Additionally, we were concerned with evaluating all ex-

cerpts from a single individual to predict the AD diagnosis at the subject level, rather

than in predicting the class for each and every transcript. In order to assess the per-

plexity as a tool to support the diagnosis, we analyzed only data from subjects for

which at least two transcripts were available.

Following the approach presented in (Fritsch, Wankerl, and Nöth, 2019), per-

plexity has been further investigated for the categorization of healthy subjects and
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AD patients (Cohen and Pakhomov, 2020). In particular, different LMs have been ac-

quired on both control and AD subjects’ transcriptions from the Pitt Corpus (Becker

et al., 1994). Such LMs have been employed to evaluate in how far differences in

perplexity scores reflect deficits in language use. In order to compute perplexity

scores, the authors designed two experimental settings: interrogation by perturbation,

where LMs were asked to assess corrupted texts so to simulate AD progression;

and interrogation by interpolation, where the perplexity values obtained by LMs ac-

quired on healthy subjects transcripts were combined with perplexity values com-

puted through LMs trained on the AD patients. In the classification task, the au-

thors achieved their best results by assigning higher relevance to scores computed

through LMs acquired on AD class rather than those trained on healthy subjects

(AUC 0.941 and 0.872 accuracy at equal error rate). Also interestingly, the experi-

mentation provided evidence about the correlation among perplexity scores and lex-

ical frequency: provided that subjects affected by Dementia of the Alzheimer’s type

tend to use higher frequency words with less specificity than control individuals,

language models and perplexity were proved to be able to capture linguistic mani-

festations of the cognitive impairment. Our approach differs from this one. Firstly,

we explored two different sorts of LMs (N-grams and GPT-2 models, fine tuned with

5, 10, 20 and 30 epochs) so to collect experimental evidence on the level of accuracy

recorded by different LMs used to compute the perplexity scores. Secondly, four dif-

ferent decision rules were compared based on average perplexity scores from control

and impaired subjects, along with their respective standard deviations. Moreover,

while in (Cohen and Pakhomov, 2020) the categorization is performed at the tran-

script level, our focus is on the categorization of subjects. More in general, our study

is aimed at providing a full account on perplexity, and not only at investigating how

to employ it in a categorization task.

4.1.3 Experiments

After having introduced the notion of perplexity and a brief description on modern

neural architectures, we explore whether —and to what extent— the perplexity of

LMs attained through such architectures can be used as a linguistic marker to detect
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language anomalies. Language anomalies detection may be helpful in recognizing

mental disturbances and other disorders.

Before exploring perplexity as a tool suitable to discern linguistic anomalies in

impaired subjects, we perform a preliminary step, consisting of checking whether

perplexity scores can be considered reliable. Informally stated, by reliable we in-

tend that similar text documents —such as repeated interviews to the same sub-

ject over a limited time span, or descriptions by different subjects about the same

scene— should be featured by analogous perplexity scores (by employing the same

language model). We designed two experiments, the first one aimed at exploring

the intra-subject reliability of perplexity scores, and the second one aimed at ex-

ploring inter-subjects reliability. In the former case we recorded the coefficient of

variation (CV) —that is the ratio between standard deviation and average perplex-

ity scores—, and in the latter one we measured the intraclass correlation coefficients

(ICC) (Shrout and Fleiss, 1979), that are two popular measures in the psychiatric

psychometry community.

The whole experimentation presented in this Section is thus concerned with an-

swering to two focal questions:

• whether perplexity scores are reliable within the same subject, but still sensi-

tive enough to account for different sorts of speech forms produced by a given

speaker (Experiment 1), and across subjects (Experiment 2);

• whether the language of a specific class of subjects, diagnosed as suffering

from disorders impacting on common linguistic abilities, can be automatically

distinguished from that of healthy controls solely based on perplexity accounts

(Experiment 3).

In the first experiment we analyzed whether the LMs acquired by training both N-

grams and GPT-2 on transcriptions of two different kinds of speech (two classes:

political rallies vs. interviews) from a single subject produce different perplexity

scores when the LM is used for analyzing similar (taken from same class) and dif-

ferent (from the other class) documents. In the second experiment we have mea-

sured the perplexity scores featuring discourses by 8 well-known political figures:

in this case our aim was to assess whether perplexity scores computed based on
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models acquired on the other 7 speakers’ transcripts are coherent in assessing the

eight speaker. Finally, for the third experiment we have used the Pitt Corpus, from

which we selected the transcripts of responses to the Cookie Theft stimulus pic-

ture (Goodglass and Kaplan, 1983), and investigated whether the perplexity score

allows discriminating patients with dementia diagnosis (n = 194) from healthy con-

trols (n = 99).

The code for replicating the experiments is available at https://github.com/

davidecolla/semantic_coherence_markers.

Compared LMs

Three different experimental setups have been designed in order to compare per-

plexity as computed by language models acquired by training with two different

sorts of architectures: N-grams, and GPT-2.

N-grams Since N-grams implement the simplest language model with context,

where each word is conditioned on the preceding N-1 tokens only, we adopted N-

grams for the first experimental setup. For the sake of clarity we introduce the for-

malization for Bigrams; such formulation can be further generalized to any N. We

define the probability of a sequence of words W1,n = {w1, w2, . . . , wn} as:

P(W1,n) =
n

∏
i=1

P(wi|wi−1)

where the probability of each Bigram is estimated by exploiting the Maximum Like-

lihood Estimation (MLE) (Jurafsky and Martin, 2014, Chap. 3).2 According to the

MLE, we can estimate probability of the Bigram (wi−1, wi) as:

P(wi|wi−1) =
C(wi|wi−1)

C(wi−1)
(4.2)

where C(wi|wi−1) is the number of occurrences of the Bigram (wi−1, wi) in the train-

ing set, while C(wi−1) counts the occurrences of the word wi−1 only. It is worth

mentioning that training Bigrams on a limited vocabulary may lead to cases of

2In this setting, stopwords are customarily not filtered, as providing useful sequential information.

https://github.com/davidecolla/semantic_coherence_markers
https://github.com/davidecolla/semantic_coherence_markers
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out-of-vocabulary words, i.e., unseen words during the training process. Out-of-

vocabulary words pose a problem in calculating the probability of the sentence in

which they are involved: in such cases we are not able to compute the probability

of the Bigram involving the unknown word, thus undermining the probability of

the whole sequence. In order to deal with out-of-vocabulary words, each token oc-

curring only once in the training set can be replaced with the ‘unknown’ tag, UNK.

In so doing, during the test phase we are allowed to map each out-of-vocabulary

word to the unknown word tag. Of course this procedure entails that the proba-

bility mass associated to UNK tokens tends to overestimate the role of such tokens,

badly affecting the behavior of N-gram based models. Conversely, modern architec-

tures such as GPT-2 are less impacted from out-of-vocabulary (OOV) issues: in fact,

such models are acquired by employing huge amounts of data (in the order of 40 GB

of text (Radford et al., 2019)) by using sub-word tokenizers and encoding strategies.

Notwithstanding the strategy for handling out-of-vocabulary words, we may

still end up with unseen N-grams, formally occurring zero times in the training

set, thereby resulting in a null probability. We addressed the unseen N-grams is-

sue through the interpolated Kneser-Ney Smoothing technique (Kneser and Ney,

1995). The most effective smoothing techniques for N-grams involve exploiting

lower-order representations so to improve the precision of higher-order N-grams

whenever is needed. For example if the 3-gram (wi−2, wi−1, wi) has zero evidence,

we may either rely solely on the probability of its lower-order components, that are

the bigrams (wi−2, wi−1), (wi−1, wi) and the unigrams (wi), (wi−1), (wi−2) or com-

bine the scores of its lower-order components to obtain the higher-order represen-

tation. The Kneser-Ney algorithm belongs to the family of interpolation strategies,

and is based on the absolute discounting technique: to compute a precise probability

distribution, we may need to discount the counts for frequent N-grams to save some

probability mass to deal with unseen N-grams: in so doing, we subtract a small dis-

counting factor d from the counts of N-grams to employ such discount as probability

for unseen N-grams.
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In the present setting we experimented with N-grams ranging from 2- to 5-

grams; the Kneser-Ney discounting factor d was set to 0.1.3

The vocabulary was closed on each experiment: that is, the N-grams models em-

ployed in each experiment were acquired with the vocabulary obtained from the

concatenation of the transcripts herein. Since the perplexity is bounded by the vo-

cabulary size, fixing the cardinality of the vocabulary allows obtaining comparable

perplexity scores from N-gram models trained across different corpora.

GPT-2 The second experimental setup that we designed exploits the GPT-2 neural

model, in particular we used the GPT-2 pre-trained model available via the Hugging

Face Transformers library.4 In this setting, the input text has been preprocessed by

the pre-trained tokenizer and grouped into blocks of 1024 tokens. The pre-trained

model is specialized as Causal Language Model (CLM) on the input texts, that is,

predicting a word given its left context. Since the average log-likelihood for each

token is returned as the loss of the model, the perplexity of a text is computed ac-

cording to Equation 4.1.

4.1.4 Experiment 1: Intra-subject and discourse-level coherence

The first experiment is aimed at investigating whether perplexity scores computed

based on a given LM are stable, and whether perplexity scores are able to grasp

factors specific to a given sort of speech. We have then targeted transcripts of two

different kinds of discourse: the interview and the political rally. While in the former

case both the questions put to the interviewee and his answers may be featured by

different topics political rallies are events where people sharing similar political be-

liefs gather to support their candidate, whose language is in principle more regular,

as not concerned with answering to specific questions. As regards as the linguistic

register differentiating such transcripts, interviews should convey a sense of poise,

balance, and posture, while the language adopted in rallies is expected to be more

emphatic, direct, uniform and vehement. Our second research question was then

3To compute N-grams we exploited the Language Modeling Module (lm) package from NLTK ver-
sion 3.6.1, https://www.nltk.org/api/nltk.lm.html.

4https://huggingface.co/gpt2

https://www.nltk.org/api/nltk.lm.html
https://huggingface.co/gpt2
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TABLE 4.1: Statistics describing the transcripts employed in Experiment 1: for
all considered samples we report time duration, number of tokens, number
of unique tokens, average number of tokens and of unique tokens, and type-

token ratio (TTR).

Category Transcript Duration Tokens Unique Tokens AVG Tokens AVG Unique Tokens TTR

Interview

I 1 : 28 : 52 7, 278 1, 098

8, 953 1, 185 0.13
II 1 : 28 : 23 6, 471 922
III 1 : 31 : 34 18, 514 1, 926
IV 0 : 45 : 40 6, 702 1, 032
V 1 : 01 : 51 5, 933 946

Rally

I 1 : 17 : 37 15, 200 1, 967

15, 051 1, 944 0.13
II 0 : 56 : 17 10, 501 1, 614
III 1 : 43 : 43 20, 865 2, 300
IV 1 : 13 : 01 14, 056 1, 945
V 1 : 18 : 19 14, 806 1, 896

whether the employed language models were able to recognize the two different

linguistic registers.

Materials We selected 10 transcripts by the former US President Donald Trump

(this choice is mostly due to the large availability of his transcripts): 5 interviews

and 5 campaign rallies were downloaded from the Rev platform.5 Interviews were

recorded between June 2019 and November 2020, while campaign rallies date to

September and October 2020. The duration of both interviews and rallies varies

between 45 minutes and one hour and 43 minutes. The statistics describing all tran-

scripts employed in the first experimental setting, including time duration, token

counts and type-token ratio (TTR, computed as the ratio between the types, that is

the total number of different tokens6 occurring in a text divided by the total number

of tokens) are reported in Table 4.1. While the initial choice of the transcripts was

random within each category, we tried to select text excerpts of similar duration.

Procedure Two types of model were acquired, one for Political Rallies and one

for Interviews, and this schema was replicated for both N-grams and GPT-2. Each

LM was then tested on leave-one-out basis on transcripts in the same category as

the training/fine-tuning, and in direct fashion on transcripts from the other cate-

gory. In the following we will simply refer to training, even though in a strict sense

5https://www.rev.com.
6Tokens are intended as proper words, not subwords as output of a tokenizer.

https://www.rev.com
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training procedures were employed to acquire N-gram models, while fine-tuning7

is associated to the refinement step of the base GPT-2 model (more on fine-tuning

in Church, Chen, and Ma, 2021). For example, in order to compute the perplex-

ity score for excerpts from the Rally category with a language model obtained by

training/fine-tuning on the same category, 5 models were built by using 4 of the 5

available transcripts (the fifth one was used for testing); results were then averaged

over these 5 runs. Conversely, to compute the perplexity score on excerpts from the

Interview category one LM was acquired from the Rally class, and used to test on all

5 transcripts. The same procedure was followed for the training/fine-tuning on the

Interview category: leave-one-out schema for testing on transcripts from the same

class, and only one model to compute the perplexity of transcripts in the other class.

As regards as the LMs acquired through GPT-2, the selected transcripts were

employed for the fine-tuning. Provided that most systems cited in related literature

adopt 20 epochs (an epoch being the hyperparameter that governs the number of

complete runs all throughout the training dataset), we explored if either it is possible

to obtain similar results with models tuned with less epochs, or higher categoriza-

tion through further fine-tuning epochs. We thus experimented with 5, 10, 20 and 30

epochs, together with the pre-trained model. In order to compute the perplexity we

adopted a sliding window of 50 tokens; window sizing was motivated by the fact that

on average, the sentence length for transcripts is around 50 words (namely, 53.63 for

interviews and 51.67 for rallies).

We then expected to observe analogous perplexity scores on all transcripts (as

capturing common features underlying the language of the same speaker); and to

observe slightly higher perplexity scores with models trained/fine-tuned on Inter-

views (Rallies) and used to test on Rallies (Interviews). In order to assess the reliabil-

ity of PPL scores, we recorded the coefficient of variation (CV), which is computed

as the ratio between standard deviation of the perplexity scores and the average

7Our distinction is compatible with a definition provided in literature: “In fine-tuning, we begin
with off-the-shelf embeddings like word2vec, and continue training them on the small target cor-
pus” (Jurafsky and Martin, 2014, p.399). Another popular description of the goals of fine-tuning comes
from the work in (Devlin et al., 2018): “During pre-training, the model is trained on unlabeled data
over different pre-training tasks. For fine-tuning, the [. . . ] model is first initialized with the pre-trained
parameters, and all of the parameters are fine-tuned using labeled data from the downstream tasks.
Each downstream task has separate fine-tuned models, even though they are initialized with the same
pre-trained parameters”.
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TABLE 4.2: Perplexity (PPL) scores along with standard deviation scores ob-
tained with fine-tuning on the transcripts from the Rally and Interview cate-
gories, averaged values for perplexity (PPL) scores, standard deviations and
coefficient of variation (CV). The top four rows illustrate the results on the N-
gram models, while the bottom rows show the results obtained by employing
GPT-2 models, varying from 0 (pre-trained model) to 30 fine-tuning epochs.

Model
Rally Interview

Rally Interview Rally Interview
avg-PPL avg-stdev CV avg-PPL avg-stdev CV avg-PPL avg-stdev CV avg-PPL avg-stdev CV

N-grams

2-gr 296.81 2.71 0.01 304.18 15.78 0.05 282.77 4.19 0.01 270.35 13.17 0.05
3-gr 525.59 8.86 0.02 545.30 33.25 0.06 489.08 11.02 0.02 457.84 26.05 0.06
4-gr 709.04 11.89 0.02 730.75 43.77 0.06 645.93 14.49 0.02 592.29 33.68 0.06
5-gr 914.90 16.94 0.02 931.04 70.41 0.08 817.71 19.84 0.02 734.16 50.72 0.07

GPT-2

0 ep 27.16 1.20 0.04 24.15 1.55 0.06 27.16 1.20 0.04 24.15 1.55 0.06
5 ep 18.29 0.66 0.04 17.64 1.21 0.07 20.22 1.00 0.05 18.44 1.34 0.07
10 ep 16.36 0.55 0.03 17.02 1.35 0.08 18.59 1.01 0.05 17.22 1.19 0.07
20 ep 15.16 0.51 0.03 17.16 1.61 0.09 18.18 1.06 0.06 16.80 1.12 0.07
30 ep 14.86 0.50 0.03 18.05 2.02 0.11 18.50 1.14 0.06 17.12 1.19 0.07

of perplexity scores. A CV ≤ .1 would contribute to support the hypothesis that

perplexity provides stable and reliable scores.

Results The results are presented in Table 4.2, where we recorded the average per-

plexity scores, their standard deviation and the coefficient of variation.

We observe that PPL scores grow monotonically from 2-grams to 5-grams; as

regards as GPT-2 based models, PPL scores tend to decrease from the base model up

to 20 fine tuning epochs, while they grow when computed though models acquired

by 30 training epochs. In this case also standard deviation grows, which means that

such models are overfitting to the fine-tuning data. The coefficient of variation is on

average lower than 0.1 (we recorded .06 CV on the scores from GPT-2-based models,

and .04 for the scores from N-gram models).

As regards as our second research question, whether perplexity allows recog-

nizing different linguistic registers, we recorded a twofold result. In fact, while PPL

scores acquired from rallies show reduced CV scores when tested on transcripts from

the same class (Table 4.2), models acquired on interviews provide lower CV values

when tested on rallies. This result may be explained to some extent with the obser-

vation that data available to train/fine-tune such models were roughly half of data

available for rallies. We defer to future work a deeper investigation and experimen-

tation on this point.
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Experiment 2: Inter-subject coherence on different speakers

The second experiment was aimed at assessing whether perplexity scores are stable

across subjects. Five transcripts with no specific topic for eight well-known past

and present political figures were selected, and a language model for each subject

was trained/fine tuned. The perplexity score was then computed for the speeches

from each speaker, based on the others’ language models (thus 7 LMs were used to

compute the PPL scores for each one of the 8 speakers). In this case we expected to

record analogous PPL scores by employing the models trained on the other speakers:

a good agreement through models trained on different speakers would support the

reliability of the PPL metrics.

Materials In this case the context was less uniform than in the previous experi-

ment, in that we collected political rallies, speeches on spot topics, such as econ-

omy, health systems, general challenges for the Western economy, a talk given in

the frame of the World Economic Forum in Davos (Switzerland), civil rights, and

so forth. Statistics describing time duration, number of tokens, number of unique

tokens and type-token ratio describing the transcripts employed in this experiment

are presented in the Appendix, in Table A.1.

Procedure A speaker vs. speaker setup was implemented, that is all transcripts for

each subject were employed to fine-tune a GPT-2 model or to acquire N-grams. The

models obtained from each subject were then used to compute perplexity scores for

the transcripts from other subjects.

Similar to the former experiment, in all experimental conditions involving lan-

guage models based on GPT-2 we compared results obtained through models re-

fined with 5, 10, 20 and 30 fine-tuning epochs, with a sliding window sized to 50

tokens.

The transcripts of each speaker were ‘rated’ (with PPL scores) through the mod-

els acquired from the other seven speakers. The set of ratings collected for all speak-

ers were then compared, to investigate to what extent the series of PPL scores can be

deemed as reliable. To explore the reliability of the perplexity scores we employed

the Intraclass correlation coefficients (ICC) (Shrout and Fleiss, 1979). In this setting,
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ICC values above 0.9 are recognized to indicate excellent reliability (Liljequist, Elfv-

ing, and Skavberg Roaldsen, 2019). Six ICC variants may be overall considered, ac-

cording to the choice of raters, and to whether a single measurement or the average

of 2 or more measurements are employed (Shrout and Fleiss, 1979), so that ICC mod-

els are featured by two parameters, as in ICC(X,Y). The former variable specifies the

model, that is how raters are chosen. Model 1: each subject is assessed by a different

set of randomly chosen raters; model 2: each subject is assessed by each rater, and

raters are randomly sampled; model 3: each subject is assessed by each rater, and

the set of raters is fixed. The second variable reports whether reliability should be

computed based on a single measurement, or by employing the average of 2 or more

measurements provided by different raters. We therefore chose the ICC(3,1) metric,

that is each subject was assessed by all raters, and the set of raters kept constant (as

indicated by the first argument, ‘3’); also, a single measurement was employed (as

indicated by the second argument, ‘1’).

Results The detailed PPL scores and standard deviations recorded in the second

experiment are presented in Table A.2 in Appendix Sextion A.2, which reports fig-

ures averaged over the 5 transcripts available for each subject. In Table 4.3 we pro-

vide the ICC scores obtained from those runs. The ICC scores show high (> 0.8)

correlation for N-gram based models, and very high correlation (> 0.9) for GPT-2

based models. Thus we obtained good to optimal reliability for perplexity scores

computed through the models at stake. As regards as N-gram models, the im-

plementation employing closed dictionary over all subjects obtained substantially

increased reliability scores with respect to the naïve implementation employing a

dictionary closed given a single speaker.

By inspecting the results obtained by both GPT-2 and N-grams-based models,

we observe high ICC scores, that reduce as long as fine-tuning proceeds. This trend

may be explained by noticing that when we extend fine-tuning, language models

tend to be less general and to over-fit the language of an individual speaker, thereby

becoming progressively less able to account for the language of all other ones. On

the whole, these scores show that different GPT-2 based models do provide reliable

PPL scores when used to assess the speeches of individual subjects. In this task there
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TABLE 4.3: Intraclass correlation coefficients characterizing the perplexity
scores obtained in the second experiment, in which each speaker was rated
through LMs acquired/fine tuned based on transcripts from all other speak-

ers.

Model ICC(3,1) score
2-grams 0.88
3-grams 0.86
4-grams 0.83
5-grams 0.80
GPT2-5 0.98
GPT2-10 0.97
GPT2-20 0.94
GPT2-30 0.91

is no need for biasing models towards a specific subject’s language, and fine tuning

turns out to be detrimental to the reliability of PPL scores.

Experiment 3: Predictive and discriminative features of PPL

For this experiment we used publicly available data from the Pitt Corpus.8 These

data were gathered as part of a larger protocol administered by the Alzheimer and

Related Dementias Study at the University of Pittsburgh School of Medicine (Becker

et al., 1994). In particular, we selected the descriptions provided to the Cookie Theft

picture, which is a popular test used by speech-language pathologists to assess ex-

pository discourse in subjects with disorders such as dementia. This experiment

was designed to investigate whether perplexity scores on the collected descriptions

allow discriminating patients from healthy controls.

Materials The dataset is composed of 552 files arranged into Control (243 items)

and Dementia (309 items) directories. These correspond to multiple interviews to 99

control subjects, and to 219 subjects with dementia diagnosis. Text documents herein

were transcribed according to the CHAT format,9 so we pre-processed such docu-

ments to extract text. In so doing, the original text was to some extent simplified:

e.g., pauses were disregarded, like hesitation phenomena, that were not consistently

annotated (MacWhinney, 2014; MacWhinney, 2017).

8https://dementia.talkbank.org/access/English/Pitt.html.
9https://talkbank.org/manuals/CHAT.pdf.

https://dementia.talkbank.org/access/English/Pitt.html
https://talkbank.org/manuals/CHAT.pdf
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*INV: what I want you to do is look at the picture and just tell me
anything you see going on .

%mor: pro:int|what pro:sub|I v|want pro:per|you inf|to v|do cop|be&3S
v|look prep|at det:art|the n|picture coord|and adv|just v|tell
pro:obj|me pro:indef|anything pro:per|you v|see n:gerund|go-PRESP
adv|on .

%gra: 1|3|LINK 2|3|SUBJ 3|0|ROOT 4|3|OBJ 5|6|INF 6|3|COMP 7|6|OBJ 8|7|CPRED
9|8|JCT 10|11|DET 11|9|POBJ 12|8|CONJ 13|14|JCT 14|12|COORD 15|14|OBJ
16|14|OBJ 17|18|SUBJ 18|14|COMP 19|18|OBJ 20|18|JCT 21|3|PUNCT

*PAR: well the kids are in the kitchen with their mother &uh &uh takin(g)
cookies out o(f) the cookie jar .

%mor: co|well det:art|the n|kid-PL cop|be&PRES prep|in det:art|the
n|kitchen prep|with det:poss|their n|mother part|take-PRESP
n|cookie-PL adv|out prep|of det:art|the n|cookie n|jar .

%gra: 1|4|COM 2|3|DET 3|4|SUBJ 4|0|ROOT 5|4|JCT 6|7|DET 7|5|POBJ 8|4|JCT
9|10|DET 10|8|POBJ 11|4|XJCT 12|11|OBJ 13|12|NJCT 14|13|JCT 15|17|DET
16|17|MOD 17|14|POBJ 18|4|PUNCT

FIGURE 4.1: Excerpt from the Pitt Corpus: first interview with the subject
#6 of the control group encoded in the CHAT format. The lines beginning
with *INV and *PAR refer to the transcriptions for Investigator and Participant,
respectively. Lines starting with %mor and %gra report both morphological
and grammatical analysis of the transcript line. Interjections such as “uh” are
marked with &, while incomplete words such as “takin” are completed in the

transcript as “takin(g)”.

In Figure 4.1 we illustrate an excerpt, encoded in the CHAT format, taken from

the Pitt Corpus. The transcriptions of the subject were selected —i.e., we retrieved

only the lines starting with *PAR—, discarding the texts from the investigator. The

CHAT transcription format is very rich and informative; for example, incomplete

words are completed in a post-processing stage and marked through brackets, “bro”

is represented as “bro(ther)”; pauses of the speaker are marked through dots in

brackets, for example (.) indicates a short pause while (...) refers to a longer pause;

interjections are marked with the symbol &, for example “&uh” or “&ehm”. Such el-

ements were discarded; experiments exploiting this sort of information were left for

future work. In particular lengthened syllables, long pauses and interruption sym-

bols were eliminated, alongside a wide variety of sounds such as cries, sneezes, and

coughs. Other meaningful aspects were preserved in the final file, such as repeti-

tions, interjections and retracings, considering these events as important features for

the model to capture. No information on intonational contours and other markers

of the utterance planning process was available in the input files.

To the ends of collecting enough text to be analyzed, we dropped the interviews

of subjects that participated in only one interview. We ended up with material rel-

ative to 74 control subjects (for which overall 218 transcripts were collected), and to
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TABLE 4.4: Statistics describing the transcripts employed in Experiment 3.
For each class we report the average number of tokens per interview, the
average number of unique tokens per interview, the number of participants,

the overall number of transcripts

and the type-token ratio (TTR).e
Class AVG Tokens AVG Unique Tokens Participants Transcripts TTR
Control 437 26 74 218 0.07
Alzheimer’s Disease 409 25 77 192 0.08

77 subjects with dementia diagnosis (overall 192 transcripts).

The statistics describing number of tokens, number of unique tokens and type-

token ratio for the transcripts employed in the Experiment 3 are presented in Ta-

ble 4.4.

Procedure This experiment is aimed at testing the discriminative features of per-

plexity scores: more specifically, we tested a simple categorization algorithm to dis-

criminate between mentally impaired and healthy subjects. We adopted the exper-

imental setup from the work in (Fritsch, Wankerl, and Nöth, 2019): two language

models LMC and LMAD were acquired by employing all transcripts from Control

and Alzheimer’s disease groups, respectively. Such models are supposed to grasp

the main linguistic traits of both groups speeches, thus representing the typical lan-

guage adopted by subjects belonging to Control and AD classes. For both groups we

adopted a leave-one-subject-out setting, whereby language models were fine-tuned

with files from all other subjects within the same group except for one, which was

used for testing. For each subject s we acquired the model LMs on the transcripts

from the same group of s, except for those of the subject s. Each transcript in the

corpus was then characterized by two perplexity scores PC and PAD, expressing the

scores obtained through language models acquired on Control and AD groups, re-

spectively. More precisely, if a subject s was a member of the AD class, the scores PC

for its transcripts were obtained through LMC, while the scores PAD were computed

by exploiting LMs. Vice versa, if the subject s was from the Control group, the scores

PC for her/his transcripts were obtained through LMs, while the scores PAD were

computed by exploiting LMAD. Additionally, since we were interested in studying

the scores featuring each subject, we synthesized the perplexity scores PC and PAD

of each subject with the average of her/his transcripts scores, thus obtaining PC and
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PAD.

In order to discriminate AD patients from healthy subjects, we adopted a threshold-

based classification strategy. Three different approaches were explored to estimate

such threshold:

(i) in the first setting we used the average perplexity scores characterizing all con-

trol subjects employed in the training process (PC);

(ii) in the second setting we computed the threshold as the average perplexity

score of all the subjects belonging to the AD class (PAD);

(iii) in the third setting we estimated two different thresholds by exploiting the

difference PAD − PC, by initially following the approach reported in (Fritsch,

Wankerl, and Nöth, 2019) and (Cohen and Pakhomov, 2020).

For each subject, the threshold estimation process was computed through a leave-

one-subject-out setting, and repeated for the three approaches from (i) to (iii). In the

first setting the threshold was estimated on all the subjects from the control group

except for the test subject s: for each subject s we computed the threshold as the

average of PC scores for all subjects in the control group except for s —if s was from

the healthy controls group— (Figure 4.2). In case the perplexity score PC for the

subject s was higher than the healthy controls threshold, we marked the subject as

suffering from AD; as healthy otherwise.

Similarly, in the second setting we computed the threshold as the average of PAD

scores for all subjects in the AD group except for s. In case the perplexity score PAD

for the subject s was higher than the average of AD class threshold, we marked the

subject as healthy; as suffering from AD otherwise (Figure 4.3).

The rationale underlying the first two settings is that each subject may be charac-

terized more accurately by LMs acquired on transcript from the same group: in other

words, we expected lower perplexity scores to be associated to control (AD) subjects,

rather than subjects belonging to the other class, with LMs trained or fine-tuned on

transcripts from control (AD) subjects.

Following the literature, in the third setting we characterized each subject with

the difference D = PAD − PC. We defined two thresholds, DAD which was computed
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FIGURE 4.2: The first two rules are quite similar: In both cases a threshold
was calculated as mean of the perplexity values of every subject of the cor-
responding class, PC or PAD (PC in the reported example). Following the
leave-one-out-rule, when the test subject was out of the group that was used
to calculate the threshold, the P value could be calculated as mean all the
subjects in the group. When the test subject was instead part of the group we
calculated the threshold from, it was left out when calculating the threshold

value.
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FIGURE 4.3: Using rule (iii), every subject would not be defined anymore by
two value, but one: the two perplexity scores are produced as before with
the language models associated to C and AD group, but now we will take in
consideration the difference of the two values.The result is a value DCN for
the Nth control group subject and DADK for AD subjects. We categorize a
subject S by choosing the class associated to the threshold (either PAD or PC)

featured by smallest margin with the DS score of the subject.
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as the average of all the difference scores from patients in the AD group and DC,

defined as the average of all the difference scores from healthy controls. In both

cases we considered all the patients belonging to the group except for the test subject

s (s was held out with the only purpose to rule out her/his contribution from DAD

or DC).

Different from literature —where equal error rate is used—, we employ DAD and

DC as compact descriptors for the classes AD and C, respectively. The rationale un-

derlying this categorization schema is that a subject is associated to the class that

exhibits most similar perplexity score to her/his own. We categorize a subject s by

choosing the class associated to the threshold (either DAD or DC) featured by small-

est margin with the PPL score computed based on a given LM for the transcripts

from s, Ts according to the following formula:

class(s) = argmin
x∈{C,AD}

∣∣ D − Dx
∣∣ . (4.3)

This setting (involving DAD and DC) will be referred to as D.

Furthermore, we refined the decision rule D to account for standard deviation

information. Together with the average DAD and DC, we computed also σAD and

σC as the standard deviations of the difference scores D for impaired and control

groups. We explored the 3σ rule, which is a popular heuristic in empirical sciences:

it states that in populations that are assumed to be described by a normally dis-

tributed random variable, over 99.7% values lie within three standard deviations of

the mean, 95.5% within two standard deviations, and 68.3% within one standard

deviation (Helms, 2009). On this basis we explored the three options by adding 1,

2 and 3 standard deviations to average scores: the best results were obtained by

employing 2 standard deviations. Our thresholds were then refined as follows:

D∗
AD = DAD + 2 · σAD, and

D∗
C = DC − 2 · σC.

The updated decision rule for categorization was then reshaped as
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class(s) = argmin
x∈{C,AD}

∣∣∣ D − D∗
x

∣∣∣ . (4.4)

This setting, involving D∗
AD and D∗

C, will be referred to as D∗.

A twofold experimental setting has been devised, including experiments with

N-grams and GPT-2, adopting a window size set to 20 in order to handle shorter

text samples (the shortest text in the training data contains only 23 tokens). In the

case of N-grams, the models were acquired for 2-grams to 5-grams; the GPT-2 model

was fine-tuned employing 5, 10, 20 and 30 epochs.

Evaluation Metrics To evaluate the results we adopted the Precision and Recall

metrics (specificity and sensitivity) along with their harmonic mean, F1 score, and

accuracy. Precision (specificity) is defined as P = TP
TP+FP , while Recall (sensitivity) is

defined as R = TP
TP+FN . Informally stated, Precision computes the fraction of results

that are actually correct: it is computed as the number of correct results (true posi-

tives, TP) divided by the sum of correct results (TP) and items mistakenly returned

as results (false positives, FP). Recall computes how many correct results were in-

dividuated. In Recall, we have the number of correct results divided by the sum of

correct results (TP) and items mistakenly not recognized as results (false negative,

FN). While precision provides an estimation of how precise a categorization system

is, recall indicates how many results were identified out of all the possible ones. F1

measure is then used to provide a synthetic value of Precision and Recall, whereby

the two measures are evenly weighted through their harmonic mean: F1 = 2 · P·R
P+R

Accuracy was computed as ACC = TP+TN
P+N , that is as the fraction of correct pre-

dictions (the sum of TP and TN) over the total number of records examined (the sum

of positives and negatives, P and N).

Finally, in order to record a synthetic index to assess accuracy and F1 scores on

the two groups at stake, we used the harmonic mean among these three values. It

was computed as

HM(Acc., F1AD, F1C) =
1
n

n

∑
i=1

1
xi

(4.5)

where n was set to the number of xi values being averaged.
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Results The overall accuracy scores are presented in Figure 4.4, while detailed fig-

ures across different experimental conditions are presented in Table A.4, in A.4.

Let us start by reporting the results from N-gram models. The overall most ef-

fective strategy is D∗ (Eq. 4.4), based on a threshold using the difference between

AD patients and healthy controls, extended with the 3σ rule. The best performing

model is based on Bigrams, and obtained .93 accuracy, .92 F1 score on the AD class,

and .93 F1 score on the C class. The models employing PPL scores from the control

group (indicated as PC in Figure 4.4 and in Table A.4) obtained the lowest accuracy

scores in all conditions, well below the random guess, while the accuracy yielded by

the PAD strategy is always above .5.

In general we observe that increasing the length of the Markovian assumption

reduces the accuracy of N-gram models for all decision rules (employing more con-

text seems to be slightly detrimental for such models), with the exception of the D

strategy.

The results obtained by the GPT-2 models reveal overall higher accuracy, ranging

from .71 for the best model acquired with 5 epochs of fine-tuning to 1.00 for all

further fine-tuning steps. The same profile describes the F1 scores recorded on the

sub-tasks focused on AD and control subjects, respectively, varying from around

0.69 for the best model acquired with 5 epochs of fine-tuning (D strategy on the

AD class) to 1.00 for all other models and sub-tasks. If we consider the efficacy of

thresholding strategies and associated decision rules, the refined difference rule D is

the best performing strategy for GTP-2 based models, as witnessed by the rightmost

column in Table A.4. Such scores report the harmonic mean among accuracy, F1

score on categorization of AD subjects and on categorization of control subjects. A

compact view on data from the same column is provided in Table 4.5, illustrating

the best strategy for each model at stake.

To frame our results with respect to literature, let us start from the accuracy of

the baseline clinical diagnosis obtained in the first version of the study by Becker

et al., 1994: it was 86%, and after considering follow-up clinical data this datum

raised to 91.4%, with a 0.988 sensivity and 0.983 specificity. This is what subsequent

literature considered as the gold standard against which to compare experimental
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FIGURE 4.4: Plot of the accuracy scores for the third experiment on the cat-
egorization of AD/control subjects. The histograms in the top sub-figure
show the accuracy on N-grams, while the histograms at the bottom report
results obtained through GPT-2 models. Different colors correspond to N-
gram of differing order and to different fine-tuning epochs, respectively. The
histograms illustrate the scores obtained through D∗, D, PC and PAD deci-

sion rules, respectively.

TABLE 4.5: Study to compare the effectiveness of the thresholding and cat-
egorization strategies for each LM. The top scoring strategy is reported for

each model.

N-gram models categorization strategy mean HM score
2-grams D∗ 0.93
3-grams D∗ 0.91
4-grams D∗ 0.89
5-grams D∗ 0.89

GPT-2 models: epochs categorization strategy mean HM score
5 epochs D 0.71

10 epochs D, D∗ 1.00
20 epochs D, D∗ 1.00
30 epochs D, D∗ 1.00
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outputs. We recall that such data are particularly relevant as human evaluation in-

cluded various analytical steps, such as medical and neurologic history and exam-

ination, semistructured psychiatric interview, and neuropsychological assessments.

Experimental results provided in subsequent work approach those ratings by em-

ploying solely transcripts of descriptions to a rather simple picture. A relevant work

attained 85.6% accuracy through LSTM based models (Fritsch, Wankerl, and Nöth,

2019) in the categorization of individual transcripts. Such results were then repli-

cated and improved in the work by (Cohen and Pakhomov, 2020), where the best

reported model experimentally obtained a 0.872 accuracy.

General Discussion Provided that our experimental results seem to outperform

the accuracy scores reported in literature, we feel that one main relevant result of this

experimentation is that evidence was provided that perplexity scores are reliable at

both intra-subject and inter-subject levels, and suited to categorize the language of

subjects affected by cognitive impairments. In doing so, only speakers’ transcripts

were used.

Additionally, we realized that a short, controlled elicitation task can potentially

outperform natural linguistic data obtained from speakers. The quality of our re-

sults needs be checked in different settings (further languages, varied experimental

conditions: much experimental work still needs to be done), but this fact provides

evidence that specialists may be effectively assisted by systems employing a technol-

ogy based on language models and perplexity scores. Also, by comparing language

models as different as N-grams and models based on the more recent GPT-2, we ob-

served that Bigrams outperform a GPT-2 model fine tuned for 5 epochs. This fact

may provide insights on the possible trade-off between accuracy of the results and

computation time and costs.

While perplexity proved to be overall a viable tool to investigate human lan-

guage, we found consistent differences in the outputs of the models at stake, mostly

stemming from intrinsic properties of the LMs, from the amount of context consid-

ered by the models, from the size of available training data, and from the amount of

training employed to refine models themselves. One first datum is that even though

N-grams can be hardly compared to GPT-2-based models, nonetheless it may be
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helpful trying to discern the scenarios in which such models provide better results.

In Experiment 1, which can be considered as a rather favorable experimental setting

for N-gram models, recorded CV scores are on par or smaller than those obtained

through GPT-2 based models. In Experiment 2 the ICC scores characterizing N-

gram-based model output (ranging from 0.88 to 0.80) show valuable reliability. As

anticipated, this is probably the most challenging setting for N-grams, in that the

samples are featured by a consistent number of unique tokens and nearly doubled

TTR with respect to documents employed in Experiment 1. Also, selected docu-

ments span various topics and a significant time frame, going from the mid Sixties

to 2020. It was somehow surprising, then, that in Experiment 3 the accuracy level

attained by the best-performing N-gram model (2-grams) achieved a 0.93 harmonic

mean improving on the best GPT-2-based model fine tuned for 5 epochs and em-

ploying the D decision rule (HM=0.71; please refer to Table A.4).

This result may be understood in the light of the rather regular language used

for the descriptions to the Cookie Theft picture, that thereby turned out to be less

demanding for the N-gram LMs. In these respects, a lesson learned is that N-grams

can be employed in scenarios where the task is less difficult on lexical and linguistic

accounts (recorded TTR values roughly range on 0.08, 0.25 and 0.13 for the Exper-

iments 1, 2 and 3, respectively): in some instances of such problems adopting N-

gram models may be convenient (considering both training and testing efforts) with

respect to the more complete and computationally expensive Transformer models.

Few data may be useful to complete this note on the trade-off between accuracy and

computational effort. Our experiments were performed on machinery provided by

the Competence Centre for Scientific Computing (Aldinucci et al., 2017). In particu-

lar, we exploited nodes with 2x Intel Xeon Processor E5-2680 v3 and 128GB memory.

The first experiment took on average 12 hours for each GPT-2 LM, and about 5 min-

utes for all the N-gram models. The second experiment lasted about 32 hours for

each GPT-2 LM and about 12 minutes for all the N-gram models, while the third

experiment took around 8 hours for each GPT-2 setting and about 12 minutes for all

the N-gram models.
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4.2 Recognizing Dementia Spectrum Disorders through Plain

Conversation Transcripts Analysis

We then moved to experimenting on the same categorization task as before (healthy

vs. cognitively impaired) in Italian, and also to introduce a more ecological scenario

for the conversations being considered. To carry out the experimentation we em-

ployed an existing corpus (the Anchise Corpus (Benvenuti et al., 2020)) which was

complemented by the newly collected Nestor Corpus. The Nestor Corpus contains

conversations with healthy subjects, while the Anchise Corpus only contains (tran-

scripts of) conversations with impaired subjects. Two different experiments were

thus conducted:

1. PPL-based categorization. In the first experiment we tried to automatically

categorize the set of transcripts by employing the perplexity metric, following

the idea we already adopted in the previous Section, using N-grams and an

italian version of GPT-2, GePpeTto, (De Mattei et al., 2020).

2. Human Categorization. In the second experiment we measured to what extent

humans are able to discriminate between healthy and cognitively impaired

subjects.

4.2.1 Datasets: Anchise corpus and Nestor corpus

Anchise Since 2007, healthcare professionals affiliated with the Anchise Group

have recorded, transcribed, and annotated conversations involving elderly individu-

als experiencing cognitive impairments, primarily residing in Italian Nursing Homes.

Specifically, participants include Italian speakers exhibiting evident cognitive deficits

(as per inclusion criterion: MMSE score = [0-28]), with no psychological or behav-

ioral disturbances impeding communication, such as drowsiness, wandering, marked

oppositional or aggressive demeanor, noticeable psychomotor agitation, severe dysarthria,

or profound hypoacusia. The Mini-Mental State Examination (MMSE) score, re-

ported for each patient, as reported in Folstein, Folstein, and McHugh, 1975, is a

simplified, scored form of the cognitive mental status assessment, that concentrates

only on the cognitive aspects of mental functions.
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The Anchise Corpus was initially collected to serve as instructional material for

Nursing Home staff training sessions, to train healthcare worker to follow the ’en-

abling approach’ (more on such approach in the following), which is intended to

promote the wellness of dementia patients through plain conversations. Continu-

ously updated by the Anchise Group, a previous release of the corpus, the “Corpus

Anchise 320” (Vigorelli, Benvenuti, and Bolioli, 1994; Benvenuti et al., 2020), con-

taining 320 conversations, was released in 2020. Since then the corpus was further

updated with new conversation transcripts, and the Anchise 2022 Corpus encom-

passes 417 conversations. For the sake of the present experimentation we considered

the subset of the transcripts provided with a MMSE score ≤ 25 resulting in a set of

234 records.

The adoption of the ApproccioCapacitante® ("Enabling Approach") is central to

the methodology of the Anchise Group, pioneered by one of the authors and their

collaborators since 2004 (Vigorelli, 2004), which has evolved over subsequent years

(Vigorelli, 2010), (Vigorelli, 2011); (Lanzoni et al., 2018); (Vigorelli, 2021)). This ap-

proach is a cornerstone of non-pharmacological therapies for dementia, and is aimed

at facilitating patient communication, particularly those impaired by memory and

language deficiencies, with the overarching objective of fostering harmonious inter-

actions among individuals. Integral to the implementation of this approach is the

engagement in conversations between Individuals Living With Dementia (ILWD)

and trained professionals of various disciplines (including healthcare workers, edu-

cators, nurses, speech therapists, doctors, and psychologists) who have undergone

specific training in the Enabling Approach.

Nestor Another dataset, the Nestor corpus, was compiled consisting of conversa-

tions with healthy elderly subjects. We recruited participants over 70+ years old,

with a Mini-Mental State Examination (MMSE) score of 26 or higher (indicating cog-

nitive normalcy). All subjects volunteered for the study.10This corpus contains tran-

scripts from conversations with 28 healthy elder subjects. The conversation collec-

tion procedure mirrored the Enabling Approach employed for the Anchise corpus.

10Ethical approval was granted by the Research Ethics Board (Comitato di Bioetica di Ateneo) of
the University of Turin (Protocol number 0303348, June 12th, 2023). The study adhered to the ethical
principles of the Declaration of Helsinki for Human Research (World Medical Association). Authors
were anonymized throughout data collection.
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Detailed statistics for the dataset, including total tokens, unique tokens, and

type-token ratio (TTR; calculated as the ratio of unique tokens to total tokens), are

provided in Table 4.7.

Table 4.6 provides a rough comparison between some descriptive statistics of the

employed corpora. Compared to the Anchise, the Nestor corpus it is considerably

smaller, with subjects being on average slightly younger. The gender ratio is less

skewed towards females than in Anchise, and subjects boast near-maximum MMSE

scores (29.4 out of 30). Interestingly, both the interviewed subjects and operators con-

tribute a higher average number of conversation turns in the Nestor corpus, while

turn length remains comparable between the two corpora. Consequently, conversa-

tions within Nestor are significantly longer on average, despite both corpora exhibit

substantial standard deviation.

TABLE 4.6: Descriptive statistics for the Anchise corpus and the Nestor cor-
pus; we report the size of both corpora, some statistics describing subjects
involved in the collected conversations, a rough analysis of speech turns com-
posing conversations and of conversations themselves. The length of speech

turns and conversations is expressed as the number of tokens therein.

Filtered Anchise Nestor

Number of conversations 234 28

Average subject age (stdev) 84.06 (6.98) 77.71 (6.14)
Male subjects (percentage) 51 (22%) 13 (46%)
Female subjects (percentage) 183 (78%) 15 (54%)
AVG subject MMSE (stdev) 12.55 (5.40) 29.41 (1.12)

AVG num. of turns per conv. 65.12 (42.11) 90.29 (60.07)
AVG num. of subject turns per conv. 32.19 (20.86) 43.71 (30.01)
AVG num. of operator turns per conv. 32.91 (21.31) 42.50 (30.44)

AVG turn length (stdev) 12.36 (10.73) 12.96 (4.89)
AVG turn length Subject (stdev) 17.25 (20.72) 18.88 (10.08)
AVG turn length Operator (stdev) 7.41 (3.29) 7.97 (2.22)

AVG conv. length (stdev) 700.56 (467.59) 1122.07 (806.13)
AVG conv. length - Subject (stdev) 460.76 (355.65) 783.96 (632.20)
AVG conv. length - Operator (stdev) 239.81 (182.71) 338.11 (248.64)

4.2.2 Experiment 1: PPL-based categorization

With this new corpus we decided to test the discriminative features of perplexity

scores in this new condition, using an ecological text as reflected by the “real world”

setting.
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TABLE 4.7: Statistics describing transcripts from Nestor dataset. For each patient we report the total
number of tokens, the number of unique tokens, and the type-token ratio (TTR).

Subject ID Tokens Unique Tokens TTR

1 459 222 0.48
2 984 389 0.40
3 1314 521 0.40
4 782 341 0.44
5 547 238 0.44
6 316 164 0.52
7 1265 528 0.42
8 234 153 0.65
9 575 255 0.44

10 263 142 0.54
11 244 142 0.58
12 668 312 0.47
13 546 254 0.47
14 314 186 0.59
15 866 358 0.41
16 560 248 0.44
17 1159 431 0.37
18 308 172 0.56
19 461 227 0.49
20 1443 551 0.38
21 599 275 0.46
22 579 287 0.50
23 484 240 0.50
24 537 277 0.52
25 633 275 0.43
26 2199 702 0.32
27 511 256 0.50
28 3101 894 0.29

Average 783.96 322.86 0.46

Procedure

As before, we utilized the same experimental setup from the study by (Fritsch,

Wankerl, and Nöth, 2019): two language models LMN and LMA were obtained

by utilizing all transcripts from Nestor and Filtered Anchise groups, respectively.

These models aim to capture the primary linguistic characteristics of both groups’

speeches, thereby representing the typical language employed by subjects belong-

ing to Nestor and Anchise classes. The methodology we followed is the same we

described in experiment 3, but for the sake of clarity we prefer to cast the explana-

tion on Anchise and Nestor corpora.

For each group, we employed a leave-one-subject-out approach, where language
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models were fine-tuned with files from all other subjects within the same group

except for one, which was reserved for testing. For each subject s, we obtained the

model LMs using transcripts from the same group as s, excluding those of subject

s. Each transcript from both groups was then assessed with two perplexity scores

PN and PA, representing the scores obtained through language models acquired on

Nestor and Anchise groups, respectively. In this manner, all transcripts (234 from

the original Anchise corpus and the 28 from the Nestor corpus) were utilized in the

experimentation and testing.

More specifically, if a subject s belonged to the Anchise class, the score PN for

their transcript was obtained using LMN , while the score PA was computed using

LMs. Conversely, if the subject s was from the Nestor class, the score PN for their

transcript was obtained using LMs, while the score PA was computed using LMA.

Each subject s was then characterized by a score D:

D = PA − PN. (4.6)

Following exactly rule (iii) of the previous Section, we established two thresholds,

DA, calculated as the average of all the difference scores from patients in the Anchise

corpus, and DN , defined as the average of all the difference scores from subjects in

the Nestor corpus. In both cases, we considered all subjects belonging to the group

except for the test subject s (with s excluded solely to prevent their contribution

from affecting DA or DN). In contrast to literature, where the equal error rate is

typically used, we utilize DA and DN as concise descriptors for the classes A and

N, respectively. The rationale behind this classification approach is that a subject is

associated with the class exhibiting the most similar perplexity score to their own.

We assign a category to a subject s by selecting the class associated with the threshold

(either DA or DN) that has the smallest margin with the previously computed score,

according to the following formula, the same we saw in Equation 4.3:

class(s) = argmin
x∈{C,AD}

∣∣ D − Dx
∣∣ . (4.7)

This setting, involving DA and DN , will be referred to as D.
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TABLE 4.8: PPL-based categorization results according to each model em-
ployed.

Model Pred. Task Acc. P R F1 HM(Acc., F1(PD), F1(PHC))

GPT-2
PD 99.6%

99.6% 100% 99.8%
99.2%PHC 100% 96.4% 98.2%

2-Grams
PD 56.9%

92.3% 56.4% 70%
39.9%PHC 14.3% 60.7% 23.1%

3-Grams
PD 68.3%

95.8% 67.5% 79.2%
52.6%PHC 21.6% 75% 33.6%

4-Grams
PD 72.5%

97.1% 71.4% 82.3%
58.2%PHC 25.6% 82.1% 39%

5-Grams
PD 75.2%

97.7% 73.9% 84.2%
61.6%PHC 28.2% 85.7% 42.5%

We designed a twofold experimental setup, involving experiments with N-grams

and GPT-2, with a window size set to 20 to accommodate shorter text samples.

For N-grams, the models were trained for 2-grams to 5-grams; the GPT-2 model

underwent fine-tuning over 10 epochs (this choice was made based on the results

described in the previous Section, where 10 epochs seemed to represent the upper

bound for the performance of our model). For all the details of the used language

model, the description is exactly the same the one for the previous experiment, re-

ported in Section 4.1.3.

Results

The results obtained with the experimental setups presented above are provided in

Table 4.8. The experimental outcomes attained with various setups exhibit consid-

erable diversity. The GePpeTto model stands out with the most outstanding per-

formance, boasting a notable Harmonic Mean (HM, computed in Equation 4.5) of

99.2%, signifying a high level of proficiency in subject categorization. Conversely,

N-Grams models generally yielded significantly lower Harmonic Means, indicating

a relatively restricted capacity. The 2-Grams model secured an HM of 39.9%. Pro-

gressing to higher orders, noticeable enhancements were observed. The 3-Grams

model achieved an HM of 52.6%, followed by the 4-Grams model with an HM of

58.2%, and the 5-Grams model reaching an HM of 61.6%. These findings suggest

that as the order of N-Grams increases, there is a corresponding improvement in

performance, emphasizing the influence of model complexity on task proficiency.



4.2. Recognizing Dementia Spectrum Disorders through Plain Conversation
Transcripts Analysis

79

Comparing these results with those of Section 4.1, we can observe that N-grams

seem to behave worse than they did in the previous setting, while GPT-model con-

firms good success rates in grasping language peculiarities. This is maybe due to

the fact that in the setting described in Section 4.1 the transcripts from the Pitt Cor-

pus were not as ecological as those in the Anchise and Nestor corpora, with a more

controlled environment (all subjects were describing the Cookie Theft Picture) and

less variability in terms of linguistic register, topics and vocabulary. N-grams rea-

sonably were more affected by these changes, while the accuracy obtained through

GPT-based models seems to remain unaltered.

However, the disparity in performance between different models, naturally en-

tails costs, both in terms of time and computational resources. GePpeTto models

require substantial computing power and time commitment for both training and

perplexity computation. Specifically, for model training alone, the server used for

our work required approximately 1 hour and 50 minutes for each model, totaling

264 models—consisting of 234 + 28 models in a leave-one-subject-out setting for

each subject from both corpora, along with 2 global models, one for each corpus.

This amounts to roughly 20 days of computational effort. In contrast, N-Gram mod-

els entail significantly lower resource requirements. On the same server and for the

same number of models, considering both training and perplexity computation for

all orders (ranging from 2-Grams to 5-Grams), only around 2 hours of computational

time were needed.

Furthermore, even in terms of disk space consumption, GPT-2 models are far

more resource-intensive compared to N-Gram models. Considering the same num-

ber of trained models, the GPT-2 folder comprises approximately 113GB of data,

whereas the N-Grams folder contains only about 67MB.

4.2.3 Experiment 2: human categorization

Procedure

We ran a preliminary experiment in which two different teams of raters were re-

cruited: a team was composed by psychologists, whilst the other one included raters

with no background in either psychological or medical disciplines. The assignment
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proposed to our raters was formulated as follows: "The following transcripts in-

clude 14 dialogues with elderly individuals aged 75 years or older. The lines of the

dialogues are marked as ’S’ (speaker) and ’O’ (operator): ’S’ turns refer to the speak-

ers, while ’O’ indicates the interviewer. Some speakers have cognitive impairments,

while others are healthy. The task is to evaluate whether the individuals involved in

these dialogues are healthy or not. You are requested to mark each dialogue indicat-

ing whether the involved speaker is healthy or impaired."

The accuracy obtained by human raters, along with the inter-rater agreement in

the experts group, is an interesting datum to assess the overall difficulty of the task

(for both experts and non-experts), and to elaborate on the social perception of cog-

nitive deficit, based on purely linguistic evidence. Results in this experiment may be

also compared to those obtained in a seminal work on Alzheimer disease by Becker

et al., 1994; this work, specifically relevant to computational approaches, provided

an initial 86.0% baseline accuracy in the clinical diagnosis; after considering follow-

up clinical data, this datum raised to 91.4%.

The two groups of raters were asked to evaluate the conversations of 14 subjects,

7 of which belonging to the Anchise corpus and 7 to the Nestor corpus.

Discussion

Raters Pred. Task Acc. P R F1 HM(Acc., F1(PD), F1(PHC))

Non-experts PD 73.8%
76.2% 73.8% 74%

73.6%
(6 tests) PHC 74.2% 73.8% 73%

Experts PD 87.2%
84.3% 91.4% 87.6%

87.1%
(5 tests) PHC 90.9% 82.8% 86.6%

TABLE 4.9: Human annotators results, averaged on a pool of 6 non-experts
and 5 experts, on a test set composed by 14 subjects, 7 from each corpus.

The Anchise corpus contains a widely varied set of cognitive impairments (as

witnessed by MMSE scores obtained by the interviewed subjects, ranging in [0,

25]) which is expected to characterize this categorization task as a challenging as-

signment. In Figure 4.5 is provided an insightful about MMSE scores distributions

among both datasets.

Also, dealing with spontaneous speech in an ecological setting involves facing

possibly different linguistic registers and topics that may be harder with respect to
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FIGURE 4.5: Distribution of the MMSE scores featuring the subjects from the
the Anchise and Nestor corpus.

more controlled linguistic corpora (e.g., the transcripts of responses to the Cookie

Theft stimulus picture in the Pitt Corpus (Goodglass and Kaplan, 1983)), where sub-

jects were all solicited to describe the same scene.
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Chapter 5

SE-MaCaROoN

This chapter is the final element of this exploration of Language Models capabili-

ties. Unlike the previous ones, this chapter investigates how to use language for a

foundational task in Lexical Semantics, Word Sense Disambiguation (WSD): exploit-

ing both Embeddings generation and Natural Language generation capabilities, we

obtained a novel lexical resource named SE-MACAROON (after Sense Embeddings

from MAny ContextuAl RepresentatiONs), a collection of contextualized vectors.

These vectors are created by combining information from WordNet (Miller, 1995)

and contextual word embeddings generated by a language model, demonstrating

how adding a semantic layer on top of a language model can improve its perfor-

mance on tasks like WSD. The overall approach also exploits the generative capabil-

ities of language models, that are employed to enforce a controlled data augmenta-

tion step, targeted at acquiring a bag of contextualized representations.

5.1 Preliminaries

While Language Models and Language Modelling task have been introduced in

Chapter 2, in Chapter 3 the encoder module has been employed for information

retrieval and extraction purposes, in Chapter 4 an application of the decoder mod-

ule has been showed, in the present one we introduce the work on a novel Lexical

resource.

When talking about lexical resources we refer to both semantic networks, using

vertices of a labeled graph as representation of senses —introduced in Section 5.1.1—

, and to distributional resources, representing word senses through dense vectorial

representations, introduced in Section 5.1.2.
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5.1.1 Wordnet

WordNet, a manually curated English word sense inventory developed by experts,

is maybe the most popular resource of the first kind (Miller, 1995). Word senses

are represented through synsets, sets of synonym terms expressing distinct word

meanings. Each lemma (be it a single word or multi-word expression) in WordNet

belongs to one or more synsets, and word senses are represented as a combination of

word form (lexicalization) and synset (often referred to as sense-key). These nodes

are uniquely identified by a synset id, and are endowed with a gloss and optionally

by usage examples. Let us consider the word bank as an example. Depending on

the surrounding context, amongst other senses it might refer to either the river bank

or the financial institution. The river bank word sense is defined as sloping land

(especially the slope beside a body of water), with the synset containing only the term bank

and identified by the synset ID wn$09213565$n. Additional information includes

two examples: they pulled the canoe up on the bank and he sat on the bank of the river and

watched the currents. The financial institution word sense is represented by the synset

depository financial institution, banking concern, banking company, bank, identified by

the ID wn$08420278$n and defined as a financial institution that accepts deposits and

channels the money into lending activities. The reported usage examples are he cashed a

check at the bank and that bank holds the mortgage on my home.1

WordNet is further categorized into four parts, each hosting a different part of

speech: nouns, verbs, adjectives, and adverbs. These categories have their own in-

ternal relations. Nouns are organized hierarchically in a lexical memory, verbs are

linked through various entailment relations, and adjectives and adverbs are posi-

tioned within N-dimensional hyperspaces. Each of these lexical structures reflects a

unique way of capturing human experience.

The current version of WordNet (3.0) contains 117, 659 synsets, 206, 949 senses

(sensekeys), and 147, 306 distinct lemmas. Inspired by WordNet, researchers have

invested considerable effort in developing other semantic networks and translating

WordNet into various languages (Pianta, Bentivogli, and Girardi, 2002; Bond and

1We refer to WordNet v. 3.0, available at https://wordnet.princeton.edu/download/
current-version

https://wordnet.princeton.edu/download/current-version
https://wordnet.princeton.edu/download/current-version
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Paik, 2012; Rudnicka, Witkowski, and Kaliński, 2015; McCrae, Wood, and Hicks,

2017; McCrae et al., 2020).

5.1.2 Word and Sense Embeddings

The second type of lexical resources rely on the distributional hypothesis that words

appearing in similar contexts often share similar meanings (Harris, 1954). For in-

stance, if words wi and wk frequently co-occur in the same contexts, they are likely

to have close meanings. In some cases, if they are interchangeable within these con-

texts, they may be considered as synonyms. Various techniques have been devised

to capture the distributional patterns of words, typically using dense real-valued

vectors in a high-dimensional space. Each word is represented by a vector, often

called a "word embedding" and these vectors are positioned in a multidimensional

space where distance (e.g., Euclidean distance) reflects semantic similarity. In sim-

pler terms, words with similar meanings tend to be closer together in this space,

while words with different meanings are positioned farther apart.

The most widely known and used embeddings are Word2vec (Mikolov et al.,

2013b), GloVe (Pennington, Socher, and Manning, 2014), ConceptNet Numberbatch

(Speer and Chin, 2016). Word embeddings ensure high correlation with human

ratings on semantic similarity —in the order of .8 Spearman’s ρ correlation (Speer

and Lowry-Duda, 2017; Goikoetxea, Soroa, and Agirre, 2018), with some differences

based on the considered datasets—, but they are opaque, in that they do not allow

to specify which senses underlie the similarity score. All such vectors are term-

rather than sense-indexed: regardless of the technique employed for the embedding

generation, this sort of representation inherently suffers from a significant draw-

back: it ignores the fact that words can have multiple meanings and conflates all

these meanings into a single representation (Camacho-Collados and Pilehvar, 2018).

However, this limitation, known as meaning conflation deficiency, can hinder the

ability of an NLP system relying on word embeddings to accurately grasp the in-

tended meaning of the text: word embeddings seem to be unable to grasp different

meanings of a word, even if those meanings occur in the training corpus (Schütze,

1998; Yaghoobzadeh and Schütze, 2016). Additionally, the deficiency may affect the

semantic modeling of word senses, for example two semantically unrelated words
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similar to different word senses of the same word may be pulled together (Neelakan-

tan et al., 2014; Pilehvar and Collier, 2016).

In order to alleviate the meaning conflation deficiency of word embeddings, a

parallel direction of research has emerged over the past years, which tries to directly

model individual meanings of words. In this Section we focus on sense representa-

tions relying on word embeddings, starting from the partition of word embeddings

in static and contextualized representations. In fact, we now need to introduce the dis-

tinction of sense representations according to the underlying word embeddings de-

sign paradigm: either sense- or term-oriented. Additionally, attempting to address

the meaning conflation limitation, mainly two lines of sense vector representations

have emerged: in the first line, unsupervised, senses are learned directly from text

corpora or in some knowledge-based fashion (Reisinger and Mooney, 2010; Huang

et al., 2012; Vu and Parker, 2016; Vilnis and McCallum, 2014); while in the second

approach senses are linked to pre-defined sense inventories. In this work we focus

on the latter type of representation.

Static Sense Embeddings

Provided that the evolution of word representations flows from static word embed-

dings to contextualized word embeddings, the first vector representations for word

senses have been introduced relying on static word embeddings. One of the main

contributions between the sense vectorial representations is NASARI (Camacho-

Collados, Pilehvar, and Navigli, 2015; Pilehvar and Navigli, 2015). In the same

spirit of BabelNet, NASARI puts together two sorts of knowledge: one coming from

WordNet (originally handcrafted by a team of lexicographers), based on synsets and

on the intervening semantic relations, and one available in Wikipedia, which is con-

versely the outcome of a large collaborative effort. Pages in Wikipedia are consid-

ered as concepts. In NASARI embeddings each item is defined through a dense

vector over a 300-dimensional space. NASARI vectors have been acquired by start-

ing from the vectors trained on the Google News dataset, provided along with the

Word2vec toolkit. All NASARI vectors share the same semantic space also with
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Word2vec (Mikolov et al., 2013a), so that their representations can be used to com-

pute semantic distances between any two such vectors. Thanks to the structure pro-

vided by the BabelNet resource, the resulting 2.9M embeddings are part of a huge

semantic network. NASARI includes sense descriptions for nouns, but not for other

grammatical categories.

SENSEEMBED was introduced directly by following NASARI, but with totally

different building rationale, and containing representations for the four main parts

of speech (nouns, verbs, adjectives and adverbs) (Iacobacci, Pilehvar, and Navigli,

2015). The approach proposed by SENSEEMBED is aimed at obtaining continuous

representations of individual senses. In order to build sense representations, the

authors exploited Babelfy (Moro, Raganato, and Navigli, 2014) to disambiguate the

September-2014 dump of the English Wikipedia.2 Subsequently, the Word2vec toolkit

has been employed to build vectors for 2.5 millions of unique word senses. The ob-

tained resource contains the representation for both terms —e.g., the embedding for

the term Bank— and word senses —e.g., the embedding representing the meaning of

bank intended as financial institution, endowed with the identifier Bank-bn:00008364n—

.

Given the negative impact of the meaning conflation deficiency implicitly coded

in word embeddings, DECONF has been introduced with particular attention to the

mentioned limitation (Pilehvar and Collier, 2016). DECONF is a sense representation

technique that starts from a semantic network and a set of pre-trained word embed-

dings. The proposed approach computes a list of “sense biasing words” for a given

word sense. The whole process is characterised by two phases: (i) the extraction

of the most representative words that express the semantics of a synset, and (ii) the

sense representations learning. In the extraction phase, the control strategy starts

from a target synset yt, leverages the structure of the semantic network of WordNet

and produces as output an ordered list Bt of semantically related terms that provide

a cue for the sense usage. The latter phase is aimed at learning the representation of

the word sense st (the sense for term t): to these ends the procedure deconflates the

representation of all the lexicalizations of the sense st, and biases them towards the

list Bt. In order to generate the DECONF resource, the authors chose WordNet 3.0 as

2http://dumps.wikimedia.org/enwiki/.

http://dumps.wikimedia.org/enwiki/
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semantic network and the 300-d Word2Vec word embeddings trained on the Google

News dataset. The final resource contains about 207 thousand vectors for WordNet

word senses, each such sense representation lives in the same space which is also

shared by the word embeddings.

Different from previous resources, SW2V (so named after ‘Senses and Words to

Vectors’) is a neural model devised to represent both term and sense vector repre-

sentations (Mancini et al., 2017). The proposed approach jointly learns both repre-

sentations by exploiting text corpora and semantic networks. Due to the temporal

complexity of the state-of-the-art disambiguation systems, the authors devised an

unsupervised shallow word sense connectivity algorithm. Such algorithm exploits

the connections of a semantic network and associates a term with its top candidate

senses according to the number of sense connections and word context. Once the

corpus of sense tagged words has been generated, an extension of the Word2Vec’s

CBOW model (Mikolov et al., 2013a) is employed. The extension of the CBOW

model in order to deal with word senses follows the assumption that since a word

is a lexicalization of an underlying sense, an update of the word embedding should

entail a similar update of the sense representation, and vice versa. The authors chose

BabelNet as reference semantic network and its underlying sense inventory; the pre-

trained version of SW2V contains over 6 million vectors representing both words

and word senses, in the same spirit of SENSEEMBED.

Following SW2V, LSTMEMBED is a recently proposed model based on bidi-

rectional LSTM for learning embeddings of words and senses in the same seman-

tic space (Iacobacci and Navigli, 2019). The model starts from a sense-tagged text,

which is processed with a bidirectional LSTM analyzing both the preceding and the

posterior context of a token si, where si is either a word or a sense tag. The output

computed by the LSTM on both directions is concatenated and linearly weighted

with a dense layer. Subsequently the model compares the output with the pre-

trained embedding vector of the target token si. The training phase maximizes the

similarity among the output of the network and the pre-trained embeddings: the
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loss is computed in terms of cosine distance.3 LSTMEMBED pre-trained embed-

dings contain about 2 millions vectors. The obtained resource is featured by three

sorts of representation: the word-sense representation —e.g., the vector for the sense

bn:00008363n, which refers to Bank, intended as “Sloping land, especially the slope beside

a body of water”—; the representation for a given lexicalization associated to a given

sense —e.g., for the pair Bank-bn:00008363n—; and the word embedding —e.g., the

vector for the term Bank—, possibly conflating all senses underlying the given term.

We finally mention LESSLEX, a multilingual lexical resource whose embeddings

are grounded on the sense inventory from BabelNet and employing the word em-

beddings from CN Numberbatch to build a shared space for term- and sense-vectors

(Colla, Mensa, and Radicioni, 2020). Each term is provided with a ‘blended’ ter-

minological vector along with those describing all senses associated to that term.

LESSLEX has been tested on three tasks relevant to lexical semantics: conceptual

similarity, contextual similarity, and semantic text similarity, improving on or closely

approaching state-of-the-art results.

Contextualized Sense Embeddings

The contextualized sense representations line of research follows directly from the

introduction of contextualized language models, and strongly relies on such repre-

sentations. Despite such language models provide context sensitive representations,

they still lack semantic grounding to sense inventories.

The first attempt at demonstrating that contextual embeddings from pre-trained

language models can be enriched by exploiting sense inventories is LMMS (Loureiro

and Jorge, 2019). LMMS is an approach for generating sense embeddings relying

on pre-trained contextualized language models that covers the entire WordNet 3.0

sense inventory. The proposed approach computes a list of sense embeddings start-

ing from annotations, i.e. a sense tagged corpus. In particular, the sense vector

is computed as the average of all the contextual representation for words tagged

3In order to generate the LSTMEMBED pre-trainied embeddings the authors chose the BabelNet
4.0 sense inventory. The BabelWiki corpus (Scozzafava et al., 2015) has been employed for both the
training of the model and the representation of the objective embeddings; the latter case has been
addressed using the Word2Vec’s SkipGram model.
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with the word sense: given n contextual embeddings ci for a word sense s, the vec-

tor vs is computed as vs = 1
n ∑n

i=1 ci. Since the sense tagged corpus covers only a

small percentage of the WordNet vocabulary, the authors improve sense inventory

coverage exploiting WordNet structure: in order to build embeddings for higher-

level abstractions, the average of the embeddings of all lower-level constituents is

employed. That is, the embedding of an unseen word sense corresponds to the av-

erage of all its children representation. LMMS pre-trained embeddings cover the

entire WordNet vocabulary, thus containing embeddings for 117, 659 synsets corre-

sponding to 206, 949 unique senses. Since LMMS is grounded to the WordNet sense

inventory, this resource represents vectors for English words only.

Following LMMS, SENSEMBERT has been introduced relying on the pre-trained

version of BERT large (Scarlini, Pasini, and Navigli, 2020a). SENSEMBERT is a

knowledge-based approach to produce latent semantic representations of word mean-

ings in multiple languages. SENSEMBERT relies on Babelnet, Wikipedia and NASARI

sense embeddings together with the pre-trained BERT large model. The proposed

approach starts by collecting from Wikipedia all the sentences that are suitable for

characterizing a given word synset: this is done by exploiting the link between Ba-

belNet and Wikipedia. Once contextual information has been collected, the authors

compute the contextualized word embedding for each word relevant to the target

synset: relevant words for each synset are identified exploiting NASARI lexical vec-

tors, then contextualized representation for such words are obtained through BERT

large language model. Eventually, the synset embedding is built by exploiting word

representations together with their rank in the NASARI lexical vector. In the same

spirit of LMMS, synset representation quality is improved by exploiting the seman-

tic network structure. Since the linking between BabelNet and Wikipedia involves

nouns only, the proposed approach build representations for nouns only. Thanks

to the multilingual nature of BabelNet, the authors exploited also the multilingual

version of BERT to build sense embeddings for multiple languages. SENSEMBERT

pre-trained embeddings contain vectors for 146, 313 senses.

ARES, so dubbed after context-AwaRe Embeddings of Senses, has been intro-

duced few months later, as the extension of SENSEMBERT (Scarlini, Pasini, and Nav-

igli, 2020b). ARES is a semi-supervised approach to produce sense embeddings for
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the lexical meanings within a lexical knowledge base; these lie in a space that is com-

parable to that of contextualized word vectors. The construction of ARES relies on

several resources: WordNet, SyntagNet (Maru et al., 2019), UKB (Agirre, Lacalle, and

Soroa, 2014) and BERT. The proposed approach starts collecting contexts for Word-

Net’s synsets exploiting BERT: given a sense s and one of its lexicalizations l, the

authors collected all occurrences of l in a corpus and computed their contextualized

representation and clustered through the k-means algorithm. The UKB algorithm is

then exploited to label each cluster with one of the senses for l. Each such cluster

is then refined by exploiting the collocations from SyntagNet. Contextual informa-

tion retrieved is then exploited so to build embeddings for WordNet’s synsets as a

combination of embeddings computed though BERT for sentences and collocations.

ARES pre-trained embeddings contain vectors for 206, 950 senses, covering 65% of

WordNet’s vocabulary (77, 195 out of 117, 659).

LMMS Reloaded (LMMS-R) is the most recent resource belonging to the con-

textualized sense embeddings family, it has been introduced as extension of LMMS

(Loureiro, Jorge, and Camacho-Collados, 2022). LMMS-R is a principled approach

for sense representation based on contextual language models trained exclusively

with self-supervision. Following LMMS the synset embbedding for s is built by av-

eraging the contextualized representations for the lexicalization l in a sense-tagged

corpus. Such vectors are then refined exploiting the WordNet structure. LMMS-R

allows for a different characterization of multiple layers according to the task for

which the embeddings are designed. LMMS-R pre-trained embeddings for Word

Sense Disambiguation (WSD) cover the entire WordNet vocabulary, thus contain-

ing embeddings for 117, 659 synsets corresponding to 206, 949 unique senses. Since

LMMS-R is grounded to the WordNet sense inventory, the resource represents vec-

tors for English words only.

5.2 Building SE-MACAROON

The algorithm for the generation of SE-MACAROON is based on an intuitive idea:

collecting and storing all the contextual representation of word senses in a sense

tagged corpus, to build repositories of context sensitive conceptual representations.
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The idea underlying such constructive rationale is that we can better account for

the precision of contextual representation computed by language models by main-

taining their independence (their contextual profile, and thus their representational

precision) rather than mixing them into a single fixed representation. Our intuition

is that the embedding of a word sense s expressed with the word w may be closer

to the vector for the same word sense s lexicalized with w in a similar context rather

than the average of all the lexicalizations of s. In other words, our strategy relies

on the hypothesis that the target word may be compared with a variety of other

candidates embeddings, amongst which we can find a similar one, instead of av-

eraging all the information into one representation. In these respects, we started

from BERT contextual embeddings and we built new sense embeddings relying on

WordNet and indexed on that sense inventory. The so created resource results in a

collection of sets of embeddings, with each set corresponding to a particular sense

(identified by a specific WordNet synset ID). Each embedding within these sets rep-

resents an instance of a word, used in a context, and exhibiting that specific sense.

In Figure 5.1 we provide an example of the whole process of creation of the set of

embeddings for the term affect, as expression of the word sense wn:00137313v —

defined as have an effect upon;— in WordNet. We choose BERT as our starting point

for several reasons: it was, at that point, one of the most popular contextual lan-

guage models, with limited requirements with respect to newer language models,

and it allowed to deal with higher amount of training instances in reasonable time

without any loss of information (Sanh et al., 2019). After having explored BERT, we

decided to produce our embeddings also using LLAMA-2, which is an open source

Large Language Model, to test this approach also with a newer and bigger model.

We acknowledge that the decision to use LLAMA-2, a generative language model,

for extracting embeddings –a task traditionally performed by encoder architectures–

may be seen as controversial. The issue of the quality of embeddings produced by

generative models is not thoroughly explored in the literature and typically, ad-hoc

models are developed specifically for generating embeddings;4 however, these mod-

els are generally trained to produce representations of sentences or even entire doc-

uments and this approach does not align with our use case, which necessitates the

4OpenAI Embeddings Model - https://platform.openai.com/docs/guides/embeddings

https://platform.openai.com/docs/guides/embeddings 
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Language Model

…

The crisis affected also the major US banks.

Will the new rules affect me?

Does not the Court's order unequally affect the southern region? 

Sentences for affect 
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…
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FIGURE 5.1: Graphical illustration of the working rationale of our approach.
Let us consider the word affect as expression of the word sense wn:00137313v.
We first retrieve all the sentences in which affect occurs as wn:00137313v, then
process them with BERT and collect the contextual representation for affect

in our SE-MACAROON.

extraction of single word embeddings. Therefore, we opted for LLAMA-2, allow-

ing us to straightforward access the model’s last hidden layer to extract the needed

embeddings. Anyway, the algorithm used with both BERT and LLAMA-2 language

models is exactly the same. Our approach, described in Figure 5.1, can be divided

into the following three steps:
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• Context retrieval, to collect all the relevant sentences from a sense-tagged cor-

pus.

• Word embedding, to compute the vectorial representation for each term in the

sentences, given the context retrieved in the previous step.

• Sense embedding, to collect all the vector representations for the relevant

words.

5.2.1 Context Retrieval

Each concept in SE-MACAROON is represented by a collection of vectors generated

by processing sentences with the chosen language model. We start from a sense

tagged corpus SC, where each instance is represented as a pair ⟨Wi, Si⟩, where Wi is

the sentence and Si are the related senses. In particular, the words in the sentence

Wi = wi
1wi

2 . . . wi
k are associated with senses Si = si

1si
2 . . . si

k, where each si
j represents

the sense with which the word wi
j occurs in the sentence Wi. It is worth noting that,

given the adopted sense inventory, not all words are actually equipped with a sense,

that is, si
j may also be set to the null element. We adopted the sense inventory from

WordNet 3.0. For example, given the sentence:

The crisis affected also the major US banks.

the related senses in the WordNet sense inventory are:

∅ wn:13933560n wn:00137313v ∅ ∅ wn:01472628a wn:09044862n wn:08420278n

where each sense corresponds to each word of the above sentence. 5

Given the word sense s and one of its lexicalizations w, we collect all the sen-

tences from a sense tagged corpus SC, in which w appears intended as s: in other

words, we retrieve all the sentences where the sense s is lexicalized through the term

w. More formally, given the pair ⟨w, s⟩, we define the set Cw
s containing all the pairs

from SC so that:

Cw
s =

⋃
⟨w,s⟩

{⟨Wi, Si⟩} with wi
j ∈ Wi |wi

j = w ∧ si
j ∈ Si | si

j = s.

5Senses are represented as WordNet synset offsets, while the null element is represented with the
symbol ∅.
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In particular, considering again the example reported in Figure 5.1, we define

Caffect
wn:00137313v as the set of all sentences from SC in which the term affect occurs with

the sense wn:00137313v.

5.2.2 Word Embedding

The second step is aimed at computing, by means of the chosen language model (as

mentioned, both BERT and LLAMA-2 were explored) the representation of words

in the sentences from Cw
s . First, we pre-process sentences from Cw

s with the tokenizer;

every language model is equipped with its own tokenizer, like WordPiece (Wu et al.,

2016) or SentencePiece (Kudo and Richardson, 2018), sentence words might have

been divided into sub-words, such as, for example, the word unequally is decom-

posed to the following tokens: ⟨ une ⟩, ⟨ ##qual ⟩, ⟨ ##ly ⟩, this means that both tokens

##qual and ##ly are a sub-words following their preceding token. Additionally, since

words might be divided in sub-tokens by the tokenizer, together with the maximum

length for sentences, it may happen, depending on the considered language model,

that some sentences exceed the tokens number limit, thus resulting in an inconsis-

tent contextual representation. In this respect, it is necessary to check that the last

token is consistent with the last word of the original sentence to ensure full detailed

contextual representation for each such word. For example, the tokenization for the

sentence could be:

Does not the Court’s order unequally affect the southern region?

[⟨Does⟩, ⟨not⟩, ⟨they⟩, ⟨Court⟩, ⟨’⟩, ⟨s⟩, ⟨une⟩, ⟨##qual⟩, ⟨##ly⟩, ⟨affect⟩, ⟨the⟩,
⟨southern⟩, ⟨region⟩, ⟨?⟩]

Once sentences have been tokenized we then process the obtained representation

with either the BERT or LLAMA-2 model, thus obtaining a contextual vectorial

representation for each such token. The contextual embedding of an input word is

computed as the average of its sub-token embeddings, that is, we define the vector

for unequally as the average of the vector for une, ##qual and of the vector for ##ly.

Regards as BERT, since the model is made of stacked layers, the typical word rep-

resentation for semantic tasks is computed by summing the last four hidden layer
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embeddings: given that, our word embeddings are computed then as the sum of

the last four hidden layer vectors (Jawahar, Sagot, and Seddah, 2019; Tenney, Das,

and Pavlick, 2019; Tenney et al., 2019). Regards as the LLAMA-2 representation,

the output of the last dense layer before the softmax layer is extracted. Finally, given

the sentences in Cw
s , we define Ew

s as the set of contextual embedding for each word

from each sentence in Cw
s ; that is, Ew

s is defined as follows:

Ew
s = LM(Wi) ∀Wi ∈ Cw

s , (5.1)

where LM(Wi) is the embedding function that produces contextual representation

ei
j for each word in the sentence. Therefore, for the sentence Wi = wi

1, . . . wi
k, the

function LM(Wi) is defined as LM(Wi) = ei
1ei

2 . . . ei
k where ei

j is the contextual repre-

sentation for the j-th token in the i-th sentence Wi.

5.2.3 Sense Embedding

In this final step, we build a representation for each target sense in the sense tagged

corpus; starting from the set of embeddings Ew
s we retrieve all the representations

for the sense s lexicalized with the word w, and collect them as our representation

for the word sense. In particular, we define cw
s as the collection of all the embeddings

ei
j from Ew

s that encode (L99 in the Equation 5.2) the word w conveying the sense s:

cw
s =

⋃
Wi ,Si

{ei
j L99 ⟨wi

j, si
j⟩} with wi

j = w ∧ si
j = s; wi

j ∈ Wi, si
j ∈ Si. (5.2)

Here wi
j and si

j are the word and its related sense in the i-th dataset instance ⟨Wi, Si⟩.
Let us consider the example in Figure 5.1: the representation for caffect

wn:00137313v is de-

fined as the collection of the three word embeddings for affect resulting from the

application of either model to the three sentences in which affect is intended as con-

veying the word sense wn:00137313v. At the end of the three steps each sense in the

sense tagged corpus SC is provided with a set of associated vectorial representations,

made of the collection of lexicalizations of the given sense.

It is worth noting that the sense embeddings cw
s included in SE-MACAROON are

indexed on both the sense s and the lexicalization w. That is, the sense embeddings
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TABLE 5.1: Figures on the generation process of SE-MACAROON, divided
by Part of Speech. The average occurrences per sense are reported together

with their standard deviation (σ).

SE-MACAROON Statistics All Nouns Verbs Adjs Advs

Sense (term, synset) Vectors 31, 352 14, 893 8787 5939 1733
Senses Occurrences 199, 363 76, 062 78, 820 27, 787 16, 694
AVG Occurrences per Sense 6.36

(±66.72)
5.11

(±50.48)
8.97

(±105.00)
4.68

(±14.79)
9.63

(±43.83)
Occurrences per Sense Range [1, 9013] [1, 5846] [1, 9013] [1, 413] [1, 1475]

Sense (synset) Vectors 24, 528 12, 418 5794 5016 1320

cw
s representing the exact expression of the word sense s lexicalized with the word w

are actually the collection of all the occurrences of s expressed by means of w.

5.3 Evaluation

In this section we report the experimental settings in which we conducted the eval-

uation of SE-MACAROON when testing on English Word Sense Disambiguation

task. In what follows we introduce the training set along with some figures describ-

ing the resource; we then introduce the test sets and the system setup. We finally

report the results along with the discussion.

5.3.1 SE-MACAROON training dataset

SemCor We trained6 SE-MACAROON sense embeddings on SemCor (Miller et

al., 1994); SemCor is a manually sense-tagged corpus, divided in 352 documents for

a total of 226, 040 sense annotations; it is, to the best of our knowledge, the largest

corpus manually annotated with WordNet senses. We started from a total of 37, 176

sentences contained in SemCor; we then retained 33, 399 after the filtering step, thus

resulting in 199, 363 sense annotations.7 The final figures of the resource and de-

tails concerning its generation are reported in Table 5.1. The final number of cou-

ples word_sense in SE-MACAROON, using only SemCor as training set, amounts to

31, 352, corresponding to 24, 548 unique synsets, covering only about the 21% of the

total 117, 659 WordNet synsets. The number of occurrences per sense ranges from 1

6By "trained" we mean "produced with the chosen language model all the necessary embeddings"
7Words tagged with a Wordnet SynsetID
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to 9013 for the verb to be. Unfortunately, an important factor to consider along with

numbers coming from the training dataset, is the coverage that the dataset ensures

on the test dataset: As detailed reported in Table 5.8, the coverage from SemCor was

lacking of 707 couples lemma-sense, and was not enough to compete with other state

of the art models. The solution we adopted is described in the following paragraph.

SemCor + Gemini Coverage issues were dealt with by exploiting Gemini (Anil

et al., 2023). The idea behind this data augmentation step is simple: some of the

pairs sense-lemma needed in the test set are not actually present in the training cor-

pus. Gemini offers us the possibility to generate sentences containing those lemmas,

hopefully used in the desired sense. In particular we exploited prompt engineering

in order to make Gemini produce sentences in as controlled as possible fashion, by

using the following prompt:

Produce a sentence with the ⟨desired Part of Speech⟩ ⟨desired lemma⟩ used with the

following definition: ⟨wordnet sense definition⟩.

For example, considering the lemma bank, used as noun, in the sense of sloping land

(especially the slope beside a body of water), as reported in Wordnet sysnet, the prompt

would have looked like this:

Produce a sentence with the noun bank used with the following definition: sloping land

(especially the slope beside a body of water).

After this first set of production, we decided to enhance the possibility of producing

sentences containing the lemma used in the right sense by adding to the prompt a

series of keywords Gemini to be employed in the produced sentence. Such keywords

were added by associating to every pair lemma-sense the words extracted using

KeyBert (Grootendorst, 2020) from SemCor and ALL corpora sentences, were the

specific lemma-sense pair occurred. The second prompt looked like:

Produce a sentence with the ⟨desired Part of Speech⟩ ⟨desired lemma⟩ used with the

following definition: ⟨wordnet sense definition⟩. The sentence should contain the following

keywords: ⟨keywords list⟩

The final set of generated sentences, which we used for the experiments, includes

both sentences generated with such keywords and sentences without them. Gemini
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output was finally filtered in order to verify the satisfaction of the main structural el-

ements of the request: for instance, the presence of the lemma and the part of speech

in which the lemma was used. Sentences containing specific utterances such as I’m

sorry, I cannot satisfy your request, were filtered, since these indicate that Gemini was

not able to generate the expected sentence. The structural analysis cannot guarantee

the correct usage of the lemma in the desired sense, but that would require to have

the WSD problem already solved.

To complete this data-centered paragraph, we just want to describe the evalua-

tion devised for this data augmentation step. This sort of assessment is kept sep-

arated from the extrinsic evaluation of the additions by directly using them in SE-

MACAROON, whose results are described in the 5.3.5 Section. This intrinsic evalua-

tion consisted of manually assessing the usage of a certain lemma-sense pair within

a sentence, for 100 randomly chosen senses out of the 707 ones needed to obtain com-

plete coverage on our test-set. This resulted in a 90% of sentences tagged as "con-

taining the couple lemma-sense used in the required sense". The descriptive statis-

tics associated to the additions obtained through Gemini are presented in Table 5.2:

the final number of sense embeddings after Gemini data augmentation amounts to

32, 059, exactly 707 pairs lemma-sense more than the corpus only including SemCor.

These pairs overall correspond to 25, 064 unique synsets in Wordnet. About the dis-

tribution over part-of-speech tags, the augmentation was stronger for nouns, where

443 pairs lemma-sense were added, less relevant for verbs (139 additions) and adjec-

tives (102 additions), and minimal for adverbs where only 23 pairs where added. On

average addition for every pair 44.72 example sentences were added, with standard

deviation of 6.00.

5.3.2 Evaluation Benchmarks

We assessed SE-MACAROON vectors on the Word Sense Disambiguation task as it

constitutes the most popular and obvious task for evaluating sense embeddings (Loureiro,

Jorge, and Camacho-Collados, 2022). WSD is a long-standing challange in the Nat-

ural Language Processing, as it lies at the core of language understanding (Navigli,

2009): it is defined as the task of associating words in context with their most suit-

able meaning from a pre-defined sense inventory. Given the target word wt and
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TABLE 5.2: Figures on the generation process of SE-MACAROON after the
data augmentation process with Gemini, divided by Part of Speech. The aver-
age occurrences per sense are reported together with their standard deviation

(σ).

SE-MACAROON Statistics All Nouns Verbs Adjs Advs

Sense (term, synset) Vectors 32, 059 15, 336 8926 6041 1756
Senses Occurrences 229, 953 95, 159 84, 970 32, 105 17, 719
AVG Occurrences per Sense 7.17

(±66.22)
6.20

(±55.18)
9.52

(±104.27)
5.31

(±15.51)
10.09

(±43.73)
Occurrences per Sense Range [1, 9013] [1, 5846] [1, 9013] [1, 413] [1, 1475]

Sense (synset) Vectors 25, 064 12, 764 5884 5083 1333

the sentence W = {w1 . . . wt . . . wl}, the task consists in associating wt in W with a

sense taken from a given sense inventory. For example, given the word bark and the

sentence The tree’s bark was dark. Let us consider WordNet as our reference sense in-

ventory: in such example the task is to provide the correct entry form the WordNet’s

senses for bark, that is wn:13162297n defined as tough protective covering of the woody

stems and roots of trees and other woody plants.

We carried out the evaluation on the test sets in the English WSD framework (Ra-

ganato, Camacho-Collados, and Navigli, 2017). The benchmark includes five stan-

dardized evaluation datasets from the past Senseval-SemEval competitions, that are:

– Senseval-2 (SE02), consisting of 2283 sense annotations (Edmonds and Cotton,

2001);

– Senseval-3 (SE03), consisting of 1850 sense annotations (Snyder and Palmer,

2004);

– SemEval-2007 (SE07), consisting of 455 sense annotations (Pradhan et al., 2007);

– SemEval-2013 (SE13), consisting of 1644 sense annotations (Navigli, Jurgens,

and Vannella, 2013); and

– SemEval-2015 (SE15), consisting of 1022 sense annotations (Moro and Navigli,

2015).

The whole benchmark includes the concatenation of the five test sets, and in the

following it is referred to as the ALL dataset.
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5.3.3 System Setup

The SE-MACAROON word sense disambiguation strategy can be arranged into the

following three steps: (i) sentence embedding, aimed at computing contextual repre-

sentations for the input sentence, (ii) sense occurrences scoring, aimed at computing

a score for each sense’s occurrence, and (iii) word sense ranking, where sense oc-

currences are ranked based on their score and the word sense is selected through a

majority voting among the top N entries. The working rationale of the WSD strategy

is presented in Figure 5.2.

Sentence Embedding The first stage of the computation is targeted to compute

the contextual representation for the input sentence. Therefore, given the sentence

W = {w0, w1, . . . , wt, . . . , wk}, containing the target word wt, we process the tok-

enized sentence with either BERT or LLAMA-2, thereby obtaining contextual em-

beddings E = {e1, . . . , et, . . . , ek} for each token in W. Once again, the sub-token

vectors are averaged to compute a token-level representation. Additionally, simi-

lar to the building approach, we define the embedding ei for a word wi as the sum

of the last four layers of the employed language model. Since we are interested

in assessing the contribution of the other words in the sentence, particularly those

surrounding the target word wt, we retain the contextual representation for those

words occurring within a given span d from wt only: a context window is defined,

surrounding the target word wt, CTXwt = {et−d, . . . , et−1, et+1, . . . , et+d} including d

word representations preceding and following wt. Let us consider the Figure 5.2, the

input sentence is We must believe we have the ability to affect our own destinies: otherwise

why try anything? where affect is the target term. In the example our context window

size is set to 3, which means that we retain the contextual embeddings for the three

words preceding wt and for the three words following wt: the left context is the ability

to and the right context is our own destiny, such that CTXaffect = [e6, e7, e8, e10, e11, e12].

Senses occurrences scoring After having built the contextual representation for

the target word along with its context, we compute a score for each occurrence

ei
s ∈ cwt

s of word senses for our target word wt to retrieve the most likely sense.

In order to disambiguate wt, we start by retrieving all the senses for the target
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We    must    believe    we    have    the    ability    to    affect    our    own    destinies    :    otherwise    why    try    anything    ?

Language Model

Context
Window
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sim(e10, e
j
si

)

<latexit sha1_base64="MIodXp9fhaEYyGMd5fzCetnJw3A=">AAADH3icbVJNb9NAEN2Yr2K+EjhysYiQWhRFdqWo5RYBBy6IIpG2Umys8WbibusvdtdtotX+D678Ea7lhLhw6B/hzNrOoXYZyfbzmzc7u/M2KhImpOte9axbt+/cvbd1337w8NHjJ/3B00ORl5zijOZJzo8jEJiwDGeSyQSPC46QRgkeRWdvq/zROXLB8uyzXBcYpBBnbMkoSEOF/V2/XkMJyeEiQs7X2vElrqQSLNXbGCrP0yPHfEXI9Bd1qnfC/tAdu3U4N4G3AcPpjj8I/s78g3DQ++MvclqmmEmagBBzzy1koIBLRhPUtl8KLICeQYxzAzNIUQSq3ph2Xhpm4Sxzbp5MOjV7vUJBKsQ6jYwyBXkiurmK/F9uXsrlfqBYVpQSM9o0WpaJI3OnmpSzYBypTNYGAOXM7NWhJ8CBSjPPbpdqb6J1EiUga5q32JUwCDtcc1Tbtv13aCbE8YOp+1ggB5nzV8oHHqew0mZisT+qkFEucGk8b9yTkMXIza9WPI60MiaMjCWT/ert6rb4mtUttVerJ3sdOXwtYSN0N8u+HlU2a3MRvK7tN8Hh7tibjN1P3nD6hjSxRZ6TF2SbeGSPTMl7ckBmhJJv5Ae5JD+t79al9cv63Uit3qbmGWmFdfUP3BQDzg==</latexit>

sim(e11, e
j
si

)

<latexit sha1_base64="cirlIHzj1vTwu7GLVLl1LZxU/iE=">AAADH3icbVJNb9NAEN2Yr2K+EjhysYiQWhRFdqSo5RYBBy6IIpG2Umys8WbibusvdteQaLX/gyt/hGs5IS4c+kc4s7ZzqF1Gsv385s3O7ryNioQJ6bqXPevGzVu37+zcte/df/DwUX/w+EjkJac4p3mS85MIBCYsw7lkMsGTgiOkUYLH0fnrKn/8BblgefZRbgoMUogztmIUpKHC/sSv11BCcvgaIecb7fgS11IJlupdDJU30SPHfEXI9Cd1pvfC/tAdu3U414G3BcPZnj8I/s79w3DQ++Mvc1qmmEmagBALzy1koIBLRhPUtl8KLICeQ4wLAzNIUQSq3ph2nhtm6axybp5MOjV7tUJBKsQmjYwyBXkqurmK/F9uUcrVQaBYVpQSM9o0WpWJI3OnmpSzZBypTDYGAOXM7NWhp8CBSjPPbpdqb6J1EiUga5q32LUwCDtcc1Tbtv03aCbE8Z2pe18gB5nzF8oHHqew1mZisT+qkFEucWU8b9yTkMXIza9WPI60MiaMjCXTg+rt6rb4itUttVerp/sdOXwuYSt0t8u+HFU2a3MRvK7t18HRZOxNx+4Hbzh7RZrYIU/JM7JLPLJPZuQtOSRzQsk38oNckJ/Wd+vC+mX9bqRWb1vzhLTCuvwH3qsDzw==</latexit>

sim(e12, e
j
si

)

<latexit sha1_base64="G8LJsvD99l51yX/STJFl8N2AC8g=">AAADGHicbVJNb9NAEN2Yr2K+knLkYhEhtRBFNlLU9hYBBy6IIpG2Umys8Wbibusvdtcl0Wp/BFf+CNdyQlyROPBHOLO2c8AuI9l+fvNmZ3feRkXChHTd3z3r2vUbN29t3bbv3L13/0F/sH0k8pJTnNE8yflJBAITluFMMpngScER0ijB4+j8ZZU/vkAuWJ69l+sCgxTijC0ZBWmosP/Mr9dQ8LEE7fgSV1IJluodDNWBHjnmI0KmP6gzvRv2h+7YrcO5CrwNGE53/UHwZ+YfhoPeL3+R0zLFTNIEhJh7biEDBVwymqC2/VJgAfQcYpwbmEGKIlD1jrTzxDALZ5lz82TSqdl/KxSkQqzTyChTkKeim6vI/+XmpVzuB4plRSkxo02jZZk4MneqETkLxpHKZG0AUM7MXh16ChyoNIPsdqn2JlonUQKypnmLXQmDsMM1R7Vt23+FZkIc35i6twVykDl/qnzgcQorbSYW+6MKGeUCl8bsxjYJWYzc/GrF40grY8LIWDLZr96ubouF5PApQs7XbbVXqyd7HXl9JRqhu1n2YFTZrM1F8Lq2XwVHz8feZOy+84bTF6SJLfKIPCY7xCN7ZEpek0MyI5R8Jl/JJflmfbEure/Wj0Zq9TY1D0krrJ9/ARijALI=</latexit>

sim(e9, e
j
si

)

<latexit sha1_base64="e9OK97TlEeXG5oaOYKW2Rth1pr0=">AAADHXicbVLLbtNAFJ2YVzGvBJZsLCKkFkWRjRQ13UXAgg2iSKStFBvrenLjTusXM+OSaDS/wZYfYVtWiB1C/AhrxnYW2OVKto/OnPuYexwVCRPSdX/3rGvXb9y8tXPbvnP33v0H/cHDI5GXnOKc5knOTyIQmLAM55LJBE8KjpBGCR5H5y+r8+ML5ILl2Xu5KTBIIc7YilGQhgr7rl/XUBKyGLkpoh1f4loqwVK9i6Ga6pFjPiJk+oM603thf+iO3Tqcq8DbguFszx8Ef+b+YTjo/fSXOS1TzCRNQIiF5xYyUMAlowlq2y8FFkDPIcaFgRmkKAJVj6Wdp4ZZOqucmyeTTs3+m6EgFWKTRkaZgjwV3bOK/N/ZopSraaBYVpQSM9o0WpWJI3On2pOzZBypTDYGAOXMzOrQU+BApdlmt0s1m2jdRAnImuYtdi0Mwg7XXNW2bf8Vmg1xfGPy3hbIQeb8mfKBxymstdlY7I8qZJRLXBmzut4pHkdaGRNGxpLJtHq7ui0WksOnCDnftNVerZ7sd+TwsYSt0N2WPRhVNmvzI3hd26+Co+djbzJ233nD2QvSxA55TJ6QXeKRfTIjr8khmRNKPpOv5JJ8s75Yl9Z360cjtXrbnEekFdavv3llAvg=</latexit>

sim(e8, e
j
si

)

<latexit sha1_base64="fu44eGDirI+BBmF/ceH+HZVCti0=">AAADHXicbVLLbtNAFJ2YR4t5JbBkYxEhtSiKbKQoZRcBCzaIIpG2Umys68mNO61fnRlDotH8Blt+hG1ZIXYI8SOsGdtZYJcr2T46c+5j7nFUJExI1/3ds65dv3FzZ/eWffvO3Xv3+4MHRyIvOcU5zZOcn0QgMGEZziWTCZ4UHCGNEjyOzl9W58cfkQuWZ+/lpsAghThjK0ZBGirsu35dQ0nIYuSmiHZ8iWupBEv1HoZqqkeO+YiQ6Q/qTO+H/aE7dutwrgJvC4azfX8Q/Jn7h+Gg99Nf5rRMMZM0ASEWnlvIQAGXjCaobb8UWAA9hxgXBmaQoghUPZZ2nhhm6axybp5MOjX7b4aCVIhNGhllCvJUdM8q8n9ni1KuDgLFsqKUmNGm0apMHJk71Z6cJeNIZbIxAChnZlaHngIHKs02u12q2UTrJkpA1jRvsWthEHa45qq2bfuv0GyI4xuT97ZADjLnT5UPPE5hrc3GYn9UIaNc4sqY1fVO8TjSypgwMpZMDqq3q9tiITl8ipDzTVvt1erJtCOHixK2Qndb9vmoslmbH8Hr2n4VHD0be5Ox+84bzl6QJnbJI/KY7BGPTMmMvCaHZE4o+Uy+kkvyzfpiXVrfrR+N1Optcx6SVli//gJ2zgL3</latexit>

sim(e7, e
j
si

)

<latexit sha1_base64="vdCZP7zZGUoYS32FUnmW8MlE/ng=">AAADHXicbVLLbtNAFJ2YVzGvBJZsLCKkFkWRjRRadhGwYIMoEmkrxca6nly7Q/1iZgyJRvMbbPkRtmWF2CHEj7BmbGeBXa5k++jMuY+5x1GZMiFd9/fAunT5ytVrO9ftGzdv3b4zHN09EkXFKS5okRb8JAKBKctxIZlM8aTkCFmU4nF09rw+P/6IXLAifys3JQYZJDmLGQVpqHDo+k0NJSFPkJsi2vElrqUSLNO7GKoneuKYjwiZfqfe671wOHanbhPOReBtwXi+54+CPwv/MBwNfvqrglYZ5pKmIMTSc0sZKOCS0RS17VcCS6BnkODSwBwyFIFqxtLOQ8OsnLjg5sml07D/ZijIhNhkkVFmIE9F/6wm/3e2rGR8ECiWl5XEnLaN4ip1ZOHUe3JWjCOV6cYAoJyZWR16ChyoNNvsd6lnE52bKAF527zDroVB2OPaq9q27b9AsyGOr0ze6xI5yII/Uj7wJIO1NhtL/EmNjHKFsTGr753iSaSVMWFiLJkd1G9Xd8VCcvgUIeebrtpr1LP9nhw+VLAVutuyTye1zdr8CF7f9ovg6PHUm03dN954/oy0sUPukwdkl3hkn8zJS3JIFoSSz+QrOSffrC/WufXd+tFKrcE25x7phPXrL3Q3AvY=</latexit>

sim(e6, e
j
si

)
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<latexit sha1_base64="PFHK0KffdZxfq++6jJ/5nHlP1/E=">AAADDXicbVJNb9NAEN2Yr2K+0nIEIYsICaEQ2UhR21tEQeJS2gJpK8VRNN6M3VXttdldQ6KVj3Dlj3At6gFx5Rdw4DfwJ1jbOWCXkWy9fftmZ3beBlnMpHLd3x3r0uUrV6+tXbdv3Lx1+053feNQprmgOKZpnIrjACTGjONYMRXjcSYQkiDGo+B0p9w/+oBCspS/U8sMpwlEnIWMgjLUrOv41Rka3udQ+AoXSlL99uXTXdiBN3vp62LW7bkDtwrnIvBWoDe6f37w59OD8/3ZeueXP09pniBXNAYpJ56bqakGoRiNsbD9XGIG9BQinBjIIUE51VUbhfPIMHMnTIX5uHIq9t8MDYmUyyQwygTUiWzvleT/9ia5CremmvEsV8hpXSjMY0elTjkXZ84EUhUvDQAqmOnVoScggCozvXaVsjfZuImWwOviDXYhDcIWV1/Vtm3/BZoJCdw1eXsZClCpeKJ9EFECi8JMLPL7JTLKOYbG4dorBTxCYZaFFlFQaGNC31gy3Cr/btEUSyXgY4BCLJtqr1IPN1vy6h3UQnd17Ha/tLl8CF7b9ovg8NnAGw7cA683ek7qWCP3yEPymHhkk4zIK7JPxoSSz+QrOSPfrC/WmfXd+lFLrc4q5y5phPXzL5vn/J8=</latexit>

SE-MaCaROoN

{ …

{
{

…
…

…
…

<latexit sha1_base64="Q/MeFCXD1HtOhotJ3XtPjJ0+2QY=">AAACenicbZDBbtNAEIY3htI0FJqUIxysRlULVJHdtCqilwg4cKlaJNJWjUM03ozTVddra3dcEll+hIoX4cYVHoR34cA6yYGkjLTSv//MaGa+MJXCkOf9rjgPHq48Wq2u1R6vP3m6UW9snpsk0xy7PJGJvgzBoBQKuyRI4mWqEeJQ4kV4877MX9yiNiJRn2mSYj+GkRKR4EDWGtR3+Jc8IBxTDlGEnIpiMP9/VW89z28ftf32rXXrTa/lTcO9L/y5aHaa346HVy++nw0aleNgmPAsRkVcgjE930upn4MmwSUWtSAzmAK/gRH2rFQQo+nn04sKd9s6QzdKtH2K3Kn7b0cOsTGTOLSVMdC1Wc6V5v9yvYyiN/1cqDQjVHw2KMqkS4lb4nGHQlsKcmIFcC3sri6/Bg2cLMTlKeVuZuGS3ICaDV9wx8Yqe3Mt+IAWhsYTW3KaogZK9Ks8AD2KYVxYOKNgr1QWt78M974432/5hy3vk9/svGOzqLLnbIvtMp8dsQ77yM5Yl3F2x36wn+xX5Y+z5bx0Xs9Kncq85xlbCOfgL6RQxtU=</latexit>

ca↵ect
wn:00137313v

<latexit sha1_base64="A25g8tXEPRPCpVwv9DYkqN45Awc=">AAACbHicbZDPSxtREMdfVq022hp/XESExdBSSht2DWLRS1APvYgKjQrZNMy+TOLDt2+X92ZtwrL0r+m1/ife/Se8ee/bxIOJHRj48J0ZZuYbJlIY8ryHkjMzO/dmfuFteXHp3fvlysrqhYlTzbHJYxnrqxAMSqGwSYIkXiUaIQolXoY3R0X98ha1EbH6QcME2xH0legJDmSlTmUDO1lAOKDsl9r3PL++V/frt3n+s96pVL2aNwr3NfjPUG1sH3xV92tPZ52V0kHQjXkaoSIuwZiW7yXUzkCT4BLzcpAaTIDfQB9bFhVEaNrZ6Ifc/WCVrtuLtU1F7kh9OZFBZMwwCm1nBHRtpmuF+L9aK6Xet3YmVJISKj5e1EulS7FbGOJ2hUZOcmgBuBb2VpdfgwZO1rbpLcVtZuKTzIAaL59QB8aS/bkcHKM1Q+OJbTlNUAPF+nMWgO5HMMitOf3gS0HWbn/a3NdwsVPzd2veuV9tHLJxLLBNts0+MZ/tsQb7zs5Yk3H2m/1hf9ld6dFZdzadrXGrU3qeWWMT4Xz8B1pYwF8=</latexit>

e3
wn:00137313v

<latexit sha1_base64="6wZ7tvpQcWomo6sICgQLKRz4fAg=">AAACbHicbZBRaxNBEMc3V60x2pq0vkgRjoaWUtpwa5CKfQnqgy9ihaYt5NIwt5mkS/f2jt25mnAcfhpf9Zv47pfwzXf3kj6YtAMDP/4zw8z8o1RJS0Hwu+KtPHi4+qj6uPbk6dr6s3pj48wmmRHYFYlKzEUEFpXU2CVJCi9SgxBHCs+j6/dl/fwGjZWJPqVpiv0YxlqOpABy0qD+Agd5SDih/Kt+GwS8fdTm7ZuiuOSDejNoBbPw7wK/hWZn+/hQ/9r8ezJoVI7DYSKyGDUJBdb2eJBSPwdDUigsamFmMQVxDWPsOdQQo+3nsx8Kf8cpQ3+UGJea/Jn6/0QOsbXTOHKdMdCVXa6V4n21XkajN/1c6jQj1GK+aJQpnxK/NMQfSoOC1NQBCCPdrb64AgOCnG3LW8rb7MInuQU9X76gTqwj93Mt/IDODIOfXMvnFA1QYvbzEMw4hknhzBmHByU5u/myuXfh7FWLv24FX3iz847No8q22DbbY5wdsQ77yE5Ylwn2jX1nP9jPyh/vubflvZy3epXbmU22EN7uP1Z8wF0=</latexit>

e1
wn:00137313v

<latexit sha1_base64="QbPEgeZiFYMrjU1gb/b1P9DCti4=">AAACeHicbZBNb9NAEIY35quEj6ZwhMOKqOJDKFpXRRR6iQoHLogikbYiDtF4M05XXa+t3XFJZPkXcOgf4cK1/SX8FU6s4x5IykgrPXpnVjPvG+daORLidyu4dv3GzVtrt9t37t67v97ZeHDgssJKHMhMZ/YoBodaGRyQIo1HuUVIY42H8cm7un94itapzHyheY6jFKZGJUoCeWnc2ZTjMiKcUfndvBVChG+2t3dOq+pbI0KSoKRq3OmKnlgUvwrhJXT73bPdydfHP/fHG63daJLJIkVDUoNzw1DkNCrBkpIaq3ZUOMxBnsAUhx4NpOhG5cJPxTe9MuFJZv0zxBfqvz9KSJ2bp7GfTIGO3WqvFv/XGxaU7IxKZfKC0MhmUVJoThmvw+ETZb1dPfcA0ip/K5fHYEGSj3B1S32bW3JSOjDN8iV15jx5z+3oPfowLH70I59ytECZfVFGYKcpzCofzjR6WZOPO1wN9yocbPXCVz3xOez291hTa+wRe8KesZC9Zn32ge2zAZPsB/vFztlF60/Ag6fB82Y0aF3+eciWKtj6C1AgxdE=</latexit>

ca↵ect
wn:00019448v

<latexit sha1_base64="HCrGL591ox7lCO2iIdVoGGgFJp8=">AAACeHicbZBNb9NAEIY35quEj6ZwhMOKqOJDKFq3VI3oJQIOXBBFIm1FHKLxZpyuul5bu+OSyPIv4MAf4cIVfgl/hRPruAeSMtJKj96Z1cz7xrlWjoT43QquXL12/cbGzfat23fubna27h25rLAShzLTmT2JwaFWBoekSONJbhHSWONxfPa67h+fo3UqMx9pkeM4hZlRiZJAXpp0tuWkjAjnVH4xL4Xo7/bFi93zqvrciJAkKKmadLqiJ5bFL0N4Ad1B99vB9NPD74eTrdZBNM1kkaIhqcG5UShyGpdgSUmNVTsqHOYgz2CGI48GUnTjcumn4ttemfIks/4Z4kv13x8lpM4t0thPpkCnbr1Xi//rjQpK+uNSmbwgNLJZlBSaU8brcPhUWW9XLzyAtMrfyuUpWJDkI1zfUt/mVpyUDkyzfEWdO0/eczt6gz4Mi+/8yPscLVBmn5UR2FkK88qHM4ue1+TjDtfDvQxHO71wryc+hN3BK9bUBnvAHrEnLGT7bMDeskM2ZJJ9ZT/YT/ar9SfgwePgaTMatC7+3GcrFez8BVBFxdE=</latexit>

ca↵ect
wn:00838043v

<latexit sha1_base64="G4cGamNbbGjUyWgrDFU/1KOY5sE=">AAACbHicbZBNT9tAEIY3Lm0h/QoflwpVsohaVRWN1hWofFwi6KGXqlRqAClOo/FmElas19buGBJZFr+GK/0n3PkT3LizTjg0oSON9OidGc3MG6VKWuL8puI9mXv67Pn8QvXFy1ev39QWlw5tkhmBLZGoxBxHYFFJjS2SpPA4NQhxpPAoOt0v60dnaKxM9G8apdiJYaBlXwogJ3Vrb7Gbh4RDys/1Duc82N7Y2Dorij9Bt1bnDT4O/zEED1Bvru1+1tfLdwfdxcpu2EtEFqMmocDadsBT6uRgSAqFRTXMLKYgTmGAbYcaYrSdfPxD4b93Ss/vJ8alJn+s/juRQ2ztKI5cZwx0Ymdrpfi/Wjuj/lYnlzrNCLWYLOpnyqfELw3xe9KgIDVyAMJId6svTsCAIGfb7JbyNjv1SW5BT5ZPqUPryP1cDb+hM8PgD9fyM0UDlJhPeQhmEMOwcOYMwvWSnN3BrLmP4fBLI9hs8F9BvbnHJjHPVtka+8gC9pU12Xd2wFpMsAt2ya7Y38qtt+Kteu8mrV7lYWaZTYX34R5mEsBl</latexit>

e1
wn:00019448v

<latexit sha1_base64="VqYCrgZpFsirWDTYaH6KzGumCig=">AAACbHicbZDPSxtREMdf1v6wsT9i00sRYTEoRTS8FYu2XkLbQy9SBaNCNobZl0l8+Pbt8t5smrAs/Wt6bf+T3vtP9NZ73yYemujAwIfvzDAz3yhV0hLnvyve0oOHjx4vP6muPH32/EVt9eW5TTIjsC0SlZjLCCwqqbFNkhRepgYhjhReRDcfy/rFCI2ViT6jSYrdGIZaDqQAclKv9hp7eUg4pvyrfs85D97t7x+OiuJqr1dr8Cafhn8XgltotDaOdvWv+t+T3mrlKOwnIotRk1BgbSfgKXVzMCSFwqIaZhZTEDcwxI5DDTHabj79ofA3ndL3B4lxqcmfqv9P5BBbO4kj1xkDXdvFWineV+tkNDjs5lKnGaEWs0WDTPmU+KUhfl8aFKQmDkAY6W71xTUYEORsW9xS3mbnPskt6NnyOXVsHbmfq+EndGYYPHYtX1I0QInZzkMwwxjGhTNnGO6U5OwOFs29C+d7zeBtk58GjdYHNotltsY22BsWsAPWYp/ZCWszwb6x7+wH+1n5473y1rz1WatXuZ2ps7nwtv4BaADAZg==</latexit>

e2
wn:00019448v

…
…
…

<latexit sha1_base64="3azi6JTo+2VEe/YpskLHCaEoFz0=">AAACbHicbZBRTxNBEMe3JyhW0CK+EGJyodEQg82eaGzkpREeeDFiYoGkV5u57bTdsLd32Z3DNpeLn4ZX+Ca++yV84529lgdbnGSSX/4zk5n5R6mSljj/U/EeLC0/fLTyuPpkde3ps9r68xObZEZgWyQqMWcRWFRSY5skKTxLDUIcKTyNzg/K+ukFGisT/Z0mKXZjGGo5kALISb3aJvbykHBM+U/9ifPmXpO/37soih9Br1bnDT4N/z4Ed1Bvbe+/1b83bo5765X9sJ+ILEZNQoG1nYCn1M3BkBQKi2qYWUxBnMMQOw41xGi7+fSHwn/llL4/SIxLTf5U/Xcih9jaSRy5zhhoZBdrpfi/WiejQbObS51mhFrMFg0y5VPil4b4fWlQkJo4AGGku9UXIzAgyNm2uKW8zc59klvQs+Vz6tg6cj9Xw0N0Zhj84lq+pmiAEvMmD8EMYxgXzpxhuFuSsztYNPc+nLxrBB8a/FtQb31ms1hhW2yb7bCAfWQtdsSOWZsJ9otdsit2XfnrvfC2vJezVq9yN7PB5sJ7fQtmN8Bl</latexit>

e1
wn:00838043v

<latexit sha1_base64="yKXASpu6FdQE5ooZ+tbu2tC+f0s=">AAACbHicbZDfSxtBEMc3V9va2B+x9kWkcBhaSmnDnrY01JegfehL0UKjQi4Nc5tJXNzbO3bnbMJx9K/xVf8T3/0nfPPdvcQHEx0Y+PCdGWbmG6VKWuL8suI9Wnj85Onis+rS8xcvX9WWX+/bJDMC2yJRiTmMwKKSGtskSeFhahDiSOFBdLxT1g9O0FiZ6D80TrEbw1DLgRRATurVVrGXh4Qjyv/p75w3N5v8y+ZJUfzd6NXqvMEn4d+H4BbqrfWtz/pi5Xqvt1zZCvuJyGLUJBRY2wl4St0cDEmhsKiGmcUUxDEMseNQQ4y2m09+KPx3Tun7g8S41ORP1LsTOcTWjuPIdcZAR3a+VooP1ToZDZrdXOo0I9RiumiQKZ8SvzTE70uDgtTYAQgj3a2+OAIDgpxt81vK2+zMJ7kFPV0+o46sI/dzNfyBzgyDv1zLbooGKDEf8xDMMIZR4cwZhp9KcnYH8+beh/2NRvC1wX8H9dY2m8YiW2Pr7AML2DfWYj/ZHmszwf6zU3bGzitX3htvzXs7bfUqtzMrbCa89zdoJcBm</latexit>

e2
wn:00838043v

<latexit sha1_base64="a2qSi0rI7U5LkESCKbMHmvMW/QE=">AAACbHicbZDfSxtBEMc3Z1s1/RW1L0UKh6GlFBv2jGKoL6HtQ19KLTQq5NIwt5nExb29Y3dOE47Dv6av7X/Sd/8J33x3L/GhiR0Y+PCdGWbmG6VKWuL8quItPXj4aHlltfr4ydNnz2tr60c2yYzAjkhUYk4isKikxg5JUniSGoQ4UngcnX0q68fnaKxM9A+apNiLYaTlUAogJ/VrL7Gfh4Rjyi/0B85bzRbfbZ4Xxc9mv1bnDT4N/z4Ed1Bvbx281383bg77a5WDcJCILEZNQoG13YCn1MvBkBQKi2qYWUxBnMEIuw41xGh7+fSHwn/tlIE/TIxLTf5U/Xcih9jaSRy5zhjo1C7WSvF/tW5Gw1YvlzrNCLWYLRpmyqfELw3xB9KgIDVxAMJId6svTsGAIGfb4pbyNjv3SW5Bz5bPqWPryP1cDT+jM8PgV9fyLUUDlJh3eQhmFMO4cOaMwu2SnN3Born34WinEew1+Peg3v7IZrHCNtkWe8sCts/a7As7ZB0m2CX7xX6zP5Vr74W36b2atXqVu5kNNhfem1tqE8Bn</latexit>

e3
wn:00838043v

<latexit sha1_base64="vHbUMIRrqblCk9Br5Yl7QrjhFDU=">AAADBnicbVJNb9NAEN2YrxI+mtIT4mI1QkIoROtGUQpcIuDQC6JIpK0Uh2i8GbtW7bXZXbeJVhZX/gjXckK98gu4ceCHcGdt54BdRrL1/OaNZ2feemkUSkXp75Z17fqNm7c2brfv3L13f7Oz9eBQJplgOGFJlIhjDyRGIceJClWEx6lAiL0Ij7zT10X+6AyFDBP+Qa1SnMUQ8NAPGShDzTsPca5dhUulz/kLSp3BaOAMzvL84+6806V9WoZ9FThr0B3vvHzGf27/OZhvtX65i4RlMXLFIpBy6tBUzTQIFbII87abSUyBnUKAUwM5xChnupwhtx8bZmH7iTAPV3bJ/luhIZZyFXtGGYM6kc1cQf4vN82UvzfTIU8zhZxVjfwsslViFwuxF6FApqKVAcBEaM5qsxMQwJRZW7NLcTZZm0RL4FXzGruUBmGDq0Ztt9vuGzQbEvjW1L1LUYBKxFPtgghiWOZmY4HbK5BRLtA31paVWgEPUJjPXIvAy7UxoWcsGe4Vb5rXxVIJOPdQiFVd7ZTq4aghh08ZrIV0/dvnvcLm3FwEp2n7VXC423eGffre6Y5fkSo2yCOyQ54Qh4zImOyTAzIhjHwmX8kF+WZ9sS6s79ZlJbVa65ptUgvrx1/AGvfJ</latexit>

e2
wn:00137313v

<latexit sha1_base64="GcwPfaKiPbN3z7qWLHdkrC1PAYU=">AAACZHicbZDPSsNAEMa38X/91yqeBFkUQUVKIoiCF1EPXkQFq0ITw2Q7raubTdjdqCX0UbzqM/kCPoJnN60HWx1Y+PHNLPPNF6WCa+O6HyVnZHRsfGJyqjw9Mzs3X6kuXOskUwzrLBGJuo1Ao+AS64YbgbepQogjgTfR43HRv3lCpXkir0wnxSCGtuQtzsBYKaxU/VaiQAiKYa5D3r17CCtrbs3tFf0L3g+sHW761eCr7l+E1dKB30xYFqM0TIDWDc9NTZCDMpwJ7Jb9TGMK7BHa2LAoIUYd5D3vXbpulSa1JuyThvbU3z9yiLXuxJGdjMHc6+FeIf7Xa2SmtR/kXKaZQcn6i1qZoCahRRC0yRUyIzoWgCluvVJ2DwqYsXENbym86YFLcg2yv3xAfdGW7M1l/wRtGArP7Mh5igpMorZyH1Q7hpeuDaftbxdk4/aGw/0L1zs1b7fmXtrcj0i/JskyWSUbxCN75JCckgtSJ4w8k1fyRt5Ln86Ms+gs9Ued0s+fRTJQzso3FoO+CA==</latexit>

8ej
si

WordNet

… …

<latexit sha1_base64="k07PqULgsk4IgsFs0u/QLhnJqyY=">AAAC7HicbVLdatRAFJ6NP63xr9VLb4KLILIsibC0XkiLeuGN2IrbFjZLOZk9SYcmk3RmUrsMeQJv65V4JfgqPoGIb+NJshcm9cAMX77znZy/iYpUaOP7fwbOtes3bq6t33Jv37l77/7G5oMDnZeK45Tnaa6OItCYColTI0yKR4VCyKIUD6PT17X/8ByVFrn8aJYFzjNIpIgFB0PU/ofjjaE/9hvzroJgBYY7P92Xxfff7t7x5uBXuMh5maE0PAWtZ4FfmLkFZQRPsXLDUmMB/BQSnBGUkKGe26bSyntCzMKLc0VHGq9h/42wkGm9zCJSZmBOdN9Xk//zzUoTb8+tkEVpUPI2UVymnsm9um1vIRRyky4JAFeCavX4CSjghobTz1LXpjudWA2yTd5hLzQh7HFtq67rhm+QJqTwHcW9L1CBydUzG4JKMrioaGJJOKoRKRcY0wKbSGtAJqjos7IqiSpLSxjRSibb9e1XXbE2Cj5FqNSyqw4a9WSrJ4ezElZCf/XbF6N6zRU9hKC/9qvg4Pk4mIz9/WC4+4q1ts4escfsKQvYFttlb9kemzLOkH1ml+yLI51L56vzrZU6g1XMQ9Yx58df0HbuoQ==</latexit>

R

<latexit sha1_base64="A25g8tXEPRPCpVwv9DYkqN45Awc=">AAACbHicbZDPSxtREMdfVq022hp/XESExdBSSht2DWLRS1APvYgKjQrZNMy+TOLDt2+X92ZtwrL0r+m1/ife/Se8ee/bxIOJHRj48J0ZZuYbJlIY8ryHkjMzO/dmfuFteXHp3fvlysrqhYlTzbHJYxnrqxAMSqGwSYIkXiUaIQolXoY3R0X98ha1EbH6QcME2xH0legJDmSlTmUDO1lAOKDsl9r3PL++V/frt3n+s96pVL2aNwr3NfjPUG1sH3xV92tPZ52V0kHQjXkaoSIuwZiW7yXUzkCT4BLzcpAaTIDfQB9bFhVEaNrZ6Ifc/WCVrtuLtU1F7kh9OZFBZMwwCm1nBHRtpmuF+L9aK6Xet3YmVJISKj5e1EulS7FbGOJ2hUZOcmgBuBb2VpdfgwZO1rbpLcVtZuKTzIAaL59QB8aS/bkcHKM1Q+OJbTlNUAPF+nMWgO5HMMitOf3gS0HWbn/a3NdwsVPzd2veuV9tHLJxLLBNts0+MZ/tsQb7zs5Yk3H2m/1hf9ld6dFZdzadrXGrU3qeWWMT4Xz8B1pYwF8=</latexit>

e3
wn:00137313v

<latexit sha1_base64="6wZ7tvpQcWomo6sICgQLKRz4fAg=">AAACbHicbZBRaxNBEMc3V60x2pq0vkgRjoaWUtpwa5CKfQnqgy9ihaYt5NIwt5mkS/f2jt25mnAcfhpf9Zv47pfwzXf3kj6YtAMDP/4zw8z8o1RJS0Hwu+KtPHi4+qj6uPbk6dr6s3pj48wmmRHYFYlKzEUEFpXU2CVJCi9SgxBHCs+j6/dl/fwGjZWJPqVpiv0YxlqOpABy0qD+Agd5SDih/Kt+GwS8fdTm7ZuiuOSDejNoBbPw7wK/hWZn+/hQ/9r8ezJoVI7DYSKyGDUJBdb2eJBSPwdDUigsamFmMQVxDWPsOdQQo+3nsx8Kf8cpQ3+UGJea/Jn6/0QOsbXTOHKdMdCVXa6V4n21XkajN/1c6jQj1GK+aJQpnxK/NMQfSoOC1NQBCCPdrb64AgOCnG3LW8rb7MInuQU9X76gTqwj93Mt/IDODIOfXMvnFA1QYvbzEMw4hknhzBmHByU5u/myuXfh7FWLv24FX3iz847No8q22DbbY5wdsQ77yE5Ylwn2jX1nP9jPyh/vubflvZy3epXbmU22EN7uP1Z8wF0=</latexit>

e1
wn:00137313v

<latexit sha1_base64="G4cGamNbbGjUyWgrDFU/1KOY5sE=">AAACbHicbZBNT9tAEIY3Lm0h/QoflwpVsohaVRWN1hWofFwi6KGXqlRqAClOo/FmElas19buGBJZFr+GK/0n3PkT3LizTjg0oSON9OidGc3MG6VKWuL8puI9mXv67Pn8QvXFy1ev39QWlw5tkhmBLZGoxBxHYFFJjS2SpPA4NQhxpPAoOt0v60dnaKxM9G8apdiJYaBlXwogJ3Vrb7Gbh4RDys/1Duc82N7Y2Dorij9Bt1bnDT4O/zEED1Bvru1+1tfLdwfdxcpu2EtEFqMmocDadsBT6uRgSAqFRTXMLKYgTmGAbYcaYrSdfPxD4b93Ss/vJ8alJn+s/juRQ2ztKI5cZwx0Ymdrpfi/Wjuj/lYnlzrNCLWYLOpnyqfELw3xe9KgIDVyAMJId6svTsCAIGfb7JbyNjv1SW5BT5ZPqUPryP1cDb+hM8PgD9fyM0UDlJhPeQhmEMOwcOYMwvWSnN3BrLmP4fBLI9hs8F9BvbnHJjHPVtka+8gC9pU12Xd2wFpMsAt2ya7Y38qtt+Kteu8mrV7lYWaZTYX34R5mEsBl</latexit>

e1
wn:00019448v

<latexit sha1_base64="VqYCrgZpFsirWDTYaH6KzGumCig=">AAACbHicbZDPSxtREMdf1v6wsT9i00sRYTEoRTS8FYu2XkLbQy9SBaNCNobZl0l8+Pbt8t5smrAs/Wt6bf+T3vtP9NZ73yYemujAwIfvzDAz3yhV0hLnvyve0oOHjx4vP6muPH32/EVt9eW5TTIjsC0SlZjLCCwqqbFNkhRepgYhjhReRDcfy/rFCI2ViT6jSYrdGIZaDqQAclKv9hp7eUg4pvyrfs85D97t7x+OiuJqr1dr8Cafhn8XgltotDaOdvWv+t+T3mrlKOwnIotRk1BgbSfgKXVzMCSFwqIaZhZTEDcwxI5DDTHabj79ofA3ndL3B4lxqcmfqv9P5BBbO4kj1xkDXdvFWineV+tkNDjs5lKnGaEWs0WDTPmU+KUhfl8aFKQmDkAY6W71xTUYEORsW9xS3mbnPskt6NnyOXVsHbmfq+EndGYYPHYtX1I0QInZzkMwwxjGhTNnGO6U5OwOFs29C+d7zeBtk58GjdYHNotltsY22BsWsAPWYp/ZCWszwb6x7+wH+1n5473y1rz1WatXuZ2ps7nwtv4BaADAZg==</latexit>

e2
wn:00019448v

<latexit sha1_base64="3azi6JTo+2VEe/YpskLHCaEoFz0=">AAACbHicbZBRTxNBEMe3JyhW0CK+EGJyodEQg82eaGzkpREeeDFiYoGkV5u57bTdsLd32Z3DNpeLn4ZX+Ca++yV84529lgdbnGSSX/4zk5n5R6mSljj/U/EeLC0/fLTyuPpkde3ps9r68xObZEZgWyQqMWcRWFRSY5skKTxLDUIcKTyNzg/K+ukFGisT/Z0mKXZjGGo5kALISb3aJvbykHBM+U/9ifPmXpO/37soih9Br1bnDT4N/z4Ed1Bvbe+/1b83bo5765X9sJ+ILEZNQoG1nYCn1M3BkBQKi2qYWUxBnMMQOw41xGi7+fSHwn/llL4/SIxLTf5U/Xcih9jaSRy5zhhoZBdrpfi/WiejQbObS51mhFrMFg0y5VPil4b4fWlQkJo4AGGku9UXIzAgyNm2uKW8zc59klvQs+Vz6tg6cj9Xw0N0Zhj84lq+pmiAEvMmD8EMYxgXzpxhuFuSsztYNPc+nLxrBB8a/FtQb31ms1hhW2yb7bCAfWQtdsSOWZsJ9otdsit2XfnrvfC2vJezVq9yN7PB5sJ7fQtmN8Bl</latexit>

e1
wn:00838043v

<latexit sha1_base64="yKXASpu6FdQE5ooZ+tbu2tC+f0s=">AAACbHicbZDfSxtBEMc3V9va2B+x9kWkcBhaSmnDnrY01JegfehL0UKjQi4Nc5tJXNzbO3bnbMJx9K/xVf8T3/0nfPPdvcQHEx0Y+PCdGWbmG6VKWuL8suI9Wnj85Onis+rS8xcvX9WWX+/bJDMC2yJRiTmMwKKSGtskSeFhahDiSOFBdLxT1g9O0FiZ6D80TrEbw1DLgRRATurVVrGXh4Qjyv/p75w3N5v8y+ZJUfzd6NXqvMEn4d+H4BbqrfWtz/pi5Xqvt1zZCvuJyGLUJBRY2wl4St0cDEmhsKiGmcUUxDEMseNQQ4y2m09+KPx3Tun7g8S41ORP1LsTOcTWjuPIdcZAR3a+VooP1ToZDZrdXOo0I9RiumiQKZ8SvzTE70uDgtTYAQgj3a2+OAIDgpxt81vK2+zMJ7kFPV0+o46sI/dzNfyBzgyDv1zLbooGKDEf8xDMMIZR4cwZhp9KcnYH8+beh/2NRvC1wX8H9dY2m8YiW2Pr7AML2DfWYj/ZHmszwf6zU3bGzitX3htvzXs7bfUqtzMrbCa89zdoJcBm</latexit>

e2
wn:00838043v

<latexit sha1_base64="a2qSi0rI7U5LkESCKbMHmvMW/QE=">AAACbHicbZDfSxtBEMc3Z1s1/RW1L0UKh6GlFBv2jGKoL6HtQ19KLTQq5NIwt5nExb29Y3dOE47Dv6av7X/Sd/8J33x3L/GhiR0Y+PCdGWbmG6VKWuL8quItPXj4aHlltfr4ydNnz2tr60c2yYzAjkhUYk4isKikxg5JUniSGoQ4UngcnX0q68fnaKxM9A+apNiLYaTlUAogJ/VrL7Gfh4Rjyi/0B85bzRbfbZ4Xxc9mv1bnDT4N/z4Ed1Bvbx281383bg77a5WDcJCILEZNQoG13YCn1MvBkBQKi2qYWUxBnMEIuw41xGh7+fSHwn/tlIE/TIxLTf5U/Xcih9jaSRy5zhjo1C7WSvF/tW5Gw1YvlzrNCLWYLRpmyqfELw3xB9KgIDVxAMJId6svTsGAIGfb4pbyNjv3SW5Bz5bPqWPryP1cDT+jM8PgV9fyLUUDlJh3eQhmFMO4cOaMwu2SnN3Born34WinEew1+Peg3v7IZrHCNtkWe8sCts/a7As7ZB0m2CX7xX6zP5Vr74W36b2atXqVu5kNNhfem1tqE8Bn</latexit>

e3
wn:00838043v

<latexit sha1_base64="vHbUMIRrqblCk9Br5Yl7QrjhFDU=">AAADBnicbVJNb9NAEN2YrxI+mtIT4mI1QkIoROtGUQpcIuDQC6JIpK0Uh2i8GbtW7bXZXbeJVhZX/gjXckK98gu4ceCHcGdt54BdRrL1/OaNZ2feemkUSkXp75Z17fqNm7c2brfv3L13f7Oz9eBQJplgOGFJlIhjDyRGIceJClWEx6lAiL0Ij7zT10X+6AyFDBP+Qa1SnMUQ8NAPGShDzTsPca5dhUulz/kLSp3BaOAMzvL84+6806V9WoZ9FThr0B3vvHzGf27/OZhvtX65i4RlMXLFIpBy6tBUzTQIFbII87abSUyBnUKAUwM5xChnupwhtx8bZmH7iTAPV3bJ/luhIZZyFXtGGYM6kc1cQf4vN82UvzfTIU8zhZxVjfwsslViFwuxF6FApqKVAcBEaM5qsxMQwJRZW7NLcTZZm0RL4FXzGruUBmGDq0Ztt9vuGzQbEvjW1L1LUYBKxFPtgghiWOZmY4HbK5BRLtA31paVWgEPUJjPXIvAy7UxoWcsGe4Vb5rXxVIJOPdQiFVd7ZTq4aghh08ZrIV0/dvnvcLm3FwEp2n7VXC423eGffre6Y5fkSo2yCOyQ54Qh4zImOyTAzIhjHwmX8kF+WZ9sS6s79ZlJbVa65ptUgvrx1/AGvfJ</latexit>

e2
wn:00137313v

<latexit sha1_base64="y/cv5/DgYgkqAPNPPY25iMofD9w=">AAADKXicbVJLb9NAEN6aVzGvBI5cVkRICEWRjYjSHhAVcOgFURBpKsVRNN6M3VXXa7O7po0s/xROSHDoD+HMiceVP8LazgG7jOTV52++mdmdmTATXBvP+7XlXLp85eq17evujZu3bt/p9e8e6jRXDKcsFak6CkGj4BKnhhuBR5lCSEKBs/DkZeWffUSleSrfm3WGiwRiySPOwFhq2esHdY5Cg0hSWdJ3s2Vv4I282uhF4G/A4Pk391n2+Yd7sOw7JFilLE9QGiZA67nvZWZRgDKcCSzdINeYATuBGOcWSkhQL4q6bkkfWmZFo1TZTxpas/9GFJBovU5Cq0zAHOuuryL/55vnJtpZFFxmuUHJmkJRLqhJadUIuuIKmRFrC4Apbu9K2TEoYMa2q1uluptuvcR2TDbFW+yZtgg7XPNU13WDV2g7pPC1jXuToQKTqsdFACpO4Ky0HYuDYYWscoWRHWkzHAMyRmV/y0LFYVnYIQztSMY71emVbbE2Ck5DVGrdVvu1ejzpyOFDDhuht0m7O6zG3E3bLEgr5dPd+pyUdmf87oZcBIdPRv545L31B3svSGPb5D55QB4Rn0zIHtknB2RKGDkln8gX8tU5d747P53fjdTZ2sTcIy1z/vwFIoMEUA==</latexit>

RW

<latexit sha1_base64="jYqOkzxe0MN/3tlBjIOUu4ZZYRs=">AAADP3icbVLNbtNAEN6avxJ+msKRy6oRokAUrWmjpEhIEXDggiiItJXiKBpvxq5Ve21212kiy4/AjTfhCgceo0/ADXHlxtrOAbuM5NXnb76Z2ZlZNwkDpRm72LCuXL12/cbmzdat23fubrW37x2pOJUcxzwOY3nigsIwEDjWgQ7xJJEIkRvisXv2qvAfL1CqIBYf9SrBaQS+CLyAgzbUrP3I0bjU2SLWmO9W+Fw8Z2y4N2T7e4u8Sz88pi+oPWt3WI+VRi8Dew06ox3n6ZeL0epwtm0RZx7zNEKheQhKTWyW6GkGUgc8xLzlpAoT4Gfg48RAARGqaVZ2lNOHhplTL5bmE5qW7L8RGURKrSLXKCPQp6rpK8j/+Sap9obTLBBJqlHwqpCXhlTHtBgPnQcSuQ5XBgCXgbkr5acggWszxGaV4m6q1kmmQFTFa+xSGYQNrmq11Wo5r9FMSOJbE/cuQQk6lk8yB6QfwTI3E/OdboGMco6eWXQZmWkQPkrzm2fSd/PMLKFrVtIfFifL62KlJZy7KOWqrrZLdX/QkMOnFNZCtk570C3W3EwLYRSLesr9g/Ic5ObN2M0XchkcPevZ/R57b3dGL0llm+QB2SG7xCYDMiJvyCEZE04+k6/kG/lu/bB+Wr+s35XU2ljH3Cc1s/78BeeoCvA=</latexit>

vote(wn:00838043v, R) = 1

<latexit sha1_base64="9eNjmuXwG0L/Yq+eNvLcjCfLlrY=">AAADS3icbVLNbtNAEN66FIr5aQpHLqtGSAWiyG6I0iIhRcCBC6Ig0laKo2i8GbtW7bXZXaexLL8FF56GKxx4gD4HN8SBtZ0DdhnJq8/ffvOzM+MmYSCVZV1tGJs3tm7e2r5t3rl77/5OZ/fBiYxTwXDC4jAWZy5IDAOOExWoEM8SgRC5IZ66F6/L+9MlChnE/JPKEpxF4PPACxgoTc07A6eKkcPnFApH4Urly1hhsV/jS/7CsuzBaGAPlkWPfnxCX9KDeadr9a3K6HVgr0F3vOc8+3I1zo7nuwZxFjFLI+SKhSDl1LYSNctBqICFWJhOKjEBdgE+TjXkEKGc5VVlBX2smQX1YqE/rmjF/uuRQyRlFrlaGYE6l+27kvzf3TRV3uEsD3iSKuSsTuSlIVUxLVtFF4FApsJMA2Ai0LVSdg4CmNINbWcpa5ONl+QSeJ28wa6kRtji6qeapum8Qd0hge+03/sEBahYPM0dEH4Eq0J3zHd6JdLKBXp66PX4FHAfhf4tcuG7Ra6H0NMjGR6Wp1U0xVIJuHRRiKyptiv1cNSSV6tRC6112KNeOeZ2WAijmDdDPj+qzlGhd8Zub8h1cHLQt4d964PdHb8itW2TR2SP7BObjMiYvCXHZEIY+Uq+ke/kh/HT+GX8Nv7UUmNj7fOQNGxz6y9NEg99</latexit>

vote(wn:00137313v, R) = 2

<latexit sha1_base64="dLdMDtCh8rxT/LAhX2w5/MgO3Uc=">AAADP3icbVLNbtNAEN6avxJ+mpYjl1UjRIEoWqNESZCQIuDABVEQaSvFUTTeTFyr9trdXaeJLD8CN96EKxx4jD4BN8SVG2s7B+wyklefv/lmZmdm3TjwlWbscsu6dv3GzVvbtxt37t67v9Pc3TtSUSI5jnkURPLEBYWBL3CsfR3gSSwRQjfAY/fsde4/XqJUfiQ+6XWM0xA84S98DtpQs+ZjR+NKp8tIY3ZQ4gvxgjFmD7vdwTJr049P6EvKZs0W67DC6FVgb0BrtO88+3I5Wh/Odi3izCOehCg0D0Cpic1iPU1Bap8HmDWcRGEM/Aw8nBgoIEQ1TYuOMvrIMHO6iKT5hKYF+29ECqFS69A1yhD0qar7cvJ/vkmiF4Np6os40Sh4WWiRBFRHNB8PnfsSuQ7WBgCXvrkr5acggWszxHqV/G6q0kmqQJTFK+xKGYQ1rmy10Wg4b9BMSOI7E/c+Rgk6kk9TB6QXwiozE/Ocdo6Mco4Ls+giMtUgPJTmN0ul52apWULbrKQ3yE+WVcVKS7hwUcp1VW0X6l6/JofzBDZCtkk7bOdrrqeFIIxENWV3WJz9zLwZu/5CroKj5x2712Ef7NboFSltmzwk++SA2KRPRuQtOSRjwsln8pV8I9+tH9ZP65f1u5RaW5uYB6Ri1p+/5NAK7w==</latexit>

vote(wn:00019448v, R) = 0

FIGURE 5.2: Graphical illustration of the working rationale of the WSD strat-
egy. Let us consider the word affect, as our target word, occurring in the sen-
tence We must believe that we have the ability to affect our own destinies: otherwise
why try anything?. At first we build contextual embeddings for each word
in the sentence through BERT; then we retain only the representations for
W(W = 3) words from the left (left context, orange in the figure) and W words
from the right (right context, pink in the figure) of the target word, along with
the embedding for affect. We then compute the similarity between the context,
including the target word, and every occurrence ej

si of each sense of affect in
SE-MACAROON; we then define the score for ei

s as the weighted average of
the similarities. Eventually, we rank all the occurrences ej

si of each word sense
for affect and extract, through majority voting, the sense wn:00137313v as the
most likely sense considering the top N (N = 3) occurrences of the ranking.

word in the WordNet sense inventory, thus obtaining the set of candidate senses

Swt = {swt
1 , swt

2 , . . . , swt
n } as all the word senses for wt for which a correspondence can
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be found in SE-MACAROON. Since we refer to senses for wt, in what follows the

superscript wt is dropped to simplify the notation: si will thus be intended as swt
i .

For the sake of the readability, we recall here that each SE-MACAROON entry cwt
si

is defined as cwt
si = [e1

si
, e2

si
, . . . , en

si
], that is, the set of occurrences of the word senses

si expressed by the word wt, thus we retain only WordNet’s senses swt
i with a cor-

responding SE-MACAROON entry cwt
si . The scoring step is aimed at computing a

score for each such sense occurrence ej
si , expressing the semantic similarity between

ej
si and wt along with its related context CTXwt . Therefore, given a candidate word

sense si and its occurrence ej
si for the target word wt, we defined different scoring

functions.

α score function The first scoring function is defined as follows:

score(ej
si) =

(
1

2d + 1
[α · sim(et, ej

si)

)
+ ∑

k∈[t−d,...,t−1,t+1,...,t+d]

(
(1 − α)

2d
· sim

(
ek, ej

si

))
,

(5.3)

where et and ek indicate a given embedding representation for the target word and

the words in the context CTXwt respectively, while sim is the cosine similarity func-

tion between the two vectors at hand. The α parameter is used to tune up the balance

between the relevance of the similarity among the word sense and the target word

representation, and the similarity between the word sense and the context words

representations. α default value was set to 0.5 (it’s value is further analyzed in Sec-

tion 5.3.5). We end up with a score for each occurrence sj
si of the candidate word

sense si from Swt .

Weighted score For the second scoring function we got rid of the α parameter,

and instead the context is directly used as weight for the similarity between et and

ek.

score(ej
si) = sim(et, ej

si) ·
1
|K| ∑

k∈K=[t−d,...,t−1,t+1,...,t+d]
sim(ek, ej

si), (5.4)

In this specific case we opted for using the mean value of the similarities of the

elements of the context as weight for the similarity between et and ek, while in a
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variant of the formula we also explored the max value:

score(ej
si) = sim(et, ej

si) · max
k∈K=[t−d,...t−1,t+1,...t+d]

(sim(ek, ej
si)), (5.5)

Let us consider again the Figure 5.2, showing that SE-MACAROON contains three

different sense representations for affect: caffect
wn:00137313v, caffect

wn:00019448v and caffect
wn:00838043v.

Since each SE-MACAROON entry is provided with multiple occurrences, we com-

pute the similarity between the contextual representation from e6 to e12 and each

word sense occurrence ej
si .

8 We therefore compute a score for ej
si according to one

of the equations 5.3, 5.4 or 5.5: in the first case the similarity between e9 and ej
si is

weighted by α, while each similarity score defined between the context words and

ej
si is equally weighted by (1−α)

6 , where d = 3, thus obtaining 2d = 6.

Word senses ranking Once we have computed a score for each occurrence for

senses in Swt we proceed with the ranking step. We therefore define the ranking

R as the list of occurrences of senses ej
si sorted in descending order, based on their

associated score. In order to retrieve the most likely word sense for wt we adopt a

majority voting strategy on the top N items of the ranking R. More precisely, we i)

define a window RW containing the top N ranked items as RW = [ej
si , . . . , el

sk
]; ii) we

count the number of times in which a sense occurs in RW; and iii) we select the top

scoring sense. More formally, for each word sense si in Swt , we define the following

voting function:

vote(si, R) = ∑
ej

sk∈RW

count(si, ej
sk), (5.6)

where the count function returns 1 if si = sk, that is:

count(si, ej
sk) =


1 if si = sk

0 otherwise
. (5.7)

Once all the senses from Swt have been provided with a score through the voting

function, we select the most voted word sense for our target word wt. More formally,

8e9 is the contextualized embedding for the target word affect, while [e6, e7, e8, e10, e11, e12] represent
the context CTXaffect.
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to retrieve the most voted word sense, we select s∗ such that

s∗ = arg max
si∈Swt

vote(si, R), (5.8)

that is, s∗ is the most voted word sense in the top N elements of the ranking R.

Let us again consider the example reported in Figure 5.2: here the ranking R is

built by sorting the occurrences for the three senses wn:00137313v, wn:00838043v

and wn:00019448v for affect. In the example, the size N of window RW is set to 3,

thus obtaining two votes for the sense wn:00137313v and one vote for wn:00838043v.

Therefore, we select the sense wn:00137313v for the target word affect in our input

sentence. Should multiple senses receive the same number of votes in then rank-

ing step, the choice is made based on the similarity value of the candidates of those

senses: we select the sense whose candidate obtained the max similarity value.

5.3.4 Evaluation Metrics

Precision (P), Recall (R), and their harmonic mean (F1) metrics have been largely ac-

cepted from the literature to assess the performance of systems on the Word Sense

Disambiguation task. The mentioned metrics have been adopted to overcome the

Accuracy drawback: the accuracy focuses on the positive class, giving no intuition

on the system’s performances on the negative class (Edmonds and Cotton, 2001;

Cohn, 2003). Following the literature, we define the precision as the fraction of cor-

rectly predicted senses within the set of instances for which the algorithm provided

an answer, while the recall is computed as the proportion of correctly predicted

senses out of the set of correct answers. More formally, the employed metrics are

defined as follows:

P =
TP

TP + FP
R =

TP
|D| F1 = 2 ∗ P ∗ R

P + R
(5.9)

where TP (True Positives) are the correctly predicted instances; FP (False Positives)

denote the instances for which the system provided a wrong prediction out of the |D|
tagged instances in the evaluation benchmark. It is worth noting that TP+ FP corre-

sponds to the number of instances for which the system under evaluation was able
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TABLE 5.3: Results on the SemEval 17 English dataset. The reported figures
express the precision (P) and recall (R) metrics along with their harmonic
mean F1 calculated according to the different reported equations. For all the
lines in this table we adopted the same configuration: α = 0.5 (where appli-

cable), d=3, N=5

LM Corpus Scoring function
ALL
n = 7253

P R F1

BERT SemCor Eq. 5.3 0.7548 0.6785 0.7146
BERT (AVG) SemCor Eq. 5.3 0.6989 0.6283 0.6617

LLama-2 SemCor Eq. 5.3 0.7389 0.6676 0.7014
LLama-2 (AVG) SemCor Eq. 5.3 0.6887 0.6222 0.6537

BERT SemCor + Gemini Eq. 5.3 0.7591 0.7591 0.7591
BERT (AVG) SemCor + Gemini Eq. 5.3 0.6994 0.6994 0.6994
BERT SemCor + Gemini Eq. 5.4 0.7600 0.7600 0.7600
BERT SemCor + Gemini Eq. 5.5 0.7601 0.7601 0.7601

LLama-2 SemCor + Gemini Eq. 5.3 0.7415 0.7415 0.7415
LLama-2 (AVG) SemCor + Gemini Eq. 5.3 0.6772 0.6772 0.6772
LLama-2 SemCor + Gemini Eq. 5.4 0.7419 0.7419 0.7419
LLama-2 SemCor + Gemini Eq. 5.5 0.7364 0.7364 0.7364

to provide a prediction; therefore, we define the sum of true positives and false pos-

itives as Coverage. We report this figure, as well, to complement the results recorded

through the recall metrics: in fact, the recall scores as an error both actual errors and

uncovered senses for which the system was unable to provide a prediction.

5.3.5 Results

We compared SE-MACAROON with the most recent lexical resources representing

word senses as contextualized embeddings. All the assessed resources built sense

embeddings with the same language model, BERT Large.9 Given the definition

for the evaluation metrics provided in Equation 5.9 and according to the building

principles underlying each resource, we adopted different disambiguation strate-

gies. Since LMMS, SENSEMBERT, SENSEMBERTsup, and ARES representations are

twice as large as the BERT representations,10 we repeated the BERT embedding (this

step was implemented based on the literature presenting each and every employed

resource) of the target word to match the number of dimensions. In other words, the

9Available on the TensorFlow Hub repository at https://tfhub.dev/tensorflow/bert_en_
cased_L-24_H-1024_A-16/4.

10BERT Large embeddings have 1024 dimensions while the resource’s representations are provided
with 2048 dimensions.

https://tfhub.dev/tensorflow/bert_en_cased_L-24_H-1024_A-16/4
https://tfhub.dev/tensorflow/bert_en_cased_L-24_H-1024_A-16/4
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TABLE 5.4: Analysis over the three formulation of the best d parameter (con-
text window size) configuration. In this configuration only d changes. The
training corpus considered is the one obtaining the best results in table 5.3,

SemCor+Gemini.

d value F1 score Eq. 5.3 F1 score Eq. 5.4 F1 score Eq. 5.5

0 0.7574 0.7574 0.7574
3 0.7591 0.7600 0.7601
5 0.7580 0.7564 0.7616
10 0.7582 0.7583 0.7629
20 0.7589 0.7572 0.7641
30 0.7584 0.7551 0.7626
50 0.7584 0.7557 0.7614

embedding was concatenated with itself in order to yield 2048 dimensions and to be

able to compare the resulting vectors with those from the mentioned resources em-

ploying 2048-sized vectors. Conversely, LMMS-R embeddings match the number

of dimensions of the representations produced through BERT.

For all the assessed resources, the adopted disambiguation strategies are the 1-

nearest neighbor and our strategy that takes into consideration also context. For the

first one, for each target word w in the test set we computed its contextual embed-

ding by means of BERT, and compared it against the embeddings of the assessed

resource associated with the senses of w. For the latter, other resources embeddings

were simply used in our code instead of SE-MACAROON. The Most Frequent Sense

heuristics is customarily adopted in literature as the backoff strategy for non cov-

ered instances —i.e., predicting the most frequent sense of a lemma in WordNet for

instances unseen at training time—, however, to assess the precision of each such

resource we decided not to make use of the backoff strategy. In Table 5.8 we report

the coverage for each resource and each benchmark in the evaluation framework.

Together with the state of the art resources, we also compared SE-MACAROON

to SE-MACAROONAVG that has been devised by following the constructive ratio-

nale of our resource and by also averaging all sense occurrences into a single vecto-

rial representation for each pair ⟨wi, si⟩. In Table 5.7 we report results for both BERT

and LLAMA-2 models used to build SE-MACAROON.

Parameters optimization Parameters employed by the SE-MACAROON and SE-

MACAROONAVG systems are α (Equation 5.3); the size d of the context window for



108 Chapter 5. SE-MaCaROoN

TABLE 5.5: Results on the SemEval 17 English dataset, reported by the cited
articles presenting each resource

Resource
SE02
n = 2282

SE03
n = 1850

SE07
n = 445

SE13
n = 1644

SE15
n = 1022

ALL
n = 7253

P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

LMMS 1 76.3 76.3 76.3 75.6 75.6 75.6 68.1 68.1 68.1 75.1 75.1 75.1 77.0 77.0 77.0 75.4 75.4 75.4
LMMS-R 2 76.7 76.7 76.7 74.1 74.1 74.1 66.4 66.4 66.4 75.2 75.2 75.2 77.6 77.6 77.6 75.2 75.2 75.2
ARES 3 78.0 78.0 78.0 77.1 77.1 77.1 71.0 71.0 71.0 77.3 77.3 77.3 83.2 83.2 83.2 77.9 77.9 77.9

SENSEMBERT and SENSEMBERTsup tested only on nouns

SENSEMBERT 4 80.6 80.6 80.6 70.3 70.3 70.3 73.6 73.6 73.6 74.8 74.8 74.8 80.2 80.2 80.2 75.9 75.9 75.9
SENSEMBERTsup

4 83.7 83.7 83.7 79.7 79.7 79.7 79.9 79.9 79.9 78.7 78.7 78.7 80.2 80.2 80.2 80.4 80.4 80.4

1 Loureiro and Jorge, 2019 (https://github.com/danlou/LMMS/tree/LMMS_ACL19)
2 Loureiro, Jorge, and Camacho-Collados, 2022 (https://github.com/danlou/LMMS)
3 Scarlini, Pasini, and Navigli, 2020b
4 Scarlini, Pasini, and Navigli, 2020a

the target word CTXwt ; and the size N of the ranking window RW, while the number

of occurrences for each word sense was not limited.11 While testing different scoring

functions (Equations 5.4 and 5.5), no α parameter was needed.

In the discussion Section we are going to explain all the results and all the tests

we made, also to elaborate on the best parameter configuration.

Discussion The results obtained in the standard test sets of the WSD Evaluation

Framework by (Raganato, Camacho-Collados, and Navigli, 2017) are reported in

Table 5.3, 5.4 and 5.7.

From Table 5.3, we can observe differences stemming from the adoption of differ-

ent equations and parameter settings. One first comparison involves the representa-

tional precision of the two language models employed to produce the embeddings,

BERT and LLAMA-2. In this case BERT, despite the reduced vector size (1024 ele-

ments against 4096 of LLama embeddings), is clearly able to create more meaningful

representations, obtaining consistently better results on WSD, regardless of the con-

sidered experimental setting. This, as mentioned when introducing the usage of

LLAMA-2, can be explained by taking into account the fact that LLAMA-2 was not

specifically conceived to extract embeddings; reported results also show that smaller

models can provide valuable results. Given this fact, by starting from Table 5.4 we

report the results obtained by employing BERT to produce SE-MACAROON em-

beddings.

11In the following we report the results for N set to 5, which experimentally provided the best accu-
racy.

https://github.com/danlou/LMMS/tree/LMMS_ACL19
https://github.com/danlou/LMMS
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TABLE 5.6: Results on the SemEval 17 English dataset of all the mentioned
resources, calculated using d = 0 and α = 1, 1NN condition. The figures
reported express the precision (P) and recall (R) metrics along with their har-

monic mean F1 calculated according to Equation 5.9.

Resource
SE02
n = 2282

SE03
n = 1850

SE07
n = 445

P R F1 P R F1 P R F1
LMMS 0.7432 0.7432 0.7432 0.7135 0.7135 0.7135 0.6088 0.6088 0.6088
SENSEMBERT 0.8170 0.4518 0.5818 0.7664 0.4292 0.5502 0.7486 0.3011 0.4295
SENSEMBERTsup 0.8471 0.4684 0.6033 0.8359 0.4681 0.6001 0.7541 0.3033 0.4326
LMMS-R 0.7226 0.7226 0.7226 0.6838 0.6838 0.6838 0.5758 0.5758 0.5758
ARES 0.7577 0.7577 0.7577 0.7357 0.7357 0.7357 0.6725 0.6725 0.6725
SE-MACAROON 0.7695 0.7695 0.7695 0.7497 0.7497 0.7497 0.6549 0.6549 0.6549

Resource
SE13
n = 1644

SE15
n = 1022

ALL
n = 7253

P R F1 P R F1 P R F1
LMMS 0.7318 0.7318 0.7318 0.7593 0.7593 0.7593 0.7269 0.7269 0.7269
SENSEMBERT 0.7299 0.7299 0.7299 0.7962 0.4932 0.6091 0.7705 0.5054 0.6104
SENSEMBERTsup 0.7695 0.7695 0.7695 0.8152 0.5049 0.6236 0.8100 0.5314 0.6417
LMMS-R 0.7074 0.7074 0.7074 0.7358 0.7358 0.7358 0.7019 0.7019 0.7019
ARES 0.7500 0.7500 0.7500 0.8014 0.8014 0.8014 0.7511 0.7511 0.7511
SE-MACAROON 0.7555 0.7555 0.7555 0.7935 0.7935 0.7935 0.7575 0.7575 0.7575

Secondly, the data augmentation approach exploiting the generative features

provided by Gemini was helpful in granting the possibility to cover the whole set of

senses contained in the test set, with a raise of the F1 score in the order of 5%. The

F1 scores for SE-MACAROON are systematically higher than the F1 scores for SE-

MACAROONAVG in a range from 1% to 4% in all considered settings, contributing

to confirm the claim that maintaining embeddings independence (their contextual

profile, and thus their representational precision) rather than mixing them into a

single fixed representation is a good choice.

Shifting the attention to the scoring functions, (please refer to the results pro-

vided in Table 5.4), we can observe that Eqs. 5.4 and 5.5 allow obtaining improved

results over Eq. 5.3, giving us the possibility to get rid of the α parameter and so

to consider a simpler function for our ranking calculations. In other words, we can

directly use context embeddings similarity with our candidate as weight for the sim-

ilarity between the candidate sense itself and the target word, instead of using a fixed

parameter to decide which part of the formula should have the higher importance.

Given that the approach implementing Eq. 5.3 relies on the α parameter (balancing

the similarity between the target word and the word sense occurrence ej
sk and the

similarity between the context and ej
sk ), we investigated the effect of varying the bal-

ancing factor. The α parameter was varied in a range [0, 1] with 0.1 step, and we
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TABLE 5.7: Results on the SemEval 17 English dataset of all the mentioned
resources, calculated using the best condition for our resource, using Eq. 5.5
with d = 20. The figures reported express the precision (P) and recall (R) met-
rics along with their harmonic mean F1 calculated according to Equation 5.9.

Resource
SE02
n = 2282

SE03
n = 1850

SE07
n = 445

P R F1 P R F1 P R F1
LMMS 0.6919 0.6919 0.6919 0.6335 0.6335 0.6335 0.5516 0.5516 0.5516
SENSEMBERT 0.7884 0.4360 0.5615 0.7037 0.3941 0.5052 0.7049 0.2835 0.4044
SENSEMBERTsup 0.8074 0.4465 0.5751 0.7539 0.4222 0.5412 0.7541 0.3033 0.4326
LMMS-R 0.6543 0.6543 0.6543 0.5935 0.5935 0.5935 0.5099 0.5099 0.5099
ARES 0.7112 0.7112 0.7112 0.6741 0.6741 0.6741 0.5978 0.5978 0.5978
SE-MACAROON 0.7805 0.7805 0.7805 0.7530 0.7530 0.7530 0.6659 0.6659 0.6659

Resource
SE13
n = 1644

SE15
n = 1022

ALL
n = 7253

P R F1 P R F1 P R F1
LMMS 0.6210 0.6210 0.6210 0.7025 0.7025 0.7025 0.6537 0.6537 0.6537
SENSEMBERT 0.6448 0.6448 0.6448 0.7457 0.4618 0.5704 0.7114 0.4667 0.5636
SENSEMBERTsup 0.6807 0.6807 0.6807 0.7662 0.4746 0.5861 0.7444 0.4883 0.5898
LMMS-R 0.6040 0.6040 0.6040 0.6869 0.6869 0.6869 0.6229 0.6229 0.6229
ARES 0.6582 0.6582 0.6582 0.7554 0.7554 0.7554 0.6888 0.6888 0.6888
SE-MACAROON 0.7579 0.7579 0.7579 0.8014 0.8014 0.8014 0.7641 0.7641 0.7641

verified that the best configuration was with α = 0.5; results reported in Table 5.3

have been obtained with this setting.

Considering then only formulations 5.4 and 5.5, we observed that using the max

function instead of the mean, is beneficial in particular when using larger context

around the target word. As we can see in Table 5.4, it seems that averaging similarity

values is detrimental when increasing the value of the d parameter: conversely, using

the max function like in Eq. 5.5 is helpful to achieve the best performing parameter

setting with an F1 score of 76.41, considering a context window size of 20 tokens.

We also compared SE-MACAROON with all the other mentioned state of the art

resources. To be completely fair in the presentation of the results for other resources,

in Table 5.5 we also present all the results reported in literature in the works intro-

ducing all the considered resources. In this Table, LMMS, LMMS-R and ARES are

tested over all instances in all datasets, while SENSEMBERT and SENSEMBERTsup

results are not directly comparable with the others because they are only tested over

nominal instances.

In Table 5.6 we introduce the results we obtained implementing the 1NN condi-

tion in our code. In particular, using our Eq. 5.3 with α set to 1 and d = 0, removing

all context, we obtain an experimental setting equal to considering as the right an-

swer the nearest vector to the target one. Our approach reveals directly compares
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with state of the art resources that use different techniques to build embeddings.

In particular, our approach seems to improve over the results from all others ap-

proaches on SE02 and SE03 datasets, while ARES remains on top for SE07 and SE15

and SENSEMBERTsup wins in SE13 (although on a reduced problem, in that it only

allows disambiguating nouns). Considering the concatenation of all the dataset SE-

MACAROON seems the closest to human rating.

In Table 5.7 we report the results obtained testing on all the resources with the

best configuration for SE-MACAROON, using Eq. 5.5 with d = 20: SE-MACAROON

seems to be the only resource able to exploit both similarity between candidate sense

and target word, and between candidate sense and context of the target word. In

this specific and specially favorable setting SE-MACAROON consistently obtains

the highest accuracy over all datasets.

The difference in performances of the other resources from those reported in Ta-

ble 5.5 maybe due to differences in the implementation of the test. Our main strategy

was that of employing a repository of senses along with their usage contexts, which

is in spirit similar to a "memory", or to a "bag of embeddings" instead of a much com-

plex but unique representation. Our experimental results seem to confirm that this

approach may be beneficial to the WSD task, and allows attaining scores that directly

compare with (if not improve over) other state of the art resources. Our strategy re-

lies on the hypothesis that the target word may be compared with a variety of other

candidates embeddings, amongst which we can find a similar one, instead of aver-

aging all the information into one representation: in a sense, the present approach is

intended to further de-conflate senses, and semantic blocks constituted by different

contexts. This approach seems to be akin to the constructive rationale of attention-

based embeddings. Furthermore, directly using the embeddings generated by the

language model appears to enable the adoption of contextual word embeddings to

weight similarity, which otherwise proved itself to be detrimental.

Finally, by examining the coverage reported in Table 5.8, we note that the cover-

age for both SENSEMBERT and SENSEMBERTsup is always close to the half of each

benchmark, this is due to the fact that these resources have been built on nouns only.

SE-MACAROON covers around 90% of each dataset, when not using Gemini addi-

tion, while SE-MACAROON with Gemini and both LMMS and LMMS-R together



112 Chapter 5. SE-MaCaROoN

TABLE 5.8: Coverage for each resource on the SemEval 17 English dataset.
Reported figures express the absolute number of instances covered by the

resource together with the percentage in square brackets [%].

Resource SE02
n = 2282

SE03
n = 1850

SE07
n = 445

SE13
n = 1644

SE15
n = 1022

ALL
n = 7253

LMMS 2282 [1.0] 1850 [1.0] 455 [1.0] 1644 [1.0] 1022 [1.0] 7253 [1.0]
SENSEMBERT 1262 [0.55] 1036 [0.56] 183 [0.4] 1644 [1.0] 633 [0.62] 4758 [0.66]
SENSEMBERTsup 1262 [0.55] 1036 [0.56] 183 [0.4] 1644 [1.0] 633 [0.62] 4758 [0.66]
ARES 2282 [1.0] 1850 [1.0] 455 [1.0] 1644 [1.0] 1022 [1.0] 7253 [1.0]
LMMS-R 2282 [1.0] 1850 [1.0] 455 [1.0] 1644 [1.0] 1022 [1.0] 7253 [1.0]
SE-MACAROON 2052 [0.9] 1717 [0.93] 401 [0.88] 1432 [0.87] 874 [0.86] 6476 [0.89]
SE-MACAROON Gemini 2282 [1.0] 1850 [1.0] 455 [1.0] 1644 [1.0] 1022 [1.0] 7253 [1.0]

with ARES, are able to deal with all instances in the evaluation framework. The

low coverage of SENSEMBERT is reflected in lower recall scores: all the instances

not covered are considered as same as errors when computing the recall. In fact, the

recall for SENSEMBERT and SE-MACAROON without Gemini is lower when the

coverage is under 90%, for example the recall for SE03 is 0.69 with a coverage of 93%

while the recall for SE15 is 0.59 with a coverage of 0.86%.
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Chapter 6

Conclusions

In this thesis we reported investigations in which different aspects of LMs played

crucial roles. As mentioned, my PhD years were temporally aligned to one of the

most prominent revolutions in the NLP field of the last decades: this fact gave me the

opportunity to explore novel and vibrating technologies such as the Transformers

architecture and the language models resulting from that computational device.

An overview on recent language models was provided in Chapter 2: language

modeling task was introduced, also considering the underlying architectures, with

specific emphasis on the Transformers architecture and on the architectural advance-

ments leading to BERT and GPT-2, up to multimodal models such as OpenAI’s GPT-

4 and Google’s Gemini.

In Chapter 3 Language Models were used in "classical" tasks, information ex-

traction and error detection, relying on the embeddings generated from text. For

the information extraction task, a BERT model was employed to deal with two dif-

ferent tasks: working on emergency room reports, the system was asked at first

to identify the vehicles involved in road accidents, and then to detect the mean of

transportation used by the patient at the time of the accident. These tasks were ad-

dressed as multi-label classification tasks, showing how the BERT representation is

able to grasp elements in the text that are not simply identifiable through a string-

matching approach. The validity of the results was also confirmed by some statis-

tical insights on the road traffic accidents extracted. For the second classical task,

a ROBERTA model was employed as a BIO sequence-to-sequence tagger, in order

to identify Grammatical Errors in second-language (L2) acquisition: in particular, in

this shared task systems were requested to identify tokens recognized as erroneous
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by human annotators. In this setting the system exploited transformers capability

to detect anomalies in language in a multilingual setting, both when trained on the

specific language, and on all languages at once.1

In Chapter 4 the generative features of autoregressive models were explored: the

research question we addressed was whether the perplexity metrics can be inter-

preted as a semantic coherence marker, allowing to employ language models in the

early detection of cognitive disorders. We showed how an intrinsic metrics (orig-

inally conceived to evaluate in how far a language model is able to predict real

language) may be used to track the insurgence of a broad class of cognitive dis-

orders affecting linguistic production. We considered both specific impairments —

such as the Alzheimer Dementia— and a broad spectrum cognitive impairments

with varied impairment degrees, i.e., mild, moderate, severe. In the experimenta-

tion we employed both English texts collected for research purposes, and more eco-

logical conversations in Italian, widely varied experimental conditions were tested,

yielding state of the art results. Our work proved to be helpful to assist clinicians

and specialists in diagnosing the insurgence of dementia, which is a difficult and

time-consuming task customarily involving a number of different assessments, such

the neuropsychiatric evaluation (medical and neurologic history and examination),

semistructured psychiatric interview, and neuropsychological assessments (Huff et

al., 1987; Lopez et al., 1990; Becker et al., 1994). We also compared the scores obtained

by employing different language models: the perplexity computed through simpler

LMs may be a good option when language variability is reduced and/or training

data are more consistent with test data. The remarkable differences between the

work relying on the encoder and on the decoder modules of the Transformers archi-

tecture witness the wide capabilities of adaptation of such architecture (along with

the related models) to different tasks. Additionally, the models we employed pro-

vided consistently valuable results both examining text produced in a controlled

environment (by learners, through clinical reports, as description of an image) and

truly ecological text, like the conversations between a patient and an operator.

SE-MACAROON vectors have been introduced in Chapter 5; these vectors were

1Our system resulted as the best performing system in the MultiGED-2023 shared task at
NLP4CALL, https://aclanthology.org/2023.nlp4call-1.1.pdf.

https://aclanthology.org/2023.nlp4call-1.1.pdf
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obtained by collecting contextualized representations of words conveying a spe-

cific word sense. The hypothesis tested through this line of research was to ver-

ify whether such representations are precise enough to enable us to deal with the

WSD task: as witnessed by the reported experimental results, the approach adopted

closely compares with (at times overcoming) state of the art approaches. The pro-

posed approach relies on two main pillars: exploiting the shared semantic space

ensured by the sense grounding, and the adoption of an array of usage examples

for the ⟨term, sense⟩ pair. We observed that these features allow obtaining a more

comprehensive correspondence between the sentence at hand (containing the pol-

ysemous term) and the array of vector representations for the ⟨term, sense⟩ pair.

Different from most contextualized sense embedding techniques, our proposal is to

maintain, for each sense, a collection of separate word embeddings, avoiding the

mix and the conflation of all possibly close meanings into a unique representation.

Such design choice implements a kind of lexical memory, storing multiple repre-

sentations of a word sense taken in its context. The underlying hypothesis is that

keeping distinct representations for the same sense, possibly closer and more suited

to several contexts of usage, may be beneficial for the disambiguation task. In this

sense SE-MACAROON implements a preference for the meaning distinction, op-

posed to the meaning conflation approach; our design choices call for deepening

our research towards cognitively plausible models of lexical access and retrieval in

language production (Dell and O’Seaghdha, 1992), which will be addressed in fu-

ture work. For the time present, SE-MACAROON vectors can be thought of as an

attempt at building a semantic layer on top of language models combining distribu-

tional representations and more precise symbolic lexical knowledge.

Few final remarks follow on future work, and on how to carry on with un-

dertaken research. Contextualized language models have gained a central role in

many different NLP tasks and domains: one main axis of research points towards

larger and larger models with less to no need for fine-tuning the previously acquired

pre-trained models, as it earlier happened: in some cases larger models have been

endowed with dedicated components for each different task or domain (Du et al.,
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2021). However, in some specific tasks large multilingual Transformer-based mod-

els are shown to be outperformed by their smaller variants, e.g. in predicting read-

ers’ eye fixations; such smaller variants thus indirectly proved to be more suited in

analyzing cognitive phenomena such as lexical access and early semantic integra-

tion (De Varda and Marelli, 2023). Resources equipped with semantically grounded

layers might be helpful in complementing such lighter model variants, and this will

be the focus of our future work.

A second relevant line of research might be a novel attention to the evaluation

frameworks of such models: for example, provided that large language models

proved to be a valuable tool for many sorts of data augmentation in many fields

ranging from computer vision and speech recognition (Perez and Wang, 2017) to

grammatical error correction (Stahlberg and Kumar, 2021), there is still a relevant

problem in the evaluation of their output. This will likely impact on benchmarks,

as well, and on measuring the closeness between such benchmarks along with their

associated downstream tasks and real-world applications and domains. In this set-

ting, employing grounded word senses may be helpful in making interpretable the

output of NLP systems and less opaque their generative behavior.

Finally, next steps will involve combining word senses: language models may

be employed to make use of grammatical and syntactic information (Shen et al.,

2017). For example, for extensive investigations on verbs along with their depen-

dents (Kulmizev et al., 2020; Lakretz et al., 2021), to build applications to assist for-

eign language learners, and to assist specific sorts of cognitive impairments, such

as in rehabilitation programs for individuals with deficits in language production,

and more in general to gain insights on the overall knowledge structure underlying

language models (Zhang et al., 2023).

The work done all throughout my PhD course, summarized in this disserta-

tion, is linked to all these directions and to the increasingly rich possibilities that

the Transformer architecture made and still makes newly available to researchers.
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Appendix A

Sources of experimental material

and detailed results

A.1 Material used in Experiment 1

The list of transcripts employed for training/fine tuning and testing, along with

links to the www.rev.com platform can be found in the bundle containing the whole

project, available at the URL https://github.com/davidecolla/semantic_coherence_

markers.

www.rev.com
https://github.com/davidecolla/semantic_coherence_markers
https://github.com/davidecolla/semantic_coherence_markers
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A.2 Material used in Experiment 2

The list of transcripts employed for training/fine tuning and testing, along with

links to the www.rev.com platform can be found in the bundle containing the whole

project, available at the URL https://github.com/davidecolla/semantic_coherence_

markers.

www.rev.com
https://github.com/davidecolla/semantic_coherence_markers
https://github.com/davidecolla/semantic_coherence_markers
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A.3 Statistics describing data and detailed results for Exper-

iment 2

TABLE A.1: Figures describing the transcripts employed in Experiment 2:
time duration, number of tokens, number of unique tokens (along with aver-
age number of tokens and average number of unique tokens) and type-token

ratio (TTR) are reported for each such speech transcript.

Subject Transcript Duration Tokens Unique Tokens AVG Tokens AVG Unique Tokens TTR

Joe Biden

I 0 : 32 : 23 4, 647 1, 074

6, 315 1, 343 0.21
II 0 : 41 : 39 5, 446 1, 140
III 0 : 25 : 00 9, 490 1, 895
IV 0 : 43 : 36 6, 801 1, 381
V 0 : 34 : 05 5, 211 1, 226

Donald Trump

I 1 : 17 : 37 15, 200 1, 967

15, 051 1, 185 0.13
II 0 : 56 : 17 10, 501 1, 614
III 1 : 43 : 43 20, 865 2, 300
IV 1 : 13 : 01 14, 056 1, 945
V 1 : 18 : 19 14, 806 1, 896

Barack Obama

I 0 : 56 : 39 5, 594 1, 479

5,957 1,271 0.21
II 0 : 38 : 15 6, 298 1, 252
III 0 : 38 : 45 5, 526 1, 153
IV 0 : 45 : 55 6, 981 1, 312
V 0 : 36 : 07 5, 390 1, 159

Bernie Sanders

I 0 : 35 : 33 4, 164 969

4,458 1,046 0.23
II 0 : 29 : 51 3, 785 849
III 0 : 34 : 54 4, 451 1, 088
IV 0 : 43 : 27 5, 387 1, 039
V 0 : 44 : 46 4, 501 1, 286

Bill Gates

I 0 : 35 : 53 3, 503 944

2,514 812 0.32
II 0 : 17 : 20 1, 679 577
III 0 : 24 : 07 2, 350 779
IV 0 : 22 : 04 2, 152 744
V 0 : 30 : 07 2, 896 1, 018

Nelson Mandela

I 0 : 40 : 17 3, 844 1, 113

6,403 1,410 0.22
II 0 : 29 : 45 1, 740 617
III 3 : 00 : 00 15, 682 2, 702
IV 1 : 43 : 21 7, 741 1, 654
V 0 : 40 : 16 3, 020 963

Martin Luther King

I 0 : 42 : 51 5, 197 1, 102

6,508 1,379 0.21
II 0 : 46 : 56 6, 471 1, 315
III 0 : 43 : 48 6, 287 1, 456
IV 0 : 40 : 38 8, 256 1, 697
V 0 : 47 : 54 6, 332 1, 324

Boris Johnson

I 0 : 51 : 42 4, 397 1, 123

3,202 943 0.29
II 0 : 20 : 35 2, 758 764
III 0 : 17 : 47 1, 960 659
IV 0 : 17 : 00 2, 375 896
V 0 : 38 : 22 4, 530 1, 273

A.4 Detailed results for Experiment 3
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TABLE A.2: Detailed results obtained in Experiment 2 (between subjects re-
liability): each sub-table reports results for N-gram models. For each experi-
ment we report perplexity scores along with their standard deviations. More
specifically, we report the scores obtained by employing 2-grams to 5-grams
models. Each row reports the scores obtained through the LM trained on
speeches by the subject in the first column and tested on the other speakers.

2-grams

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 262.42 4.03 223.76 6.94 199.50 5.86 209.92 17.74 181.64 16.15 191.22 13.16 197.47 26.94
D. Trump 276.71 18.05 — — 268.72 7.02 230.47 4.43 241.55 23.36 205.11 21.21 219.05 19.62 225.97 36.59
B. Obama 242.32 14.15 281.05 3.99 — — 202.07 5.96 219.87 17.27 188.89 18.43 198.19 16.07 205.93 29.94
B. Sanders 202.26 9.93 231.57 4.33 197.19 5.50 — — 191.61 10.02 166.92 14.74 172.84 11.60 179.69 18.10
B. Gates 221.97 11.75 253.93 3.69 215.63 5.47 197.46 3.48 — — 177.97 16.40 186.61 12.56 194.60 24.05
N. Mandela 215.75 14.05 245.86 5.17 200.55 8.16 192.64 7.10 199.97 7.89 — — 183.76 16.17 190.32 24.37
M. L. King 232.65 12.95 267.86 3.33 225.78 5.87 199.83 6.48 215.69 14.60 187.93 18.35 — — 201.88 26.07
B. Johnson 222.69 12.78 253.65 3.46 215.32 7.38 197.24 6.29 207.91 13.94 179.03 17.05 187.25 12.98 — —

3-grams

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 406.05 8.04 335.23 22.01 262.33 8.07 263.84 32.53 210.22 17.30 247.03 37.22 244.37 37.09
D. Trump 454.56 40.38 — — 461.33 37.33 332.98 8.51 329.39 50.45 250.27 25.36 310.56 63.55 301.00 54.22
B. Obama 358.21 27.74 445.25 9.07 — — 266.61 14.83 278.93 33.74 217.98 19.41 257.84 44.90 256.96 40.79
B. Sanders 271.69 16.91 323.58 5.99 273.11 14.96 — — 228.20 19.08 185.62 14.71 209.38 26.40 212.36 24.03
B. Gates 310.96 21.20 377.88 6.84 316.11 19.48 252.86 6.72 — — 202.51 16.94 235.63 32.85 236.38 32.09
N. Mandela 279.08 21.42 330.54 7.52 265.66 10.72 233.46 9.95 235.10 15.99 — — 219.70 29.87 220.96 30.05
M. L. King 333.91 24.66 410.89 6.77 339.45 23.40 257.78 13.92 269.14 28.06 215.84 19.19 — — 248.40 35.49
B. Johnson 301.58 20.95 357.49 5.50 301.67 15.95 247.23 6.66 250.34 25.24 201.36 17.66 230.76 28.22 — —

4-grams

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 511.58 10.26 408.86 29.02 313.72 8.29 308.91 44.85 239.39 17.26 294.40 49.96 283.25 47.23
D. Trump 595.73 59.19 — — 601.17 52.71 425.11 11.01 407.96 74.91 297.95 28.24 393.33 91.56 366.84 72.73
B. Obama 434.45 36.32 553.74 10.74 — — 314.58 19.09 325.33 46.01 247.72 19.14 305.16 58.41 297.27 51.33
B. Sanders 316.38 20.87 385.39 6.63 318.39 18.59 — — 257.53 25.42 205.20 13.84 239.21 32.71 238.26 30.06
B. Gates 371.64 27.30 463.54 8.60 378.35 24.81 296.05 7.08 — — 227.73 16.36 275.74 41.42 270.49 40.51
N. Mandela 319.85 24.56 387.17 8.18 308.12 13.59 264.24 10.35 263.71 21.80 — — 249.01 34.04 245.99 35.71
M. L. King 403.33 32.13 509.82 8.58 409.59 29.81 302.47 17.95 312.81 39.24 244.41 18.76 — — 286.18 45.07
B. Johnson 357.56 26.52 435.98 7.46 359.13 20.68 287.57 7.20 286.85 33.98 224.76 17.14 268.16 35.35 — —

5-grams

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 624.81 13.72 491.81 35.69 369.76 9.27 360.01 58.55 273.18 18.93 346.38 59.97 327.28 58.93
D. Trump 750.16 76.77 — — 765.22 68.36 529.26 14.38 499.48 103.94 354.69 34.56 486.85 115.52 444.11 95.07
B. Obama 516.13 44.54 671.90 14.05 — — 367.86 24.24 378.35 59.87 282.25 20.26 357.79 69.76 343.16 63.57
B. Sanders 364.42 25.11 452.64 8.10 369.41 22.24 — — 290.97 32.57 227.70 13.57 272.37 38.10 267.51 37.06
B. Gates 438.15 33.74 558.68 11.50 449.35 30.61 344.39 7.59 — — 256.98 16.87 320.80 49.22 309.31 50.31
N. Mandela 367.01 28.55 452.77 9.31 357.29 17.00 299.51 10.97 296.75 28.68 — — 282.82 39.02 274.89 42.54
M. L. King 478.32 39.58 618.46 11.63 489.60 36.37 352.03 23.17 362.62 51.94 277.48 19.59 — — 329.21 56.26
B. Johnson 418.83 32.46 523.31 10.17 424.61 25.77 332.46 7.98 328.72 43.92 252.02 17.48 310.22 41.90 — —
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TABLE A.3: Detailed results obtained in Experiment 2 (between subjects re-
liability): each sub-table reports results for a GPT-2-based language model
(differences stem from the number of fine tuning epochs employed to ac-
quire each such model). For each experiment we report perplexity scores
along with their standard deviations. Each row reports the scores obtained
through the LM trained on speeches by the subject in the first column and

tested on the other speakers.

GPT-2 5 epochs

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 22.48 0.90 21.28 1.94 26.32 3.74 18.39 2.58 29.23 2.41 28.17 3.05 42.49 7.85
D. Trump 23.27 1.72 — — 20.42 2.37 26.39 3.84 17.96 2.24 31.01 2.43 28.48 3.15 42.93 8.04
B. Obama 24.61 1.79 22.58 0.98 — — 26.37 3.75 18.28 2.56 29.39 2.36 28.10 3.07 43.03 7.87
B. Sanders 27.47 1.84 25.60 1.16 23.40 1.83 — — 19.92 2.83 29.61 2.51 29.54 3.32 46.23 8.42
B. Gates 25.16 1.73 23.26 0.95 21.82 1.96 26.84 3.83 — — 28.71 2.32 27.96 2.92 43.30 7.93
N. Mandela 28.54 1.97 26.38 1.25 24.45 1.89 28.62 3.84 19.63 2.51 — — 28.63 3.12 45.80 8.45
M. L. King 25.39 1.76 23.51 1.09 21.68 1.76 26.21 3.63 18.45 2.46 28.03 2.50 — — 42.86 7.86
B. Johnson 26.20 1.79 24.75 0.99 22.76 1.90 27.30 3.80 19.34 2.84 28.93 2.40 28.62 3.01 — —

GPT-2 10 epochs

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 21.24 0.87 20.15 1.94 25.72 3.84 17.84 2.51 30.23 2.35 28.11 3.18 41.71 7.89
D. Trump 23.46 1.88 — — 20.49 2.79 28.04 4.17 18.33 2.26 34.65 2.64 30.39 3.74 45.40 8.72
B. Obama 23.60 1.89 21.41 0.97 — — 26.10 3.92 17.84 2.49 30.54 2.32 28.41 3.29 43.01 8.01
B. Sanders 26.06 1.65 24.30 1.11 22.39 1.68 — — 19.27 2.66 29.25 2.38 28.66 3.30 44.52 8.13
B. Gates 24.34 1.67 22.31 0.96 20.99 1.94 26.41 3.94 — — 29.53 2.21 28.04 3.07 43.13 8.07
N. Mandela 28.78 1.99 26.37 1.31 24.54 1.87 28.60 3.98 19.65 2.40 — — 28.74 3.09 46.15 8.66
M. L. King 25.22 1.78 22.88 1.19 21.33 1.70 26.13 3.66 18.27 2.32 28.54 2.54 — — 43.32 8.20
B. Johnson 25.03 1.61 24.00 0.88 21.89 1.77 26.54 3.77 18.85 2.87 28.91 2.33 27.93 2.90 — —

GPT-2 20 epochs

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 20.60 0.94 19.69 2.11 26.36 4.10 17.79 2.42 32.29 2.42 29.16 3.58 42.70 8.33
D. Trump 25.38 2.42 — — 21.91 3.62 32.55 4.86 20.23 2.91 43.10 2.76 35.18 5.08 52.92 10.60
B. Obama 24.10 2.24 21.44 1.07 — — 27.46 4.25 18.25 2.51 33.17 2.50 30.18 3.81 45.92 8.77
B. Sanders 26.19 1.59 24.29 1.18 22.30 1.46 — — 19.36 2.58 30.44 2.40 29.34 3.59 45.62 8.44
B. Gates 24.90 1.92 22.21 1.08 21.18 2.16 27.42 4.19 — — 31.54 2.13 29.53 3.57 45.88 8.75
N. Mandela 29.64 2.11 26.70 1.40 25.15 1.99 29.26 4.18 20.06 2.31 — — 29.64 3.21 48.01 9.48
M. L. King 27.10 2.09 23.72 1.48 22.55 1.90 28.16 3.88 19.34 2.28 31.31 2.83 — — 48.12 9.61
B. Johnson 24.68 1.59 24.20 0.82 21.69 1.75 26.68 4.02 18.92 3.16 29.87 2.34 28.31 3.02 — —

GPT-2 30 epochs

Subject
J. Biden D. Trump B. Obama B. Sanders B. Gates N. Mandela M. L. King B. Johnson

PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev PPL stdev
J. Biden — — 21.18 1.03 20.14 2.36 27.98 4.49 18.42 2.53 35.04 2.59 31.11 4.09 45.47 9.18
D. Trump 28.07 3.07 — — 24.07 4.63 37.73 5.76 22.67 3.76 52.84 3.02 41.10 6.74 62.44 13.05
B. Obama 26.10 2.71 23.14 1.24 — — 30.12 4.73 19.69 2.78 37.07 2.85 33.41 4.54 51.18 9.91
B. Sanders 27.16 1.73 24.88 1.32 22.91 1.44 — — 19.93 2.55 31.91 2.48 30.70 3.95 48.29 9.21
B. Gates 26.83 2.35 23.47 1.31 22.57 2.55 29.68 4.58 — — 34.83 2.11 32.38 4.28 51.16 9.75
N. Mandela 31.40 2.33 27.94 1.53 26.47 2.15 30.84 4.47 21.01 2.43 — — 31.60 3.59 51.74 10.70
M. L. King 30.26 2.50 25.79 1.82 24.78 2.25 31.23 4.33 21.32 2.51 36.00 3.20 — — 55.62 11.67
B. Johnson 25.43 1.71 25.17 0.82 22.33 1.79 27.75 4.26 19.60 3.50 31.33 2.51 29.53 3.20 — —
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TABLE A.4: Detailed results for Experiment 3. The table reports Accuracy
(Acc.) scores, Precision (P), Recall (R) and F1 for both tasks of identifying
AD and Control subjects. The rightmost column reports the harmonic mean
(HM) of the accuracy, F1 score on the AD and C classes. Best results are

marked in boldface.

Model Acc.
Dementia (AD) Control (C)

HM(acc,F1AD,F1C)
P R F1 P R F1

2-grams
PC 0.44 0.41 0.21 0.28 0.46 0.69 0.55 0.39
PAD 0.55 0.54 0.75 0.63 0.57 0.34 0.42 0.52
D 0.67 0.68 0.66 0.67 0.66 0.68 0.67 0.67
D∗ 0.93 0.99 0.87 0.92 0.88 0.99 0.93 0.93

3-grams
PC 0.43 0.40 0.22 0.28 0.44 0.65 0.53 0.39
PAD 0.56 0.55 0.70 0.62 0.57 0.41 0.47 0.54
D 0.74 0.76 0.71 0.74 0.72 0.77 0.75 0.74
D∗ 0.91 1.00 0.83 0.91 0.85 1.00 0.92 0.91

4-grams
PC 0.42 0.38 0.23 0.29 0.43 0.61 0.51 0.38
PAD 0.54 0.54 0.65 0.59 0.54 0.43 0.48 0.53
D 0.76 0.81 0.70 0.75 0.73 0.82 0.77 0.76
D∗ 0.89 1.00 0.78 0.88 0.81 1.00 0.90 0.89

5-grams
PC 0.42 0.38 0.23 0.29 0.43 0.61 0.51 0.38
PAD 0.52 0.53 0.62 0.57 0.52 0.42 0.46 0.52
D 0.77 0.86 0.66 0.75 0.72 0.89 0.80 0.77
D∗ 0.89 1.00 0.79 0.88 0.82 1.00 0.90 0.89

GPT-2 5 epochs
PC 0.65 0.64 0.70 0.67 0.66 0.59 0.62 0.65
PAD 0.38 0.42 0.58 0.49 0.29 0.18 0.22 0.33
D 0.71 0.76 0.62 0.69 0.67 0.80 0.73 0.71
D∗ 0.49 0.50 0.09 0.15 0.49 0.91 0.64 0.30

GPT-2 10 epochs
PC 0.78 0.70 0.99 0.82 0.98 0.57 0.72 0.77
PAD 0.62 0.63 0.58 0.61 0.60 0.65 0.62 0.62
D 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
D∗ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

GPT-2 20 epochs
PC 0.81 0.73 1.00 0.84 1.00 0.61 0.76 0.80
PAD 0.78 0.91 0.64 0.75 0.71 0.93 0.81 0.78
D 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
D∗ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

GPT-2 30 epochs
PC 0.81 0.73 1.00 0.84 1.00 0.61 0.76 0.80
PAD 0.81 0.96 0.65 0.78 0.73 0.97 0.83 0.80
D 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
D∗ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
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