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Introduction

In the last years, recent technological advances and concerted research efforts
allowed the international scientific community to address one of the biggest
unsolved questions of humanity: how does the human brain work? This was
possible thanks to large governmental investments that channelled resources
not only towards the theoretical implications of this question (how are mem-
ories stored? what are the biological basis of consciousness? what is the role
of brain waves?), but also towards the medical and technological applications
(e.g. identification of the causes of mental disorders, mind-machine inter-
faces, brain-inspired computing, etc.). Among other contributors, some of the
biggest governmental projects include the European-Union funded Blue Brain
Project (BBP) and Human Brain Project (HBP), and the US-based Brain Re-
search through Advancing Innovative Neurotechnologies (BRAIN) initiative.
At the end of 2017, representative of these and other Korean, Japanese and
Australian brain research projects signed a declaration of intents with the
objective of forming a collaborative International Brain Initiative (IBI). The
aim is to join their forces in order to “measure, map, image, model, simulate,
understand, imitate, diagnose and heal the brain” [1]. In general, the interdis-
ciplinary set of expertise that is required to tackle these extremely challenging
and mostly still unsolved questions, which span from biology and neurophys-
iology to mathematics, statistics and computer science, are the core of the
relatively new research area of computational neuroscience.

At the same time, the incredibly large amount of digital data available
nowadays has fuelled the research area of machine learning and statistical
learning to unprecedented levels of potentiality. However, many of the most
popular machine-learning methods only fit deterministic black-box models to
specific tasks, without allowing incertitude in either the model or the data,
nor providing detailed insights into the phenomenon in exam. In particular,
although employed in specific computer-science applications with incredibly
results (e.g. face-recognition, data classification, targeted advertising, self-
driving cars, etc.), the fashionable deep-learning technique for artificial neural
networks (ANNs) often does not add any human-interpretable information to
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the world’s scientific knowledge. Nonetheless, it is sometimes the case that
some mathematical model is deemed suitable to effectively account for some
system relevant features, but the experimental data do not match its trajec-
tories.

In such cases, it is possible to resort to Bayesian inference to fit the time
course of experimental data in a probabilistic way, while preserving all model
characteristics and structure. In fact, the class of Bayesian methods allows
one to adjust its prior knowledge on the parameters of a stochastic model
in order to make its trajectories fit the experimental data in a probabilistic
manner. By doing so, both model errors and measurement errors are taken
into account while all original model features are preserved, so that interpre-
tation is still possible. Note that, despite the birth of Bayesian inference dates
back to the eighteenth century (Thomas Bayes 1702–1761), its massive appli-
cation in non-exact form to real-life problems is relatively recent. Nevertheless,
data assimilation (DA) (how nowadays Bayesian inference is often referred to)
has historically proved to be an indispensable device in the geosciences (e.g.
weather forecasting [22, 69, 92, 108, 144], air quality forecasting [26, 130, 222,
223], hydrology [94, 95, 158, 176, 212], oceanography [39, 75, 91, 166, 200],
fossil fuels reservoir managing [11, 74, 165, 191, 221, 112] etc.), and has now
become a well-established and fully-fledged tool in the hands of practitioners.
On the contrary, its use in computational neuroscience is much more recent,
and only in the last decades DA has started to show its power to the fast-
evolving research area of computational neurobiology. In particular, the last
decades witnessed many different works which address the task of parameter
estimation in single-neuron models [12, 56, 97, 206, 218], and recent studies
suggest it could become a powerful tool for parameter tuning for neuronal
assemblies and neural populations as well [161, 40, 137, 188, 141, 213].

The research work I carried out during my PhD course in Pure and Ap-
plied Mathematics at Politecnico di Torino places itself at the intersection of
these two fast-advancing domains. In fact, under the supervision of Professor
Claudio Canuto, it was proposed to me by Professor Wenlian Lu and Professor
Jianfeng Feng from Fudan University of Shanghai (China) to jointly work on
data assimilation problems in neurobiology modelling. The broad aim of the
project was to take advantage of the information contained in experimental
data of neurobiological activity at different levels in order to fine-tune math-
ematical models by applying parameter inference methods. In particular, the
focus was on detailed microscopic single-neuron models and on mesoscopic
models of neural activity which include the description of the microscopic
scale. Now, before overviewing its content, let me highlight that the peculiar-
ity and the motivation behind this thesis work are two-fold, regarding on the
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one hand the type of neuronal model we consider, and on the other hand the
class of inference methods we apply to estimate both model parameters and
state variables dynamics.

First, focusing on the type of models, we select physiologically-detailed
conductance-based single-neuron models which explicitly describe the dynam-
ics of ionic currents and voltage-dependent gating variables. This is because
neuromodelling has made huge steps forward from the time the original Hodgkin-
Huxley (HH) model was proposed in 1952 [89], and nowadays many specific
characteristics of a neuron’s electrophysiology (e.g. the presence of depolariza-
tion blocks [23], changes in excitability patterns [148], the back-propagation
of action-potentials [73, 57], resonance [48], bursting [48, 193] etc.) can be
reproduced in the flexible conductance-based framework. If the tuning of such
detailed neuronal model gives good parameter accuracy, one can in principle
obtain hints about the underlying biological processes (e.g. the presence or ab-
sence of some specific ionic current as in [12, Section 5.2.10]) which low-order
models such as leaky integrate-and-fire or less detailed HH-type models would
not give. In addition, such rich and detailed neuronal models can produce
accurate neural networks models when coupled together through synaptic cur-
rents [149, 47, 157], and this makes the development of estimation procedures
for this type of models worth to be investigated.

However, complex models result in a large number of model parameters
(typically, the maximal ionic conductances but also reversal potentials or pa-
rameters involved in the activation variables’ dynamics). As a consequence,
the search space is large-dimensional and parameter identification is poten-
tially difficult. To address this challenging task various approaches, spanning
from linear regression to direct minimization of specific cost functions [96,
195, 85, 151, 132, 80], have been employed over the years. For instance, to
fine-tune their multicompartmental neuronal models, the BBP and the HBP
currently apply a multi-objective optimization achieved through genetic algo-
rithms [60, 61]. Such procedure aims at fitting the model response to stimuli
of different amplitude to the statistics of some electrophysiological features
that characherise the neuron’s electrophysiology. To obtain these statistics,
the features are automatically extracted and aggregated from various exper-
imental data recorded by different cells (see the Supplementary material of
[149]). In our case, we aimed at testing a general inference methodology that
easily generalizes to different neurobiological activities and allows a model to
be fine-tuned only relying on a given experimental trace, in order to reproduce
and predict point-wisely trajectories out-of-sample recordings.

In particular, guided by the experience of previous works which success-
fully applied Bayesian methods to complex Hodgkin-Huxley-type neuron mod-
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els [206, 97, 164, 106], many aspects made us opt for the class of Bayesian DA
methods. First, the Bayesian nature of these methods allows one to explicitly
include the prior probability distributions for the parameters value and/or for
the state variables’ initial condition. This is an appealing option which is of-
ten not possible with other non-Bayesian parameter estimation methods. In
particular, such prior distributions also explicitly include a model for the dy-
namical and/or data noise. Such characteristic can be particularly suitable to
neurobiological application, as it is generally recognized that noise is ubiqui-
tous and plays a major role in the nervous system [70, 186, 194]. In our works,
we modelled the dynamical and measurement noise for voltage and activation
variables as being Gaussian and white, as typically assumed in single-neurons
voltage dynamics [150, 147, 31, 34]. This is a common assumption in DA
literature (see for instance [206, 55, 218]) which corresponds to central-limit-
theorem like hypothesis on the stochastic process underlying the random noise.
Note, however, that pink noise exhibiting 1/fα power spectrum has been pro-
posed to arise from Poisson-like processes (examples include in channel noise,
MEG and EEG signals: see [216] and references therein) and that the channel
noise would be more realistic if added at the conductance level rather than
the activation-variable one [77]. Although we do not consider such cases, the
versatile state-space model framework allows one to consider any type of noise
deemed realistic.

With this motivation, the first work we completed is a study of the ap-
plicability and efficiency of data assimilation methods to a two-dimensional
Hodgkin-Huxley-type single neuron [169]. The twin experiment – an assimila-
tion experiment where the dataset is artificially generated by the same model
that is subsequently employed to assimilate the data – was chosen to begin
with, so that it is granted that the model is able to reproduce the data, and
all sort of performance metrics can be assessed. Indeed, in twin experiments
the true parameter values that generated the data are known, which is not
normally the case in the truly experimental case. In this preliminary work, we
tested and compare the estimation results obtained by three different on-line
filters – namely the bootstrap filter (BF), its optimal version, i.e. the optimal
sequential importance resampling (OPT-SIRS), and the ensemble Kalman fil-
ter (EnKF). In particular, we checked not only the accuracy in estimating ten
model parameters (which include maximal conductances, reversal potentials
and parameters involved in the ionic currents dynamics) but also the ability
of the resulting model to predict the neuron response to new stimuli.

Once we observed that the methods under investigation could indeed ad-
dress the task of parameter tuning and signal prediction in a well-known math-
ematical model of single neurons, we moved to a more realistic model. In par-

4



ticular, we considered the morphologically- and electrophysiologically-detailed
models proposed by the BBP in their in silico reconstruction and simulation
of a juvenile Wistar rat neocortical microcircuit [149]. Of all the models they
proposed, we focused on the somatic compartment of the model for the pyra-
midal cells of the second and third cortical layer. On such model, we first ran
two preliminary twin experiments applying EnKF.

In the first one, we look for the EnKF setting parameters that produce the
best signal predictions and the best estimation of the seven parameters (five
maximal conductances and two parameters involved in the internal calcium
dynamics). In the second twin experiment we make a step towards assimilat-
ing real data by investigating whether or not a biased initial parameter guess
still allows good estimations and predictions. Indeed, when dealing with ex-
perimental data, not knowing the “true” modelling parameters means that it
is likely to initialise the algorithm away from a good set of parameters.

In these two twin experiments, we also propose and use an EnKF extension
(which technically only applies to unbounded state variables and parameters)
to the bounded and half-bounded case. This is possible by resorting to change
of variables between the physical bounded set and the real line and applying
the EnKF to the unbounded transformed variables. Of course, this distorts
the noise distribution, but we show that the distortion effect in the bounded
case (i.e. in case of logit-normal noise) is only significant at the edges of the
bounded set, at least when the variance is small.

At last, we considered some truly experimental single-neuron recordings
and proceeded in assimilating them in the above-mentioned BBP realistic neu-
ron model. Disappointingly, we failed in successfully applying the EnKF to the
data. Nonetheless, by analysing the likelihood profiles we were able to shrink
the parameter search space to the region where the model exhibits meaning-
ful neuron-like responses to the experimental input. Relying on such reduced
search spaces, we were finally able to apply swarm optimization techniques
which allowed us to find some parameter estimates that make the model fit
the experimental spike trains, and reproduce out-of-sample experimental data
to some extent. However, we do not consider the results we found completely
satisfactory, and we then propose some possible explanations in the very last
section.

Finally, we here report that we also started the data assimilation project
on a mesoscopic neurobiological model which include a microscopic detail.
Namely, we began investigating the possibility of using measurements of the
collective activity of a neural network – either invasive, such as local field poten-
tial (LFP), or non-invasive such as electroencephalography (EEG), magnetic
resonance imaging (MRI), or functional MRI (fMRI) – in order to estimate the
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microscopic parameters which are relative to the network units. In particu-
lar, the model of neural tissue we consider is formed by leaky integrate-and-fire
(LIF) neuron models which interact through chemical synapses. Because of the
large number of computational units in biological neural networks, we assume
that all parameters in a given region follow the same probability distribution,
and what we aim at estimating are the hyperparameters of such distribution.
Although this project is still at a preliminary phase, we envision that such
an inference framework could be employed to deduce the microscopic features
of in-vivo neural tissues by only using non-invasive recordings of the brain
activity, which would represent a powerful tool in clinical studies.

This thesis is composed of three main parts: in Part I we introduce in some
detail the data assimilation methods which were employed in our numerical ex-
periments; Part II illustrates all the mathematical models of neuroactivity that
have been considered in the whole project; finally, in Part III we present the
results of all inference experiments we carried out. For a detailed presentation
and thorough breakdown of each part, we refer to the relative introductions.
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Part I

Data assimilation methods
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Introduction to Part I

The first part of this thesis is devoted to the mathematical description of the
algorithms which are employed in Part III to perform parameter fine-tuning in
the single-neuron models we introduce in Chapter 5. The methods we present
go under the non-specific name of data assimilation algorithms (DA), but a
number of other names have been used in different scientific communities.
For instance, in the statisticians community hidden Markov models, Monte
Carlo methods, and self-organizing state-space models are terms widely used
to denote either the data assimilation model framework, or particular families
of methods. On the other hand, the control engineers and mathematicians
community often refers to data assimilation problems with the term inverse
problems. This is to stress that in inverse problems the aim is to identify
the parameters of a given model from its output, whereas in direct problems
the output is generated by a model once its initial conditions and its param-
eters are set. However, independently on how one refers to such methods,
data assimilation designates a family of algorithms which has been employed
in the last decades to carry out the task of hidden-variables estimation and
parameters assessment in a number of different domains. Examples include me-
teorology [109], geochemistry [63], systems biology [138], econometrics [140],
petroleum industry applications [165], oceanography [92], and financial math-
ematics [154].

As far as we are concerned, in this part we present DA by overviewing dif-
ferent class of methodologies and specific instances of such algorithms. There
are two key concepts underpinnings such methods: the Bayesian framework
and the dynamical structure underpinning the state-space methodology. First,
we can synthetically describe the Bayesian framework of DA methods as as-
suming that all unknown quantities which are to be estimated are subsumed
in some signal random variable Z which follows a prior distribution p(z). This
prior distribution represents the knowledge on has a priori on the system in
exam. Then, it is supposed that the system can be observed through another
random variable Y , which is typically lower dimensional and is linked to the
signal random variable through the likelihood distribution (p(y|z)), so that the
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Bayes’ theorem (p(z|y) ∝ p(z)p(y|z)) can be applied to compute or approxi-
mate the posterior distribution with some specific DA method. On the other
hand, the dynamical nature of data assimilation means that the signal variable
is a stochastic process, either discrete or continuous in time: Z = (Zj ; j ∈ N0)
or Z =

(
Zt ; t ∈ R+

)
, respectively. As a consequence, the aim of Bayesian

DA is to point-wisely estimate the hidden states underlying the realisation of
the corresponding data trajectory. In our case, we only address Bayesian data
assimilation in discrete-time (i.e., the assimilated data consist in a observed
time series (Yj = yj ; j ∈ N0)) applied to dynamical systems describing neuro-
biology processes. Nevertheless, the data assimilation methodology applies to
more general stochastic processes.

Overall, Part I is organised as follows. In Chapter 1, we present the state-
space model framework used to represent the dynamic phenomenon from a
probabilistic point of view. Then, we move to a survey of the most popular
examples of data assimilation methods, going into the details of some no-
table algorithms. Following [134], such overview is subdivided into the two
main families of algorithms: the family of off-line smoothing methods and the
family of filtering algorithms. The former is addressed in Chapter 2, which
opens up by formally defining the smoothing distribution and illustrating such
definition in the nonlinear Gaussian case. To be more specific, we describe
some instances of the Markov chain Monte Carlo methodology whose objec-
tive it to approximate the smoothing distribution and is effectively applicable
to non-Gaussian models (Section 2.1) as well as variational methods which aim
at directly maximizing the posterior distribution to identify its modes (Sec-
tion 2.2). On the other hand, in Chapter 3 we present the on-line approach
characterizing filtering methods, which are the algorithms we test the most in
the numerical experiments described in PartIII. We firstly focus on the well-
performing family of Gaussian-like filters (Section 3.1) and then on the more
theoretically justified particle filters which can be considered the sequential
version of Monte Carlo Markov chain methods (Section 3.2).

Finally, Chapter 4 addresses a series of issues which may arise when ap-
plying data assimilation methods to real-life problems. The first issue we
discuss is how to include static parameter and hyperparameter estimation
into the state-space model framework introduced in the first chapter (Sec-
tion 4.1). In particular, Section 4.1.1 lists different approaches which can
be used for parameter estimation (e.g., augmenting the state-space, exploit-
ing expectation-maximization, and many more), and Section 4.1.2 shows how
to extend the augmented state-space approach whenever it suffice to esti-
mate the hyperparameters which characterise the probability density of many
identically-distributed parameters. Then, in Section 4.2 we show how to build
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the discrete-time state-space model step by step in case the proposed model is
given in continuous-time form (i.e. in form of ordinary differential equation).
Afterwards, in Section 4.3 we propose a way to adapt the Gaussian state-space
model formalism to cover the case of a “prior” model with hard constraints
and also investigate what biases such adaptation introduces. In conclusion, in
Section 4.4 we report a brief overview based on [134, Section 2.7] regarding
the different approaches one can adopt to evaluate the quality of data as-
similation methods, and then propose a performance score which can be used
whenever one adopts a forecast-skill approach in a twin-experiment framework
(Section 4.4.1).

11
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Chapter 1

Generalities on state-space
models

In the current chapter, we simply give the exact definition of state-space model,
and illustrate such definition with a couple of examples which are paradigmatic
and frequently recur in the rest of this work.

The first base concept to introduce in order to define data assimilation
methods is the notion of state-space model. The state-space model formalism
has been extensively used in the DA literature since thanks to its generality
it is possible to cover the description of many different dynamical phenomena.
Indeed, the fundamental idea which SSMs formalise is that whenever we can
observe some data concerning a given system (e.g. atmospheric, biological,
economic, etc.), it is often the case that what we observe does not provide a
complete characterization of the physical quantities describing the system. In
such circumstances, considering the data as a simple projection of the more
complex dynamics on a easily observable space can give a significant insight on
the complete phenomenon. Let us now define such intuitive idea in a precise
mathematical manner.

1.1 The state-space model framework

A discrete-time state-space model (SSM) is a couple of two stochastic pro-

cesses: a hidden signal process
(
Zj ; j ∈ N0

)
and a measurable observation

process
(
Yj ; j ∈ N0

)
. Notice that we denote the strictly positive integers

N = {1, 2, 3, . . .}, whereas we write N0 = N∪ {0} to indicate the non-negative
integers {0, 1, 2, . . .}.

In particular, the signal process is a dz-dimensional non-stationary Markov
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chain
(
Zj ; j ∈ N0

)
with state space Z ⊂ Rdz . We denote f0(z0) its initial den-

sity and, for j > 0, fj−1(zj|zj−1) the non-homogeneous (i.e. time-dependent)
transition density. This is to say that the signal process is given byZ0 ∼ f0,

Zj

∣∣∣ (Z0:j−1 = z0:j−1

)
∼ fj−1( · | zj−1 ), j > 0.

(1.1)

Remark 1.1 (Essential summary on probability notation).
Throughout this text, for any given random variable X, the notation X ∼

L is used to indicate that the random variable X is distributed according to the
probability distribution L . On the other hand, in the following we sometimes
write X = Y + Z for three arbitrary random variables X, Y , and Z. In such
cases the equal sign means that, given the realizations of the random variables
in the right-hand side, one can uniquely determine the realization of the random
left-hand side.

Also, we adopt the convention that capital letters denote random variables,
whereas lowercase letters indicate their realisations (e.g., X = x means that
the specific value x is the realisation of the random variable X) or else, purely
deterministic variables. The only exception to such rule are random variables
denoted by Greek letters, such as the noise random variables ε and ε we intro-
duce in Example 1.2 and Example 1.3 or the parameter random vector θ we
first mention in Chapter 4. Note that it is a standard convention that random
variables denoted by Greek letters are not capitalised, and the same symbol is
often used to indicate their realizations if explicitly stated. Nevertheless, if the
context is not clear and ambiguity is possible we introduce a different symbol to
indicate the realization of Greek-letter-denoted r.v.’s, the main instance being
θ = θ̌ in Section 4.1 which means, in such specific context, that the value θ̌ ∈ Θ
is the realization of the random variable θ.

In addition, remark that we use the same symbol for probability distribu-
tions and the respective density functions, so that L (x) (with the function
argument explicitly stated) denotes the p.d.f. of a random variable X which is
distributed according to the probability law L (where no argument is present
as the symbol denotes a distribution rather than a function). An example of
such non-standard notation is the following. Suppose X is a (scalar) Gaus-
sian random variable of mean µ and variance σ2. Then X ∼ L , where the
probability distribution is L = N (µ, σ2), and the respective density function
is denoted

L (x) =
1

σ
√

2π
exp

(
(x− µ)2

2σ2

)
.

Finally, Xi:j is a compact notation for (Xi, Xi+1, . . . , Xj−1, Xj), for any integer
time indeces i and j and for any stochastic or deterministic variable. ♠

14



ZjZj−1 Zj+1. . . . . .Z0

f0(·) fj−1(·|zj−1 )

Y0 YjYj−1 Yj+1

h( · | zj )

Figure 1.1: Diagram of the general state-space model defined by (1.1)-(1.2).

On the other hand, the observation process is a stochastic process(
Yj ; j ∈ N0

)
with state space Y ⊂ Rdy , where typically dy < dz. The

conditional density of the observation process is defined by

Yj

∣∣∣ (Z0:j = z0:j, Y0:j−1 = y0:j−1

)
∼ h( · | zj ), j ≥ 0, (1.2)

and a given realization of the observation process Y0:j = y0:j is called data.
Note that the second equation of (1.1), we implicitly make use of the for-

getting property of Markovian processes. In fact, it is implied that the random

variable Zj

∣∣∣ (Z0:j−1 = z0:j−1

)
only depends on the chain state at the previ-

ous time step Zj−1 = zj−1, and it does not depend on the preceding states
Z0:j−2 = z0:j−2.

In addition, we can rewrite (1.1) in the following alternative form{
p(z0) = f0(z0)

p(zj|z0:j−1) = fj−1(zj|zj−1),
(1.3)

where the Markov property consists in stating that p(zj|z0:j−1) = p(zj|zj−1).
Note that we just introduced a further notation which is used throughout
this text. Namely, whenever we write p(x) we intend the probability density
function of some random variable X (or, occasionally, its distribution), and
specifying p(x) = f(x) gives the exact functional form of the density function.
For conditional random variables, writing p(x|y) = f(x|y) means that the
two-arguments function f(x|y) is the density of the r.v. X | (Y = y).

Using the same notation, (1.2) can be rewritten as

p(yj|z0:j, y0:j−1) = h(yj|zj), (1.4)

where h(yj|zj) = p(yj|zj).
In Figure 1.1, we give a graphical representation of a general state-space

model. Such representation is given in the form of a directed acyclic graph

15



(DAG). For a formal definition and an introduction to DAGs see, for instance,
[102, Chapter 2]. The first row of nodes in the figure represents the signal

process
(
Zj ; j ∈ N0

)
, which we cannot observe directly. On the other hand,

the sequence of nodes at the bottom represents the observable data process(
Yj ; j ∈ N0

)
. The arrows pointing downward are labelled with the obser-

vation conditional density h( · | zj ), which links the signal variable Zj to the
corresponding observation Yj. Finally, the horizontal arrows represent the

Markovian transitions of the signal process
(
Zj ; j ∈ N0

)
.

In general, the aim of data assimilation is to use the information contained

in a given realization of the observation process
(
Yj = yj ; j ∈ N0

)
– which is

to say, to make use of the data – in order to infer information on the latent

signal process
(
Zj ; j ∈ N0

)
, which is not directly observable. Such layered

structure is what motivates the alternative name hidden Markov model for
state-space models.

Let us now consider some notable example of state-space models to which
we systematically refer to throughout this text.

Example 1.2 (Gaussian linear model).
A rather simple example of state-space model is the Gaussian linear model.

In such model, the signal space is the whole dz-dimensional hyperspace Z =
Rdz , and the signal model is given byZ0 ∼ N (µ0, C0)

Zj

∣∣∣ (Z0:j−1 = z0:j−1

)
∼ N (Mzj−1,Σz),

where M is a dz × dz matrix (i.e., a linear operator).
The observation model is defined by

Yj

∣∣∣ (Zj = zj

)
∼ N (Hzj,Γ),

where H is a dy × dz matrix mapping the signal space Z into the observation
space Y = Rdy .

We can reformulate such state-space model in the following way. Given a
Gaussian initial condition Z0 ∼ N (µ0, C0,), we define the stochastic dynamical
system

Zj = MZj−1 + εj, j > 0,

iteratively in time. The dynamical noise process
(
εj
)
j>0

is an independent

identically-distributed (i.i.d.) sequence with the first element distributed as

16



ε1 ∼ N (0,Σz) which is independent on the initial condition Z0. With such
alternative definition, conditioning on Zj−1 = zj−1, the Markovian dynam-
ics is given by the perturbation of the deterministic discrete-time map
gj−1(zj−1) = Mzj−1 plus the additive random noise εj.

In a similar fashion, the conditional density for an observation Yj can be
interpreted as the sum of the linear deterministic observation operator
H : Z −→ Y and a Gaussian measurement noise εj, i.e.

Yj = HZj + εj.

The measurement noise process
(
εj
)
j≥0

is an i.i.d. random sequence with

ε0 ∼ N (0,Γ), which is independent on both the initial condition Z0 and the
stochastic process

(
εj
)
j>0

.

In case of a Gaussian linear state-space model, both signal and observation
models are linear (i.e. gj−1 : Z −→ Z and H : Z −→ Y are linear operators).
In addition, the initial condition Z0, and the noise processes

(
εj
)
j>0

and
(
εj
)
j≥0

are all Gaussian random variables. Because of its analytical tractability, this
is a remarkable example which returns in the description of some DA methods
in the forthcoming chapters. ♣

The linear Gaussian model discussed above can be rather easily generalised
to its nonlinear counterpart, which is much more useful in practical applica-
tions.

Example 1.3 (Gaussian nonlinear model).
The Gaussian nonlinear state-space model has the same signal space Z =

Rdz as the previous linear SSM, but the deterministic discrete time map
gj−1(zj−1) and the deterministic observation operator H(zj) are now allowed
to be nonlinear functions.

A recursive definition for the signal dynamics isZ0 ∼ N (µ0, C0)

Zj

∣∣∣ (Zj−1 = zj−1

)
∼ N

(
gj−1(zj−1),Σz

)
,

(1.5)

where – as before – the dynamical noise process
(
εj
)
j>0

is an i.i.d. sequence

with ε1 ∼ N (0,Σz) independent on the initial condition Z0.
Also, the observation model is

Yj = H(Zj) + εj, (1.6)

where the measurement noise process
(
εj
)
j≥0

is an i.i.d. random sequence with

ε1 ∼ N (0,Γ), which is independent on both the initial condition Z0 and the
stochastic process

(
εj
)
j>0

.
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ZjZj−1 Zj+1. . . . . .Z0

µ0

C0

gj−1(zj−1)

Σz

Y0 YjYj−1 Yj+1

H(zj) Γ

Figure 1.2: DAG of the Gaussian nonlinear state-space model described in Exam-
ple 1.3

To be completely explicit, the analytical expression for the initial condition
probability density function (p.d.f.) is given by

f0(z0) =
1(

(2π)dz |C0|
)1/2

exp

(
− 1

2

∣∣z0 − µ0

∣∣2
C0

)
,

and, conditional on Z0:j−1 = z0:j−1, the signal model transition density has the
form of a Gaussian density with mean gj−1(zj−1) and covariance matrix Σz,
i.e.

fj−1(zj|zj−1) =
1(

(2π)dz |Σz|
)1/2

exp

(
− 1

2

∣∣zj − gj−1(zj−1)
∣∣2
Σz

)
.

Finally, conditional on Z0:j = z0:j, the observation model density is Gaussian
with mean H(zj) and covariance matrix Γ, namely

h(yj|zj) =
1(

(2π)dy |Γ|
)1/2

exp

(
− 1

2

∣∣yj −H(zj)
∣∣2
Γ

)
.

Note that in general, given a `× ` non-singular matrix A, throughout this text
we adopt the notation | · |A to indicate the A-induced norm on R`. Such norm
is defined by

|z|A =
√
zTA−1z,

for all z ∈ R`. ♣

Figure 1.2 illustrates the state-space model described in the last Gaussian
nonlinear case. As in Figure 1.1, the top row of nodes represents the hidden
signal process and the bottom sequence the observation process. Since this is
a Gaussian state-space model, only the mean and the covariance matrix of the

18



probability distributions are marked. In fact, the symbols at the top left corner
of the figure mean that the random initial condition is distributed according to
Z0 ∼ N (µ0, C0). The conditional transition distribution is Zj

∣∣(Zj−1 = zj−1

)
∼

N (gj−1(zj−1),Σz), and the conditional observation distribution is Yj
∣∣ (Zj =

zj
)
∼ N (H(zj),Γ). This concludes preliminary introduction to state-space

models.
In the next two chapters, we present in detail a series of data assimilation

algorithms which in Part III are applied to different models of neurobiological
activity. Note that the family of DA methods can be subdivided into two
main classes: the class of off-line smoothing algorithms, which we address in
Chapter 2, and the class of on-line filtering algorithms, discussed in Chapter 3.
We now proceed presenting the main features of each of these two groups, and
we introduce some notable examples for each class of algorithms. Note that
in both cases, we consider a fixed time horizon J ∈ N and the resulting finite
time window

{
0, . . . , J

}
. We hereafter refer to such discrete time interval as

the data assimilation time window.
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Chapter 2

Off-line smoothing methods

In this chapter, first we introduce the smoothing problem, and then we present
its negative-log formulation which applies to Gaussian state-space models.
Then, we present in detail two different methodologies which belong to the
class of smoothing methods: the Markov chain Monte Carlo (Section 2.1),
and the class of variational algorithms (Section 2.2). The latter is exempli-
fied in Section 2.2.2 by presenting the freely-available implementation of the
four-dimensional variational algorithm.

Considering a Bayesian framework, we present the smoothing problem
as follows. First, let us introduce the prior density p(z0:J). Such quantity
represents the prior knowledge that one can deduce from the signal model (1.1)
about the signal variable Z0:J . Taking advantage of the signal model definition
given in (1.3), the prior p(z0:J) can be explicitly computed as

p(z0:J) = p(zJ |z0:J−1)p(z0:J−1)

= p(zJ |zJ−1)p(z0:J−1)

= . . .

= p(z0)
J∏
j=1

p(zj|zj−1)

= f0(z0)
J∏
j=1

fj−1(zj|zj−1),

(2.1)

where we solely applied the Markov property while resorting to recursion.

It is somewhat customary to write the prior as

p(z0:J) = exp
(
− P(z0:J)

)
,
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where the negative-log prior P : ZJ −→ R is tautologically defined by

P(z0:J) := − log
(
p(z0:J)

)
. (2.2)

Hence, taking advantage of the homomorphy property1 of the logarithm func-
tion, (2.1) yields

P(z0:J) = − log
(
f0(z0)

)
−

J∑
j=1

log
(
fj−1(zj|zj−1)

)
.

Note that the above expressions are actually meaningful only when the prior
distribution is strictly positive on the whole signal state space, i.e. p(z0:J) > 0
for all z0:J ∈ ZJ+1.

Now, suppose we are given a set of data in the data assimilation time

window
{

0, . . . , J
}

, namely
(
Yj = yj ; j = 0, . . . , J

)
, a given realization of

the observation process. Then, the conditional density p(y0:J |z0:J) is called
the likelihood function (or simply the likelihood) and, using the observation
model definition (1.4), it can be computed as

p(y0:J |z0:J) = p(yJ |z0:J , y0:J−1)p(y0:J−1|z0:J)

= p(yJ |zJ)p(y0:J−1|z0:J)

= . . .

=
J∏
j=0

p(yj|zj)

=
J∏
j=0

h(yj|zj).

(2.3)

As for the prior, introducing the negative-log likelihood

L(z0:J ; y0:J) :=− log
(
p(yj|z0:J)

)
=−

J∑
j=0

log
(
h(yj|zj

)
,

(2.4)

the likelihood function is given by

p(y0:J |z0:J) = exp
(
− L(z0:J ; y0:J)

)
,

1If a, b > 0, then log(ab) = log(a) + log(b).
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where p(y0:J |z0:J) > 0, for all z0:J ∈ ZJ+1 and y0:J ∈ YJ+1.
Taking advantage of the likelihood function, the posterior smoothing den-

sity p(z0:J |y0:J) can be computed applying the Bayes’ formula

p(z0:J |y0:J) =
p(y0:J |z0:J)p(z0:J)

p(y0:J)
. (2.5)

Remark 2.1. Thinking of the smoothing density as a function of the signal
z0:J 7−→ p(z0:J |y0:J), the denominator p(y0:J) of the right hand side (r.h.s.)
of (2.5) can be thought as a normalizing constant which can be easily com-
puted integrating z0:J out of numerator. In fact, since the smoothing density
p(z0:J |y0:J) has unitary mass, p(y0:J) =

∫
ZJ+1 p(y0:J |z0:J)p(z0:J) dz0:J . Because

of such observation, Bayes’ formula is often written in the alternative form

p(z0:J |y0:J) ∝ p(y0:J |z0:J)p(z0:J), (2.6)

which reads: “the posterior distribution is proportional to the prior distribution
times the likelihood”.

However, the computation of the normalizing constant in (2.6) can be
computationally expensive in practice, especially when the state space is high-
dimensional. This is the case, for instance, whenever the signal is high dimen-
sional (large dz) or for long temporal windows (large J). In such situations, it
can be inefficient to compute or sample directly the exact smoothing distribu-
tion. Precisely this reason motivates the need of smoothing algorithms capable
of approximating the smoothing distribution. ♠

In conclusion, the posterior density for the smoothing problem set by (1.1)
and (1.2) is given by

p(z0:J |y0:J) ∝

prior︷ ︸︸ ︷
f0(z0)

J∏
j=1

fj−1(zj|zj−1)

likelihood︷ ︸︸ ︷
J∏
j=0

h(yj|zj) . (2.7)

In addition, defining the negative-log smoothing density as

S(z0:J ; y0:J) :=− log
(
p(z0:J ; y0:J)

)
= P(z0:J) + L(z0:J ; y0:J) + const.

(2.8)

the smoothing density can be written as

p(z0:J |y0:J) = exp
(
− S(z0:J ; y0:J)

)
. (2.9)
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Since – as mentioned in Remark 2.1 – normalizing constants are often not
relevant in our discussion, in the rest of this text the we will omit the additive
constant appearing in (2.8). Furthermore, it will be always implied that the
definitions for the neg-log prior (2.2) and the neg-log likelihood (2.4) hold up
to additive constants.

Such expressions for the prior, the likelihood, and smoothing distribution
in negative-log form are mostly useful in case of Gaussian probability densities,
as we show in the following example.

Example 2.2 (Smoothing distribution in the Gaussian case).

In the Gaussian nonlinear state-space model presented in Example 1.3, the
prior density is given by

p(z0:J) = f0(z0)
J∏
j=1

fj−1(zj|zj−1)

∝ exp

(
− 1

2

∣∣z0 − µ0

∣∣2
C0

) J∏
j=1

exp

(
− 1

2

∣∣zj − gj−1(zj−1)
∣∣2
Σz

)

∝ exp

(
− 1

2

∣∣z0 − µ0

∣∣2
C0

)
exp

(
− 1

2

J∑
j=1

∣∣zj − gj−1(zj−1)
∣∣2
Σz

)

∝ exp

(
− 1

2

∣∣z0 − µ0

∣∣2
C0
− 1

2

J∑
j=1

∣∣zj − gj−1(zj−1)
∣∣2
Σz

)
.

Thus, the negative-log prior defined in (2.2) in the Gaussian case is

P(z0:J) =
1

2

∣∣z0 − µ0

∣∣2
C0

+
1

2

J∑
j=1

∣∣zj − gj−1(zj−1)
∣∣2
Σz
. (2.10)

On the other hand, the likelihood function writes

p(y0:J |z0:J) =
J∏
j=0

h(yj|zj)

∝
J∏
j=0

exp

(
− 1

2

∣∣yj −H(zj)
∣∣2
Γ

)

∝ exp

(
− 1

2

J∑
j=0

∣∣yj −H(zj)
∣∣2
Γ

)
,

24



or, equivalently, it is given by p(y0:J |z0:J) = exp
(
− L(z0:J ; y0:J)

)
, where

L(z0:J ; y0:J) =
1

2

J∑
j=0

∣∣yj −H(zj)
∣∣2
Γ
. (2.11)

In conclusion, the smoothing density is given by (2.9), where

S(z0:J ; y0:J) =
1

2

∣∣z0 − µ0

∣∣2
C0

+
1

2

J∑
j=1

∣∣zj − gj−1(zj−1)
∣∣2
Σz

+
1

2

J∑
j=0

∣∣yj −H(zj)
∣∣2
Γ

(2.12)
♣

Smoothing algorithms are off-line inference methods, which is to say that
we need to condition over the whole dataset in order to infer information on the
signal Zj at any time step j. In fact, once the smoothing density p(z0:J |y0:J)
is known, its marginal distribution can also be computed by integration with
respect to all other variables

p(zj|y0:J) =

∫
ZJ
p(z0:J |y0:J) dz0:j−1 dzj+1:J . (2.13)

The above expression contains the whole information on Zj which can be drawn
from the dataset Y0:J = y0:J . However, it should be emphasised that in (2.13),
in order to obtain information on the signal at time j, we also condition on
“future” data yj+1, yj+2, . . . , yJ .

Being an off-line method is not normally a flaw. On the contrary, since even
future point of the trajectory are used, using a smoothing algorithm is usually
very effective in most cases. However, conditioning on the whole dataset at
each time step is often computationally expensive and results in large CPU
time even for relatively small problems, as we show in [169].

In addition, the off-line approach may be problematic whenever the esti-
mation procedure should be performed “on the fly”, as data arrive. This is the
case, for instance, in weather forecast applications: at the present day, when a
new atmospheric measurement is recorded, one wishes to run a new inference
step while preserving the estimation made the day before. In such situations,
whenever a new datum is available, off-line methods need to run the algorithm
with a new augmented dataset from scratch. On the contrary, it is possible to
tackle the estimation of the posterior distribution p(z0:J |y0:J) one time-step at
the time, by taking advantage of on-line algorithms constructed in a sequen-
tial manner. Such algorithms are commonly called filtering methods and they
are discussed in detail in the next chapter.
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But first, we continue our presentation of smoothing methods by intro-
ducing some classical algorithms. In particular, we focus on two families of
methods: the Markov chain Monte Carlo methodology, introduced in the fol-
lowing section, and the variational methodology, discussed in the subsequent
Section 2.2. For each one of these two approaches, we illustrate some specific
examples and give the complete algorithm in the case of Gaussian nonlinear
model.

2.1 The Markov chain Monte Carlo method-

ology

We now present the Markov chain Monte Carlo (MCMC) methodology, which
can be applied to approximate any given probability distribution π on a given
state space X ⊂ R`. As a consequence, in the current section we drop the
terminology established for the smoothing problem and only refer to a general
probability density π, so to stress the generality of such methodology. Its
application to the smoothing problem is easily recovered by taking π to be the
smoothing density p(z0:J |y0:J).

The core idea of Markov chain Monte Carlo methods is to consider a
discrete-time Markov chain

(
X(n)

)
n≥0

, with state-space X ⊂ R` and transi-

tion kernel2 K(x, dx̂), which admits the target distribution π as an invariant
distribution3. Such a Markov chain is particularly useful, as it can be proved
that under standard ergodic assumptions on

(
X(n)

)
n≥0

, the chain distribution

converges to the (unique) invariant distribution, independently of the initial
configuration.

In the general setting of a discrete-time Markov chain with uncountable
state space, the typical standard ergodic assumptions are related to the
following properties:

i) irreducibility (from any state there is a positive probability to reach
any other state);

ii) being recurrent (in average, the chain visits any possible state an infi-
nite number of times);

iii) being aperiodic (there is no cyclic structure in the chain trajectories).

2See [179, Definition 4.2.1] for a formal definition of transition kernel for Markov chains.
3See [179, Definition 4.5.1].
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We do not provide a precise mathematical definition of such three properties,
but the reader may refer to [179, Definition 4.3.1], [179, Definition 4.4.5, Defi-
nition 4.4.8], and [179, definitions at page 150], respectively. In addition, refer
to [179, Theorem 4.6.5] for a rigorous list of the hypothesis guaranteeing con-
vergence to the invariant distribution in case of countable state space, and to
[156, Chapter 13] for a rigorous proof in case of general state space.

Note that the name ergodic for (i)-(iii) is due to the fact that, under
such hypotheses, not only the Markov chain is asymptotically distributed as
the invariant distribution, but it also satisfies the following ergodic property.
Let

(
X(n)

)
n≥0

be a discrete-time X -valued Markov chain with π as invariant

distribution. Then,
(
X(n)

)
n≥0

is said to be ergodic if for all π-integrable

functions4 ϕ : X −→ R, the limit

1

N

N−1∑
n=0

ϕ(X(n))
N→∞−−−→

∫
X
ϕ(x)π(dx), (2.14)

holds for π-almost every (a.e.) initial condition X(0) = x(0).

Such property can be summarised saying that, for ergodic Markov chains
time averages – left hand side (l.h.s.) of (2.14) – and space averages – the
r.h.s. – are exchangeable for large N .

Remark 2.3. The ergodic theorem is the result stating the sufficient con-
ditions (usually, irreducibility and being recurrent) which guarantee that a
Markov chain is ergodic. First, it has been proved by in the context of dif-
ferential dynamical systems on closed manifolds by G. Birkhoff [24]. However,
in modern literature it is usually justified invoking the Law of large numbers,
with the Central limit theorem providing the convergence rate.

We do not explicitly state such result nor we specify its hypotheses as a
complete dissertation on the mathematical foundations of MCMC methods goes
beyond the scope of this thesis. In particular, note that we did not even in-
dicate the type of convergence in (2.14). For further details on the ergodic
theorem and details on its proof see, for instance, [179, Theorem 4.7.4, Propo-
sition 4.7.5]. ♠

Along with the result of convergence to the invariant distribution, the er-
godic property is the fundamental theoretical tool for MCMC methods. In-
deed, suppose you built a Markov chain

(
X(n)

)
n≥0

admitting π as invariant
distribution. Then, under the ergodic theorem hypotheses, if we approximate

4That is for all ϕ ∈ L1(π).
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the target distribution π with the corresponding finite-N time average,∫
X
ϕ(x)π(dx) ≈ 1

N

N−1∑
n=0

ϕ(X(n)), (2.15)

we make an error of order O(N−1/2) (cfr. the Central limit theorem).

Remark 2.4. Note that the l.h.s. of (2.15) is nothing but the expected value
of a random variable ϕ(X), where X ∼ π. Since ϕ is a general function, such
Monte Carlo approximation enables the computation of any relevant quan-
tity concerning the target distribution π. For instance, for all events A, set-
ting ϕ(X) = 1A(X) returns the probability of the event π(A); considering
ϕ(X) = X, we obtain the expected value of a random variable (r.v.) dis-
tributed according to π; taking ϕ(X) = |X − E[X]|2 gives its variance, and so
on and so forth. ♠

In general, given a probability distribution π, one can build a Monte Carlo
approximation by drawing N i.i.d. samples from X(n) ∼ π. Once this ensemble
of particles {x(n)}Nn=1 has been drawn, the Monte Carlo approximation of
the distribution π

π̂N =
1

N

N∑
n=1

δx(n) (2.16)

is available as well. Such approximation is basically an equally weighted sum of
Dirac masses centred on the samples, with the convenient property of having
a discrete support. In addition, it is a notion of paramount importance for
state-of-the-art DA methods. In particular, in the next chapter we will see
that particle filtering methods (Section 3.2) extensively exploit the discrete-
support property of Monte Carlo approximations.

However, whenever the target distribution π is unknown, it is not possible
to directly draw its samples. Markov chain Monte Carlo methods overcome
such difficulty by building a Markov chain (from which, the “Markov chain”
in MCMC) which is asymptotically distributed as the target distribution, in
order to obtain a Monte Carlo approximation π̂N of π (hence, the “Monte
Carlo” in MCMC).

There are many different MCMC methods which can be employed in order
to approximate a given target distribution. A notable example is the Gibbs
sampler which can be used, for instance, to approximate the joint posterior
distribution of the unknown mean and the unknown covariance matrix of a
multivariate normal r.v. (see [90, Section 7.4]). However, in the data assimi-
lation community, the most popular MCMC methods are those belonging to
the family of Metropolis-Hastings methods.
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2.1.1 The Metropolis-Hastings framework

In Metropolis-Hastings (MH) algorithms, the Markov Chain Monte Carlo(
X(n)

)
n≥0

which approximates the target distribution π is built according to
the following procedure.

Suppose that at time n − 1, the chain is in the state X(n−1) = x. First, a
conditional transition density q(x̂|x) has to be selected. Such density is called
the proposal density and it characterises the distribution of X̂ ∼ q( · |x ), the
proposed new state of the chain at time n. Now, suppose the Markov chain
identified by the transition kernel K(x, dx̂) = q(dx̂|x) satisfies the detailed
balance equation with respect to the target distribution π, i.e.

π(x)K(x, x̂) = π(x̂)K(x̂, x). (2.17)

Then, since the detailed balance guarantees that the Markov chain with tran-
sition kernel K(x, dx̂) = q(dx̂|x) admits π as unique invariant distribution5 we
constructed our desired MCMC.

Unfortunately, without specific assumptions on the proposal density, q and
π are not in detailed balance, and there exist x and x̂ in X such that

π(x)q(x̂|x) < π(x̂)q(x|x̂). (2.18)

As a consequence, the proposal distribution has to be adjusted in order for
(2.17) to hold. In practice, the possibility for a proposed move to be rejected
should be included.

To this end, the transition kernel K can be built by introducing the function
m(x, x̂). For x 6= x̂, m(x, x̂) is defined as the multiplication of the proposal
density q(x̂|x) by the acceptance density a(x, x̂), the probability of accepting
a given proposed move from x to x̂ when updating the Markov chain. On the
other hand, m(x, x̂) is arbitrarily set to zero if x = x̂. Then, we consider a
transition kernel K of the form

K(x, dx̂) = m(x, x̂) dx̂+

(
1−

∫
m(x, x̂′)dx̂′

)
δx(dx̂), (2.19)

where δx(dx̂) is the Dirac measure defined by δx(dx̂) = 1 if x ∈ dx̂ and zero
otherwise and, as a consequence, the probability of remaining in state x is
1−

∫
X m(x, x̂′)dx̂′.

Now, let us fix x and x̂ with x 6= x̂. If (2.18) holds, it means that the
detailed balance is broken because the sampling from q results in too many

5In fact, integrating (2.17) with respect to x̂ yields π(x) =
∫
π(x̂)K(x̂, x) dx̂, that is to

say, the distribution π is invariant under the transition kernel K.
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moves from x̂ to x. Hence, all moves in the opposite direction should be
accepted (i.e. a(x, x̂) = 1). On the other hand, enforcing (2.17) yields

π(x̂)q(x|x̂)a(x̂, x) = π(x)q(x̂|x)a(x, x̂)

= π(x)q(x̂|x),

from which one obtains a(x̂, x) = π(x)q(x̂|x)
π(x̂)q(x|x̂)

in case π(x̂)q(x|x̂) > 0. On the

contrary, if π(x̂)q(x|x̂) = 0, (2.18) implies π(x)q(x̂|x) = 0, which means that
q is already in detailed balance with π and a(x̂, x) can be set to one. If (2.18)
holds with opposite sign, we essentially get the same expression for a(x̂, x).

In conclusion, the resulting probability of accepting a given move from state
x to state x̂ is6

a(x, x̂) = 1 ∧ π(x̂)q(x|x̂)

π(x)q(x̂|x)
,

where we assume a(x, x̂) = 1 if the denominator π(x)q(x̂|x) is zero.

To sum up, MH methdos work as follows. We choose a proposal distribution
q(dx̂|x) and initialise the Markov chain Monte Carlo

(
X(n)

)
n≥0

by drawing the

initial state X(0) = x(0) from a given initial distribution p(dx(0)). Then, at
step n > 0, draw a proposed new state X̂ = x̂ from the proposal distribution
q( · |x(n−1) ). Finally, set the new state of the chain according to the acceptance
probability, namely

X(n) =

{
x̂ with probability a(x, x̂)

x(n−1) with probability 1− a(x, x̂),
(2.20)

and then iterate over n.

Of course, there are assumptions on the target distribution π and the pro-
posal distribution q(dx̂|x) that one should check in order to guarantee that the
Markov chain Monte Carlo defined above actually converges to π. In brief, the
main assumption is that the support of π is contained in the support of the
proposal kernel q

suppπ ⊂
⋃

x∈suppπ

q( · | x ). (2.21)

For further details we refer to [179, Theorem 6.2.3]

Clearly, each choice of proposal distribution q(x̂|x) results in different algo-
rithms. We now briefly present two subclasses of these algorithms and specify
two examples in the case of smoothing distribution estimation.

6We adopt the notation ∧ for the minimum operator, namely x ∧ y := min{x, y}

30



Independent samplers

A notable subclass of MH methods is the family of independent samplers,
whose name stems from the choice of a proposal distribution that is indepen-
dent on the current state of the chain, i.e. q(x̂|x) = q(x̂). In this case the
acceptance probability has the form

a(x, x̂) = 1 ∧ π(x̂)q(x|x̂)

π(x)q(x̂|x)

= 1 ∧ π(x̂)q(x)

π(x)q(x̂)
.

Let us return to the original smoothing problem for the state-space model
defined by (1.1)-(1.2) for a moment. Recall that in this case the target distri-
bution π is the smoothing density p(z0:J |y0:J). For the sake of readability, in
this description we drop the subscript notation, i.e. we write z = (z0, . . . , zJ)
and y = (y0, . . . , yJ) instead of z0:J and y0:J , respectively.

If we choose the prior computed in (2.1) as symmetric proposal distribution,
it follows from (2.7) that

a(z, ẑ) = 1 ∧ p(ẑ|y)p(z)

p(z|y)p(ẑ)

= 1 ∧ p(ẑ|y)

p(ẑ)

p(z)

p(z|y)

= 1 ∧ p(y|ẑ)

p(y|z)

= 1 ∧
∏J

j=0 h(yj|ẑj)∏J
j=0 h(yj|zj)

.

(2.22)

The quotient in the last line is the ratio between the likelihood of the two
points. Note that, since the proposal only takes information from the prior,
the accept/reject step is only based on the likelihood: if the likelihood of the
proposed move p(y|ẑ) is larger than the likelihood at the current state p(y|z)
the move is accepted with probability one; if the likelihood decreases, the move
is accepted with probability smaller than one.

Finally, in the sub-case of Gaussian nonlinear model (Example 1.3), the

proposal distribution is given by q(ẑ|z) = q(ẑ) ∝ exp
(
− P(ẑ)

)
, where P is

defined in (2.10). The expression for the acceptance probability is then

a(z, ẑ) = 1 ∧ exp
(
L(z)− L(ẑ)

)
,
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with L defined in (2.11). In such Gaussian case, when the proposed likelihood
decreases i.e. L(ẑ) < L(z), we also have that the acceptance probability decays
exponentially with the difference of the log-likelihoods.

Random walk Metropolis methods

Another subclass of MH methods is the family of Metropolis algorithms
[155] which results from choosing a symmetric proposal distribution q(x̂|x) =
q(x|x̂). As a consequence, the acceptance probability is given by

a(x, x̂) = 1 ∧ π(x̂)q(x|x̂)

π(x)q(x̂|x)

= 1 ∧ π(x̂)

π(x)
.

Example 2.5. In case the state space of the Markov chain is X = R`, an
example of symmetric proposal is q( · | x ) = N (x,C), where C is a posi-
tive definite covariance matrix. Such choice results in a proposal X̂ that is
a Gaussian deviation from the state of the chain at the preceding time step,
i.e. X̂ = X(n−1) + D, where D ∼ N (0, C). Because of this form, Metropolis
algorithms are also called random-walk Metropolis methods.

A possible alternative is to choose a deviation variable D that is uniformly
distributed on a neighbourhood of the origin, such as D ∼ U

(
[−c, c]`

)
, for

some c > 0. ♣

Once again, let us specify the acceptance probability in the case of the
smoothing problem for the nonlinear state-space model defined in Example 1.3.
In such case we have

a(z, ẑ) = 1 ∧ exp
(
S(z; y)− S(ẑ; y)

)
,

where S – the neg-log smoothing density – is defined in (2.8). Such expression
signifies that, whenever a proposed move increases S( · ; y) the move is accepted
with an acceptance probability which decays exponentially with the size of the
decrease; on the other hand, it is accepted with probability one any move which
decreases the negative-logarithm of the smoothing distribution, i.e. such that
S(ẑ; y) < S(z; y).

Unlike the case of the independence sampler, in case of Metropolis sampler
the acceptance probability is influenced by both the prior and the likelihood.
On the other hand the proposal step in Metropolis algorithms is nothing but
a random walk in the state space. As a consequence, the accept/reject step
bears the whole burden of biasing the moves towards maxima of the smoothing
density.
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More on MCMCs

There are, of course, a number of MCMC methods which can be used in
practice, both within and outside the MH class. In addition, there are many
technical issues that should be addressed in order to successfully apply MCMC
methods to real-life problems, such as the common practice of burn-in –
throwing the first states of the Markov chain in order to have a Monte Carlo
approximation that is independent of its initial distribution p(x(0)) – or the

thinning procedure (extracting a sub-chain
(
X(kp)

)K
k=1

for p ∈ N fixed, so
that the resulting particles are uncorrelated). However, going through the
details of practical implementation of MCMC goes beyond the scope of this
work. We refer to [90] and [179] for further details on this topic.

We now move to introducing the philosophy motivating variational meth-
ods, and to illustrate a specific implementation of such approach.

2.2 Variational methods

The MCMC methodology we just introduced extensively resort to Monte Carlo
sampling. Unfortunately, whenever the target random variable is defined over
a large-dimensional space, sampling a sufficient number of particles can be
very demanding from a computational point of view. This is precisely the
case for the smoothing problem relative to general state-space model ((1.1)
and(1.2)), where the target distribution is the smoothing density p(z0:J |y0:J).
Here, resorting to MCMC methods means sampling (J + 1)dz-dimensional,
ZJ+1-valued random variables. Whenever there are many observation (i.e. J
is large), such space is very large indeed, and Monte Carlo sampling can incur
in the so-called curse of dimensionality [21, Section 5.16]. For the sake of
readability, in this section we drop the subscript notation: whenever it is not
differently specified, x stands for x0:J for any variable x = z, y.

For such reason, an appealing alternative is to focus on locating a few
highly-representative samples of the target distribution, and characterise the
target distribution only via these few samples. Typically, the standard ap-
proach is to locate the peaks of the target probability density, namely to solving
the optimisation problem

z∗ = argmax
z∈ZJ+1

{
p(z|y)

}
. (2.23)

Since this is a problem of locating stationary points of a given function, such
techniques are called variational methods.

Note that, from a probabilistic point of view, the corresponding maximum
points identify the modes of the target distribution, i.e. the states with highest
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probability. Besides, in the statistics literature the estimator z∗ of the random
variable Z | (Y = y) defined in (2.23) is called a maximum a posteriori
(MAP) estimate. Indeed, it is the maximum point of the posterior distribution
p(z|y) ∝ p(y|z)p(z). As a comparison, consider that other notable statistical
estimators include the conditional mean z∗ = E[Z|Y ] =

∫
ZJ+1 zp(z|y) dz,

and the maximum likelihood (ML) estimate

z∗ = argmax
z∈ZJ+1

p(y|z).

Note that, technically speaking the latter is not a Bayesian estimator be-
cause it uses no prior distribution in the estimation procedure. Instead, it just
maximises the likelihood function z 7−→ L(z; y) = p(y|z), for a fixed dataset
y. Finally, in the weather forecasting literature, this method is referred to
as 4DVAR, where VAR stands for variational [196, 197]. In fact, models
of atmospheric dynamics usually involve three spatial dimensions evolving in
time. Hence, solving (2.23) means maximizing a function defined in the four-
dimensional spatio-temporal space, from which the 4D in 4DVAR.

Remark 2.6. Notice that, the argmax function is invariant for positive scal-
ing7. As a convenient corollary, such invariance allows one to neglect any
normalizing constant in the smoothing distribution. For instance, the Bayes’
theorem (2.6) can be invoked and the optimisation problem argmax{p(y|z)p(z)}
can be solved instead of argmax{p(z|y)}, completely disregarding the normal-
ization constant. ♠

Recall from (2.8) that the negative-log smoothing density is defined as

S(z; y) := − log
(
p(z|y)

)
. In light of the last remark, the maximization prob-

lem (2.23) can be turned into the equivalent minimization problem

z∗ = argmin
z∈ZJ+1

{
S(z; y)

}
. (2.24)

Indeed, by definition of S(z; y) we have that p(z|y) = exp
(
− S(z; y)

)
, and

the function x 7→ exp(−x) is strictly decreasing.
As an example, we now show that in case of linear Gaussian state-space

model, the negative-log smoothing density has a single minimum point which
can be computed analytically.

7i.e. argmax{f(z)} = argmax{cf(z)}, for all c > 0
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Example 2.7 (The Kalman smoother).
Consider the case of a Gaussian linear state-space model as the one defined

in Example 1.2. Since in the linear case the deterministic discrete-time map is
gj−1(zj−1) = Mzj−1, and the deterministic observation operator H(zj) = Hzj,
the negative-log smoothing distribution (2.12) writes

S(z; y) =
1

2

∣∣z0 − µ0

∣∣2
C0

+
1

2

J∑
j=1

∣∣zj −Mzj−1

∣∣2
Σz

+
1

2

J∑
j=0

∣∣yj −Hzj∣∣2Γ.
We observe that this is a convex quadratic form in the signal variable z =
(z0, . . . , zJ) ∈ R(J+1)dz . In particular, it can be written as

S(z; y) = |z − µ|2Σ + c,

where µ ∈ R(J+1)dz , Σ is a
(

(J + 1)dz

)
×
(

(J + 1)dz

)
matrix, and c is a scalar.

As a consequence, the unique solution of the minimization problem (2.24) in
the linear-Gaussian case is z = µ.

Specifically, the form of the covariance tridiagonal block matrix is

Σ =


Σ1,1 Σ1,2

Σ2,1 Σ2,2 Σ2,3

. . . . . . . . .
. . . . . . ΣJ,J+1

ΣJ+1,J ΣJ+1,J+1

 ,

where the dz × dz diagonal blocks are given by Σ1,1 = C−1
0 +MTΣ−1

z M , Σjj =
HTΓ−1H+MTΣ−1

z M +Σ−1
z , for j = 2, . . . , J , and ΣJ+1,J+1 = HTΓ−1H+Σ−1

z .
For j = 1, . . . , J , the upper diagonal blocks have the form Σj,j+1 = −MTΣ−1

z ,
whereas the lower diagonal blocks are Σj+1,j = −Σ−1

z M . On the other hand,
the mean µ ∈ R(J+1)dz is given by Σµ = b, where b = (b1, . . . , bJ+1) with b1 =
C−1

0 µ0 and, for j = 2, . . . , J + 1, bj = HTΓ−1yj−1. Consult [134, Theorem 3.1],
for a justification of such expressions.

The method described in this example goes under the name of Kalman
smoother (KS), and it provides the exact solution of the minimization prob-
lem (2.24) in case of Gaussian linear SSM. ♣

We highlight that without specific assumption on the signal and observation
model, uniqueness of the solution of (2.23) cannot be guaranteed. Then, the
smoothing density has in general multiple maxima and, in principle, one should
locate all these maxima to have a good estimator.
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In addition, a remarkable property of the Gaussian linear problem discussed
in the above example is that the solution of (2.23) can be expressed in closed-
form. This is no longer true as soon as the signal model (or the observation
model) is nonlinear. In practice, in case of a general state-space model, (2.23)
has to be maximised numerically.

Remark 2.8. There is a vast and mature literature on numerical optimisation,
and the choice of a suitable algorithm for a given optimisation problem depends
on the properties of the objective function which is being minimised/maximised.
For instance, convexity of the objective function is usually a desirable prop-
erty for which a well-established family of classic methods is available [28]. In
case of non-convex objective function, further classic optimisation algorithms
include derivative-based algorithms (e.g., gradient descent/ascent meth-
ods, conjugate gradient methods, Newton methods, etc. [163]). In addition,
metaheuristic methods which are becoming more and more popular in the last
decades include evolutionary and genetic algorithms (consult [64] and
the bibliographical survey [16] for further information), as well as the family
of particle swarm optimisation methods [62, 168] ♠

Here, we do not delve further into the details of numerical optimisation
methods that can be used to implement 4DVAR. Instead, we just introduce
the related path-integral formalism for the nonlinear Gaussian model (Exam-
ple 1.3) as presented by H. Abarbanel in [12]. As a practical application, we
present and discuss the theoretical properties of minAone, the 4DVAR imple-
mentation proposed by Abarbanel and collaborators.

2.2.1 The path integral framework

As discussed in Remark 2.4, for a given class of functions ϕ, integrals of the
form ∫

ϕ(z)π(dz),

fully characterise a given probability distribution π(dz). In particular, setting
the target distribution to be the posterior smoothing distribution p(z|y) of
the Gaussian nonlinear problem defined in Example 1.3 , the characterizing
integral writes

E[ϕ(Z)|Y = y] =

∫
ϕ(z) exp

(
− S(z; y)

)
dz∫

exp
(
− S(z; y)

)
dz

. (2.25)
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We recall that such integrals are over the signal process path space ZJ+1, as
we are employing the notation z = z0:J , so that dz = dz0 · · · dzJ . This is the
reason why [12] refers to integral (2.25) as the path integral. In addition,
S(z; y) is called the action, in analogy to the quantum-physics terminology.

As we discussed in the previous section, the aim is to approximate the
action S(z; y) in order to obtain an approximation of the smoothing distribu-
tion p(z|y) ∝ exp

(
− S(z; y)

)
. In Example 2.2, we showed that S(z; y), the

negative-log smoothing density, has the form

S(z0:J ; y0:J) =
1

2

∣∣z0 − µ0

∣∣2
C0

+
1

2

J∑
j=1

∣∣zj − gj−1(zj−1)
∣∣2
Σz

+
1

2

J∑
j=0

∣∣yj −H(zj)
∣∣2
Γ
.

In what follows, we also assume that the covariance matrices are all diagonal,
i.e. Σz = σ2Idz , and Γ = γ2Idy . In addition, we consider that the observation
operator is the linear projection on the first dy components of the signal zj ∈ Z
(it could actually be any projection on dy components, not necessarily the first
ones). In practice, H is assumed to be linear, i.e. H(zj) = Hzj where in the
r.h.s H is a block dy × dz matrix H = [Idz , 0]. Hence, we obtain

S(z; y) =

P(z)︷ ︸︸ ︷
1

2σ2

J∑
j=0

∣∣zj − gj−1(zj−1)
∣∣2 +

L(z;y)︷ ︸︸ ︷
1

2γ2

J∑
j=0

∣∣yj −Hzj∣∣2, (2.26)

where we set g0(z−1) ≡ µ0 and C0 = Σz in order to simplify the problem. In
such way, the negative-log prior P(z) has both the initial condition and the
time-evolution term pooled in a single sum.

Equation 2.26 highlights that the process of minimizing S(z; y) involves
a trade-off between minimizing the negative-log prior density P(z) (respon-
sible for the dynamical evolution) and the minimization of the negative-log
likelihood L(z) (responsible for the data-fitting). In fact, we a have a sort of
a weighted sum, in which the two weights 1

σ2 and 1
γ2

determine the relative
importance of the prior, and the likelihood term, respectively. To further sim-
plify the notation, in what follows we omit the dependence of the negative-log
smoothing distribution on the data y, i.e. we write S(z) instead of S(z; y).

We now introduce the algorithm minAone, which was first presented in [12]
and then improved and discussed in [219, 220]. We do so in a formal manner,
in the sense that we do not state explicitly the hypothesis one should make on
S(z) in order to justify all the computation we perform.
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2.2.2 minAone

As in 4DVAR, the core idea of minAone is to locate the global minimum of the
action S(z). However, as a consequence of possibly high nonlinearity in the
discrete-time map gj−1(zj−1), the action S(z) may have many local minimums(
z(0), z(1), z(2), . . .

)
. This implies that a direct minimization of the action might

be very sensitive to the initial guess in the optimisation algorithm.
We here assume that the minimizing paths

(
z(i)
)
i

are sorted increasingly
with respect to the action values, i.e.

S(z(0)) < S(z(1)) < . . . . (2.27)

With this specification, z(0) is the global minimum point of the action, z(1) is
the second smallest local minimum etc.

In minAone, the problem of having many local minimums is overcome by
considering the dynamical model error σ2 as a scalable parameter. In general,
a large σ2 value would reflect the belief that the signal model is inaccurate.
On the other hand, a small σ2 value represents a small dynamical noise, and
it shows a good confidence in the signal model.

In fact, if we set 1
σ2 = 0 (corresponding to a infinitely inaccurate signal

model, σ2 →∞), there is no influence of P(z) on the action, which is only given

by the likelihood term, i.e. S(z) = 1
2

∑J
j=0

(
|yj−Hzj |

γ

)2

. Hence, in case 1
σ2 = 0,

all the minimum points of the action z(i) = (z
(i)
0 , . . . , z

(i)
J ) have the first dy

components equal to those of y, while the remaining dz−dy components are free
parameters. As 1

σ2 increases (or equivalently σ2 decreases), the relative weight
of the prior signal-model part of the action increases too. As a consequence
the nonlinearity of the problem manifests, and many local minimums arise.

The proposal of minAone is to consider

1

σ2
= Rf0α

β,

for α > 1, β ≥ 0 and small Rf0 < 1, and then, solve the minimization problem

argmin
z∈R(J+1)dz

{
Rf0α

β

2

J∑
j=0

∣∣zj − gj−1(zj−1)
∣∣2 +

1

2γ2

J∑
j=0

∣∣yj −Hzj∣∣2}, (β-prob)

in an iterative manner, for β = 0, 1, 2, . . . , βmax.
In practice, suppose that we solved (β-prob) for β = β1 with N independent

runs of a suitable iterative numerical optimisation algorithm, obtaining a series
of solutions z

(i)
β1

, for i = 1, . . . , N . Then, the i-th instance of (β-prob) for
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Figure 2.1: Courtesy of Jingxin Ye. Evolution of N = 100 minimums of the action
of the Lorenz96 Gaussian problem for α = 2 β = 0, . . . , βmax = 29. The red dashed
lines represent the confidence interval of the χ2 distribution. Source: minAone build
pack, available at the web page [2].

β = β1 + 1 is initialised with z
(i)
β1

. In this way we track the evolution of the

action minimums found for 1
σ2 ≈ 0, by gradually increasing 1

σ2 and using at
each step a consistent initial guess. Eventually, when the precision 1

σ2 is very
large, the signal model is essentially deterministic.

In [219], it was empirically shown that, in many examples, the cloud of N
minimal action values in the β − S plane often presents a bifurcation in the
large-β region. As shown in Figure 2.1, a large number of local minimums
gradually moves away from a single absolute minimum. This means that the

prior part of the action 1
2

∑J
j=0

(
|zj−gj−1(zj−1)|

σ

)2

is zero independently of σ,

which can only be explained if the minimizing path – corresponding to the
absolute minimum – fundamentally matches the model dynamics.

Such observation also allows one to give an estimate of the action abso-
lute minimum. Indeed, P(z) ≈ 0 means that the action value is only given

by the remaining likelihood part, i.e. S(z) ≈ 1
2

∑J
j=0

(
|yj−Hzj |

γ

)2

. Since the

normalised random variable
yj−Hzj

γ
follows a standard dy-dimensional nor-

mal distribution N (0, Idy), then
(
|yj−Hzj |

γ

)2

follows a χ2(dy)-distribution, and∑J
j=0

(
|yj−Hzj |

γ

)2

∼ 1
2
χ2
(

(J + 1)dy

)
, a scaled chi squared distribution with

(J + 1)dy degrees of freedom. The latter r.v. has mean (J+1)dy
2

and stan-
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dard deviation
√

(J + 1)dy, so that the absolute minimum lays in the interval[
(J+1)dy

2
−
√

(J + 1)dy,
(J+1)dy

2
+
√

(J + 1)dy

]
with high probability8.

On the contrary, if in the large-β regime one finds an absolute minimum
which is far from the confidence interval, then it is a hint that the signal model
does not capture the data dynamics.

The actual Python source code for minAone is available at Jingxin Ye’s
github web page [2]. Such implementation makes use of the interior point
optimiser IPOPT [211], which is publicly available at the web page [3]. Also,
a series of Python scripts implemented by Bryan Toth are employed in order
to automatically build the action function of a given differential model of the
signal, along with its partial derivatives [198].

An overview of the methods introduced in this chapter is illustrated in the
r.h.s. branch of the mind map in Figure 2.2. In the next chapter, we introduce
the sequential methodology characterizing filtering algorithms and detail the
methods mentioned in the leaves of the l.h.s. branch.

8Actually, a more reliable interval can be given by considering the 95%-confidence interval
of the χ2-distribution with (J + 1)dy degrees of freedom. To compute it, one can resort to
the cumulative distribution function of the χ2 distribution and the corresponding tables.

40



D
A

O
F

F
L

IN
E M
C

M
C

M
A

IS

V
A

R

4D V
A

R

K
S

O
N

L
IN

E

G
au

ss
ia

n

fil
te

rs
E

n
K

F

U
K

F

K
F

P
ar

ti
cl

e

fil
te

rs

O
P

T
S

IR
S

B
F

F
ig
u
re

2
.2
:
M

in
d
m
a
p

o
f
d
a
ta

a
ss
im

il
a
ti
o
n

a
lg
o
ri
th

m
s.

L
eg

en
d

:
D

A
=

d
at

a
as

si
m

il
at

io
n

,
B

F
=

b
o
ot

st
ra

p
fi

lt
er

,
O

P
T

-
S

IR
S

=
op

ti
m

a
l

im
p

o
rt

a
n
ce

re
sa

m
p

li
n

g,
K

F
=

K
al

m
an

fi
lt

er
,

U
K

F
=

u
n

sc
en

te
d

K
al

m
an

fi
lt

er
,

E
n

K
F

=
en

se
m

b
le

K
al

m
an

fi
lt

er
,

V
A

R
=

va
ri

a
ti

o
n

al
,

K
S

=
K

al
m

an
sm

o
o
th

er
,

M
C

M
C

=
M

ar
ko

v
ch

ai
n

M
on

te
C

ar
lo

,
IS

=
in

d
ep

en
d

en
ce

sa
m

p
le

r,
M

A
=

M
et

ro
p

ol
is

a
lg

or
it

h
m

s.

41



42



Chapter 3

On-line filtering methods

In the previous chapter, we presented and discussed smoothing algorithms,
which we recall are methods that aim at computing or (more often) approx-
imating the smoothing distribution p(z0:J |y0:J). In such discussion, we noted
that these are off-line methods in the following sense. Suppose a smoothing al-
gorithm has already been run in the data assimilation time window

{
0, . . . , J

}
,

and it returned the approximated smoothing distribution p̂(z0:J |y0:J). Then,
suppose a new measurement yJ+1 becomes available, and we thus want to esti-
mate the smoothing distribution in the extended time window {0, . . . , J + 1}.
The issue here is that it is not possible to estimate the “extended” smoothing
distribution p(z0:J+1|y0:J+1) by simply incorporating the previous estimation of
p(z0:J |y0:J) in a further step of the smoothing algorithm. Fortunately, another
class of sequential methods comes in handy in case an on-line version of DA is
desired: the family of filtering methods.

Indeed, filtering algorithms aim at approximating the filtering distribu-
tion (

p(zj|y0:j)

)J
j=0

=

(
p(z0|y0), p(z1|y0:1), . . . , p(zJ |y0:J)

)
in a sequential fashion. Namely, at each time j the filtering distribution
p(zj|y0:j) is updated only using the information contained in p(zj−1|y0:j−1),
the filtering distribution at the preceding time step j − 1.

The filtering update is typically performed applying a two-step procedure,
which is graphically outlined in Figure 3.1. First, in the prediction step,
the filtering distribution is pushed forward in time only relying on the signal
model, i.e. applying the functional mapping

p(zj|y0:j−1) =

∫
Z
p(zj|zj−1)p(zj−1|y0:j−1) dzj−1. (3.1)
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Zj | Y0:j−1

Zj−1 |Y0:j−1Zj−2 | Y0:j−2

Zj | Y0:j Zj+1 | Y0:j+1

ANALYSIS
STEP

· p(yj|zj)
/∫
Z · p(yj|zj) dzj

PREDICTION
STEP

∫
· p(zj|zj−1) dzj−1

j − 2
↓

j − 1

j
↓

j + 1

Figure 3.1: Graphical representation of the prediction-analysis procedure for the
filtering update from time step j − 1 to time j. On the right hand side of the
downward arrows, the functional mapping of the density of the r.v. in the circle
above into the density of the r.v. in the circle below is reported.

The resulting predicted distribution p(zj|y0:j−1) is a sort of prior distri-
bution for the state of the system at time j, and it does not take the j-th
observation yj into account. In the subsequent analysis step, the filtering
distribution p(zj|y0:j) is computed multiplying the predicted distribution by
the likelihood

p(zj|y0:j) ∝ p(yj|zj)p(zj|y0:j−1). (3.2)

according to Bayes’ theorem. These two steps run iteratively.

Note that the prediction step is a linear operator over the space of filtering
densities at time j − 1, i.e. the space of p(zj−1|y0:j−1)’s. On the contrary,
the analysis step maps p(zj|y0:j−1) to p(zj|y0:j) in a nonlinear way. In fact,
the normalization constant omitted in (3.2) is given by an integral sum which
involves the predicted density – specifically, c =

∫
Z p(zj|y0:j−1)p(yj|zj) dzj –
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causing the nonlinearity.
In what follows we describe in detail three filtering algorithms: the ensem-

ble Kalman filter (EnKF), the bootstrap filter (BF), and the optimal impor-
tance resampling (OPT-SIRS). Note that both BF and OPT-SIRS fall into the
broader family of particle filters (presented in Section 3.2), whereas the EnKF
is one of those methods which strongly rely on the Gaussianity of the state-
space model, and which we refer to as “approximate Gaussian filters” (see the
following Section 3.1). As a consequence, for each of these two methodolo-
gies we first give a brief overview of the method, and then we instantiate the
general case with the above mentioned (and more) algorithms.

Unless specified otherwise, we refer to [134, Chapter 4] and references
therein for rigorous proofs all mathematical statements of this chapter.

3.1 Approximate Gaussian filters

Loosely speaking, approximate Gaussian filters can be identified as those meth-
ods that generalise the Kalman filter (KF) [107]. This is an exact algorithm
which results from sequentially solving the filtering problem in a analytical
manner, in case the state-space model is both linear and Gaussian, as in Ex-
ample 1.2. However, Kalman-like filters can be applied to nonlinear state-space
model if the predicted distribution is assumed to be Gaussian whose predicted
mean and covariance matrix are approximated in some consistent way. Nev-
ertheless, Note that the state space model should still be the whole real space
Z = Rdz and, in particular, it still needs to be Gaussian as in Example 1.3.

Now, before introducing the EnKF (Section 3.1.3), we first present the
complete KF algorithm and some first generalizations.

3.1.1 The Kalman filter

Consider a signal model defined for j ∈
{

0, . . . , J
}

of the form{
Z0 ∼ N (µ0, C0)

Zj = MZj−1 + εj,

which is coupled to the observation model

Yj = HZj + εj.

The mutually independent noise processes
(
εj
)
j>0

and
(
εj
)
j≥0

are i.i.d. se-

quences with εj ∼ N (0,Σz) and εj ∼ N (0,Γ).
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Algorithm 3.2 Kalman filter (KF)

1: function KF([µ0, C0], [M,Σz], [H,Γ], y0:J )
2: for j = 1 : J do
3: µ̂j ←Mµj−1

4: Ĉj ←MCjM
T + Σz

5: Sj ← HĈjH
T + Γ

6: Kj ← ĈjH
TS−1

j

7: δj ← yj −Hµ̂j
8: µj ← µ̂j +Kjδj
9: Cj = (I −KjH)Ĉj

return µ0:J , C0:J

# Prediction

# Analysis

Since both the signal and data models are Gaussian and linear, we obtain
a state-space model which is identical to the one defined in Example 1.2.
Under such assumptions, it can be proved that the solution to the associated
filtering problem is a sequence of Gaussian probability distributions p(zj|y0:j) =
N (µj, Cj), for j ∈

{
0, . . . , J

}
. The main justification is that linear mappings

of normal random variables preserve Gaussianity.
As a consequence, solving the filtering problem boils down to computing

the mean µj and the covariance Cj of all p(zj|y0:j)’s. The exact scheme to so
is reported in Algorithm 3.2, where we observe that in the prediction step, the
mean in pushed forward in time solely relying on the signal model (line 3). On
the other hand, the analysis update of the filtering mean and covariance for
the Kalman filter relies on both the Kalman gain Kj and the innovation
δj. The former subsumes the data model (notice the presence of Γ and H at
lines 5-6), whereas the latter measures how distant the predicted mean µ̂j is
to the j-th observation yj (line 7), and then adjusts the predicted mean and
covariance accordingly (lines 8-9). Finally, the algorithm returns the filtering
mean and covariance which fully characterise the exact filtering distribution
in case of a linear SSM. See Figure 3.3 for a graphical representation of the
prediction-analysis procedure in case of Kalman filter.

Remark 3.1. Note that the main assumption needed to guarantee that the KF
provides the exact filtering distribution, is that the covariance matrices C0, Σz,
and Γ are positive definite. In case of diagonal covariance matrices, this means
that all components of the initial condition, of the signal variable, and of the
data variable should have non-zero variance. ♠

Unfortunately, in real life very few phenomenon can be described by linear
models. As a consequence the Kalman filter, although exact, is often of little
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zj−1 Mzj−1 Mzj−1 + εj

=

ẑj

PREDICTION
STEP

zj

=

ẑj + Kjδj

ANALYSIS
STEP

Figure 3.3: Graphical representation of the Kalman filter. The innovation δj
stands for yj −Hẑj .

practical use. Thus, the question of how to generalise the Kalman filter to
nonlinear (but still Gaussian) signal and data models arises. We address this
topic in the subsequent two sections.

3.1.2 The extended and the unscented Kalman filter

The simple remark that the Kalman mean update (line 8 in Algorithm 3.2)
essentially stems from a minimization principle, allows one to generalise the
Kalman update to the nonlinear case. In fact, in case of Gaussian nonlinear
SSM (refer to (1.5)-(1.6) in Example 1.3) we can define an equivalent of the
Kalman mean update through

µj = argmin
zj∈Z

Fj(zj; yj), (3.3)

with

Fj(zj; yj) =
1

2

∣∣z − µ̂j∣∣2Ĉj +
1

2

∣∣yj −H(zj)
∣∣2
Γ
.

Note that, with such definition (3.3) returns the exact Kalman filter mean and
covariance update in the linear case.

On the other hand, in case of nonlinear SSM, the definition of the predicted
mean can be straightforwardly set to the equivalent of the linear case, namely
µ̂j = gj−1(zj−1) or in some variants µ̂j = gj−1(zj−1) + εj for some sample of
the noise random variable εj. On the contrary, there is no direct analogous of
the KF predicted covariance matrix in the nonlinear case. Thus, the choice of
Ĉj is somewhat arbitrary and is what differentiates the different approximate
Gaussian filters.

For instance, if the deterministic signal update function gj−1 is differ-

entiable, setting Mj−1 =
dgj−1

dz
(µj−1) (i.e., Mj−1 is the Jacobian matrix of

gj−1) and Ĉj = Mj−1Cj−1M
T
j−1 + Σz results in the extended Kalman filter

(ExKF). This choice is essentially equivalent to linearizing the signal model in
the vicinity of the current estimate in the prediction step.
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Also, an even simpler choice stems from setting Ĉj ≡ Ĉ, which generates
the so-called 3DVAR algorithm [143, 142]. Note the analogy with the smooth-
ing algorithm 4DVAR, which simply applies the same variational principle to
the batch signal variable z0:J (cfr. Section 2.2).

Remark 3.2. Note, that the variational formulation (3.3) essentially corre-
sponds to postulate that the predicted distribution p(zj|y0:j−1) is Gaussian with

mean µ̂j and covariance matrix Ĉj, which is in general not true for nonlinear
state-space models. ♠

An alternative which relies on the concept of unscented transformation
[103], is to deterministically locate a minimal set of weighted sigma points
around the mean µj−1 which are specifically designed to match the first and
second moments of the filtering p.d.f at time (j − 1). This results in the so-
called unscented Kalman filter (UKF) which was proposed by J. Uhlmann
and S. Julier in 1997 [104]. The UKF is reported to yield better estimation
performances than the ExKF in many applications where the SSM is highly
nonlinear in the observations time scale. Note that strictly speaking, the UKF
does not apply the above-stated variational principle, but it still generalises
the KF to nonlinear problems using a Kalman-like analysis update. We rec-
ommend [190, Section 14.3] for a clear description of the UKF algorithm in
the additive-noise case which adopts a notation compatible to the one used in
this text. Also, consult [153] for a recent review and classification of the vast
plethora of UKF variants.

We now move to a further approximate Gaussian filter which relies on the
variational principle (3.3) by introducing a different form of Ĉj.

3.1.3 The ensemble Kalman filter

The EnKF is an approximate Gaussian filter, which generalises the linear
Kalman filter by introducing a Monte Carlo approximation for the filtering
random variable Zj|Y0:j. It was proposed by G. Evensen in [67, 68] and then
refined in [32]. Since then, it has been successfully applied in many practical
domains (see for instance [115, 175, 205] and references therein) and used as
a benchmark to test different Bayesian DA methods [41, 84].

In the prediction step, the EnKF draws N ∈ N independent samples of the
signal model and uses them to build the predicted ensemble {ẑ(n)

j }Nn=1. Then,

the empirical mean µ̂j = 1
N

∑N
n=1 ẑ

(n)
j and the empirical covariance matrix

Ĉj =
1

N − 1

N∑
n=1

(ẑ
(n)
j − µ̂j)(ẑ

(n)
j − µ̂j)T (3.4)
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Algorithm 3.4 Ensemble Kalman filter (EnKF)

1: function EnKF(N, [µ0, C0], [g0:J( · ),Σz], [H,Γ], y0:J )

2: draw z
(n)
0 ∼ N (µ0, C0), ∀n = 1 : N # Initialization

3: for j = 1 : J do
4: draw ẑ

(n)
j ∼ N (gj−1(z

(n)
j−1),Σz), ∀n = 1 : N

5: µ̂j ← 1
N

∑N
n=1 ẑ

(n)
j

6: Ĉj ← 1
N−1

∑N
n=1(ẑ

(n)
j − µ̂j)(ẑ

(n)
j − µ̂j)T

7: Sj ← HĈjH
T + Γ

8: Kj ← ĈjH
TS−1

j

9: draw y
(n)
j ∼ N (yj,Γ), ∀n = 1 : N

10: δ
(n)
j ← y

(n)
j −Hẑ

(n)
j , ∀n

11: z
(n)
j ← ẑ

(n)
j +Kjδ

(n)
j , ∀n

return
{
z

(n)
0:J

}N
n=1

# Prediction

# Analysis

are used to update the filtering ensemble {z(n)
j }Nn=1 by implementing a KF-like

analysis step.

The complete EnKF procedure is as follows.

Initialise Draw the initial ensemble by independently sampling N particles
from the initial distribution N (µ0, C0).

Then, for time steps j = 1, . . . , J apply:

Prediction Build the predicted ensemble by drawing N independent sam-
ples from the signal model (1.5). Then, compute the empirical covariance
matrix of the resulting ensemble according to (3.4).

Analysis Compute the Kalman-gain matrix Kj. Then, update the filter-

ing ensemble by correcting the predicted ensemble according to Kjδ
(n)
j , where

δ
(n)
j = yj −Hẑ(n)

j is the n-th innovation.

The details of such procedure are given in Algorithm 3.4, where the pseudo-
code for the ensemble Kalman filter is given. Note that the expressions for Sj
(line 7), for the Kalman gain Kj (line 8), and for the innovation δj (line 10) are
only valid for linear observation model, i.e. such that deterministic observation
operator H is a dy × dz matrix i.e. H(z) = Hz.

After it was proposed, many efforts have been done in order to theoretically
justify the EnKF. Unfortunately, to the best of our knowledge, most of the
work has been done only to prove the convergence of the EnKF in the large
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ensemble limit (i.e., for N →∞) [136], recovering the Kalman filter in case of
linear models. However, more recent works also focus on the EnKF stability in
the more practical conditions where the ensemble size N is fixed and possibly
small [114, 184].

Note that in practical applications, method-parameter fine-tuning is a key
(and time-consuming) issue necessary for the success of EnKF application. See
Section 9.1.3 for an example in the context of single-neuron model parameter
estimation. In addition, both covariance inflation and localization [69, 109]
can be effective to prevent filter divergence [17, 79].

In the next section, we introduce and instantiate a different ensemble-based
methodology which is becoming more and more popular in the last decades
due to its flexibility and its good theoretical properties.

3.2 The particle filter

Dating back to at least [78], particle filters (PF) are algorithms which intro-

duce an ensemble of particles
{
z

(n)
j

}N
n=1

in order to approximate the filtering
distribution p(zj|y0:j). Analogously to the Monte Carlo sampling strategy de-

scribed in Section 2.1, the ensemble
{
z

(n)
j

}N
n=1

is a set of i.i.d. realizations

of the random variable Zj

∣∣∣ (Y0:j = y0:j

)
which allows one to approximate the

filtering distribution p(zj|y0:j) with its Monte Carlo approximation

p̂N(zj|y0:j) :=
N∑
n=1

w
(n)
j δ

z
(n)
j

(zj). (3.5)

In the above equation N ∈ N is the ensemble size, whereas δ
z
(n)
j

( · ) stands for

the Dirac delta function centred on the n-th sample z
(n)
j . Besides, w

(n)
j is the

importance weight which quantifies the probability that the random variable

Zj

∣∣∣(Y0:j = y0:j

)
assumes the value z

(n)
j . Note that particle filters are also called

sequential Monte Carlo (SMC) methods. In fact, (3.5) is a nothing but a
non-uniformly weighted version of the Monte Carlo approximation introduced
in (2.16) when presenting the MCMC methodology.

In general, all sequential Monte Carlo methods are structured as follows.
In the prediction step, the ensemble particles z

(n)
j−1 are pushed forward in time

by sampling the importance sampling distribution q(zj|z(n)
j−1, y0:j) (also

known as proposal distribution). This generates the proposed ensemble

{ẑ(n)
j }Nn=1, which is also referred to as predicted ensemble. In the analysis

step, the importance weights are then updated according to their likeliness by

50



Algorithm 3.5 Bootstrap filter (BF)

1: function BF(N, f0( · ), f0:J( · | · ), h( · | · ), y0:J )

2: draw z
(n)
0 ∼ f0, ∀n = 1 : N # Initialization

3: for j = 1 : J do
4: draw ẑ

(n)
j ∼ fj−1( · | z(n)

j−1 ), ∀n = 1 : N # Prediction

5: ŵ
(n)
j ← h(yj|ẑ(n)

j )

6: normalize {ŵ(n)
j }

7: draw z
(n)
j ∼

∑N
n=1 ŵ

(n)
j δ

ẑ
(n)
j
, ∀n = 1 : N # Resampling

return
{
z

(n)
0:J

}N
n=1

# Analysis

applying the Bayes’ theorem (3.2). Note the analogies with the Metropolis-
Hastings methodology described in Section 2.1.1.

This simple procedure generates a wide class of methods whose only dif-
ference is the choice of the proposal distribution q. It should be emphasised
that, unlike the EnKF, particle filters apply to the general state-space model
defined in (1.1) and (1.2), with no need for Gaussianity assumptions. This is
one of the reasons of their recent and growing popularity.

In the rest of this section, we present in detail the algorithms for two
instances of particle filters: the bootstrap filter and the optimal sequential
importance resampling. Then, we mention some other sequential Monte Carlo
method based on Gaussian-like proposal distributions in Section 3.2.3, and
finally conclude the chapter by reporting some results concerning the well-
posedness and consistency of particle filter methods (Section 3.2.4).

3.2.1 The bootstrap filter

The bootstrap filter is a particular version of the particle filter, which results
from choosing the signal model density (1.3) as proposal distribution, namely

q(zj|z(n)
j−1, y0:j) = p(zj|z(n)

j−1).

Such choice generates the following algorithm.

Initialise Initialise the BF filtering distribution, i.e. for n = 1, . . . , N , draw
the initial particles z

(n)
0 ∼ p(z0). Then, set the initial approximate distribution

to be p̂N(z0) =
∑N

n=1
1
N
δ
z
(n)
0

(z0).

Then, for j = 1, . . . , J apply:
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Prediction Build the predicted ensemble by sampling the proposal distri-
bution which, for the bootstrap filter, is the signal model distribution (1.3)

ẑ
(n)
j ∼ p(zj|z(n)

j−1)

Analysis Compute the ensemble weights according to the likelihood

ŵ
(n)
j = p(yj|ẑ(n)

j )

/ N∑
n=1

p(yj|ẑ(n)
j )

Then, set the predicted filtering density at time j to be
∑N

n=1 ŵ
(n)
j δ

ẑ
(n)
j

(ẑj)

Resample Resample the predicted filtering distribution in order to obtain

the filtering ensemble
{
z

(n)
j

}N
n=1
∼
∑N

n=1 ŵ
(n)
j δ

ẑ
(n)
j

. As a consequence, the fil-

tering distribution approximation at time j has uniform weights, i.e.

p̂N(zj|y0:j) =
1

N

N∑
n=1

δ
z
(n)
j

(zj).

Algorithm 3.5 summarises the BF algorithm in case of general state-space
model as defined by (1.1) and (1.2).

3.2.2 The optimal sequential importance resampling

Different particle filters are obtained if a different importance sampling distri-
bution is chosen. Here we present the case

q(zj|z(n)
j−1, y0:j) = p(zj|z(n)

j−1, yj), (3.6)

which results in the optimal sequential importance resampling. Its name
is due to the fact that the proposal (3.6) minimises the variance of the en-

semble weights w
(n)
j conditional upon sample z

(n)
j−1 and the data y0:j (see [59,

Proposition 2] for further details). With such optimal definition of importance
sampling distribution, the importance weights can be updated according to

ŵ
(n)
j = w

(n)
j−1 p(yj|z

(n)
j−1). (3.7)

The complete OPT-SIRS algorithm in case of nonlinear Gaussian signal
model and Gaussian linear observation model is given by the following.

Initialise Initialise the OPT-SIRS filtering distribution, i.e. for n = 1, . . . , N ,
draw z

(n)
0 ∼ N (µ0, C0) and set p̂N(z0) =

∑N
n=1

1
N
δ
z
(n)
0

(z0).

Then, for j = 1, . . . , J apply:
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Algorithm 3.6 Optimal importance resampling (OPT-SIRS)

1: function OPT-SIRS(N, [µ0, C0], [g0:J( · ),Σz], [H,Γ], y0:J)

2: draw z
(n)
0 ∼ N (µ0, C0), ∀n = 1 : N # Initialization

3: for j = 1 : J do
4: Σ̂z ← (Σ−1

z +HTΓ−1H)−1

5: µ̂(n) ← Σ̂z

(
HTΓ−1yj + Σ−1

z gj−1(z
(n)
j−1)

)
, ∀n

6: draw ẑ
(n)
j ∼ N (µ̂(n), Σ̂z), ∀n = 1 : N

7: ŵ
(n)
j ← exp

(
− 1

2
|yj −Hgj−1(z

(n)
j−1)|2Γ+HΣzHT

)
,∀n

8: normalise {ŵ(n)
j }

9: draw z
(n)
j ∼

∑N
n=1 ŵ

(n)
j δ

ẑ
(n)
j
, ∀n = 1 : N # Resampling

return
{
z

(n)
0:J

}N
n=1

# Prediction

# Analysis

Prediction Update the ensemble particles according to the optimal impor-
tance distribution (3.6). Since we assume the observation model is Gaussian
and linear, for each n = 1, . . . , N the OPT-SIRS proposal distribution turns
out to be Gaussian with mean µ̂(n) and covariance matrix Σ̂z which can be
easily computed through matrix multiplications and inversions.

Analysis Update the ensemble weights according to (3.7). Note that the
linearity of the observation model guarantees a closed form for the updated
weights. Then, set the proposed filtering distribution at time j to be

∑N
n=1 ŵ

(n)
j δ

ẑ
(n)
j

(ẑj).

Resample Resample the predicted filtering distribution at time j in order
to have an empirical distribution with uniform weights

p̂N(zj|y0:j) =
1

N

N∑
n=1

δ
z
(n)
j

(zj)

Consult Algorithm 3.6 for a more compact summary of the OPT-SIRS
algorithm.

Remark 3.3. It should be emphasised that, although from a theoretical point
of view the OPT-SIRS works for the general state-space model, it is of practical
use only in case of (nonlinear) Gaussian signal model with linear observation
operator. In fact, the proposal density defined by (3.6) can be easily sampled
only if the signal model is Gaussian and H is a linear operator. Indeed, these
are the hypotheses guaranteeing the normality of p( · | z(n)

j−1, yj ). ♠
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In the following section, we mention a last notable family of particle filters,
but further instances of sequential Monte Carlo methods can be found in [58].
Alternatively, for more recent overviews of the last advances in sequential
Monte Carlo filtering we refer to [36], [215], and references therein. Also, the
webpage of Signal Processing and Communications Group at the University of
Cambridge [4] collects recent contributions on the topic of particle filters.

3.2.3 Gaussian particle filters

Here, we very briefly report that the combination of a Gaussian-like filter and
the sequential Monte Carlo methodology produces interesting novel instances
of methods: the Gaussian particle filters (GPFs) [123].

Indeed, by choosing a proposal distribution based on some nonlinear Gaus-
sian filter, one can obtain very good estimation results while preserving the
good theoretical properties of sequential Monte Carlo methods. Examples in-
clude the unscented particle filter (UPF) [202] whose proposal distribution
is based on the unscented Kalman filter (see Section 3.1.2), but proposal dis-
tributions built on the extended Kalman [201], or on the ensemble Kalman
filter [180] have been introduced as well.

In the following concluding section, we first spend a few words by men-
tioning the well-posedness of both smoothing and filtering problems, and then
state some consistency result for particle filters.

3.2.4 Well-posedness and consistency of particle filters

Both smoothing and filtering problems are well-posed in the Hadamard sense
[105, Definition 4.1]. In particular, we already established the existence of the
filtering problem solution. Indeed, the prediction-analysis procedure pictured
in Figure 3.1 illustrates how to define the filtering distribution iteratively in
time through the functional representation of the prediction step (3.1) and the
analysis step (3.2). In addition, under hypothesis which are guaranteed if the
observation operator H introduced in (1.6) is a L2(Z) function, stability (i.e.
weak continuity of the posterior distribution with respect to small variations
in the dataset y0:J) can be proved. See [134, Theorem 2.15, Corollary 2.16,
Section 2.5]) in this respect.

However, Sequential Monte Carlo methods also guarantee that the approx-
imation introduced by these approximated algorithms is consistent (see [171,
Section 2.2] for a definition of consistency of numerical methods in a general
context). Indeed, it can be proved that under suitable hypotheses particle
filters retrieve the exact filtering distribution in the large ensemble limit.
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For instance, a preliminary result with a relatively simple proof guarantees
that, if the observation operator H is bounded (i.e. ∃κ ∈ (0, 1) such that
κ < H(z) < κ−1 for all z ∈ Z), then the bootstrap filter approximation tends
to the exact filtering distribution for N →∞. For the sake of brevity, we here
omit all details on the type of the convergence. However, we report that the
convergence rate is C(κ, J) =

∑J
j=1( 2

κ2 )j which on the one hand is remarkably
independent on the signal model dimension dz (i.e., particle filters can, in
principle, “beat the curse of dimensionality” [174]), but on the other hand it
explodes in both limits κ→ 0 (observation operator assuming values arbitrary
close to zero) and J →∞ (large time window). This means that the ensemble
size should be extremely large in most applications, resulting in an essentially
impracticable condition for real problems.

Remark 3.4. The proof of such result is essentially based on three lemmas:

i) the Monte Carlo sampling operator defined in (3.5) introduces a O(N−1/2)-
error between p and p̂N ;

ii) the transition kernel associated to the signal model (i.e. the functional
operator corresponding to (3.1)) is Lipschitz continuous1 with L = 1;

iii) the likelihood operator resulting from the analysis step (3.2) is Lipschitz
continuous with Lipschitz constant L = 2κ−1. ♠

Refer to [134, Theorem 4.5] and Lemma 4.7, Lemma 4.8, and Lemma 4.9
therein for further details on the theorem statement (such as the specific con-
vergence metric) and the exact proof.

Some stronger results guaranteeing convergence of the approximated filter-
ing distribution, along with bounds on the mean square errors under similar
hypotheses are proved in [45]. Note the latter results apply to the general
particle filters (i.e., not only to BF as Theorem 4.5 in [134], but also to OPT-
SIRS and GPFs). In addition, all above-mentioned references only consider
an autonomous signal state space (i.e., a transition density fj−1(zj|zj−1) which
is independent of the time variable j), whereas in our applications the signal
variable is always time-dependent (cfr. Part III). Refer to [50] for a consistency
result in case of time-dependent signal and observation models.

1A function f : X −→ Y between two metric spaces (X, d(x)) and (Y, d(y)) is Lipschitz
continuous with Lipschitz constant L if and only if

x1, x2 ∈ X =⇒ d(y)
(
f(x1)− f(x2)

)
≤ L · d(x)(x1 − x2).
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However, let us stress once again that in most practical applications (and
the ones we present in Part III make no exception) it is not possible to meet the
request of an observation operator which is bounded from below. Such remark
highlights the need for more application-oriented convergence results, whose
hypotheses on the transition and observation distributions are more realistic.
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Chapter 4

Practical issues arising in data
assimilation

In this last chapter of Part I, we address some issues which arise when the
DA algorithms illustrated in the previous chapters are applied to solve some
real-world problems.

First, in Section 4.1 we introduce the possibility for a state-space model
to be parameter-dependent. Then, some strategies which can be employed
to estimate such time-independent parameters are mentioned in Section 4.1.1.
In addition, Section 4.1.2 illustrate how the state-space model can be rede-
fined in order to allow several static parameters to be i.i.d. samples of some
hyperparameter-dependent random variable.

Then, since in many applications the prior signal model is often expressed
in form of ordinary differential equations (ODEs), Section 4.2 shows how the
continuous-time ODE model can be turned into a discrete-time stochastic sig-
nal model. In particular, a detailed application of such procedure to a single-
neuron model is included in the concluding Example 4.3.

Section 4.3 is devoted to show how approximate Gaussian filters – i.e., fil-
tering methods which strongly rely on the unboundedness and the Gaussianity
of the state-space model – can be applied to a bounded state-space by taking
advantage of a suitable change of variables. The distortion introduced on the
filtering distributions by such change of variables are investigated as well. We
conclude Part I by introducing two approaches to evaluate the performances
of a DA algorithm in Section 4.4. Refer [98] for a (non-exhaustive) overview
of some other relevant issues arising when applying DA methods to practical
problems.
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4.1 Handling parameters

In the whole discussion we made in the preceding chapters, we focused on
estimating the posterior distribution of the signal z, given the observation y.
The actual target distribution was either the smoothing distribution p(z0:J |y0:J)

or the filtering distribution
(
p(z0:j|y0:j)

)J
j=0

in case of off- or on-line setting,

respectively.
However, an important application of data assimilation addresses the pa-

rameter assessment of the proposed model. In fact, in real life, there is often
some degree of uncertainty about the mathematical model that should be
chosen to represent a given physical dynamics. In our framework, a typical
approach consists in selecting a family of models indexed by some parameter
θ, and then try to infer a set of good parameter values using the information
contained in the data.

4.1.1 Data assimilation for parameter estimation

In order to stress the distinction between the signal and the model parameter,
in this section we denote x the “dynamical” signal variable, and θ the “static”
model parameter. Now, suppose that the initial distribution p(x0), the tran-
sition distribution of the signal model (1.3) p(xj|x0:j−1), and the conditional
density of the observation model (1.4) p(yj|x0:j, y0:j−1) depend on some pa-
rameter vector θ ∈ Θ ⊂ Rdθ which is not known exactly (i.e., θ is a random
variable). This means that all probability densities are actually θ-dependent,
namely

p(x0) −→ pθ(x0)

p(xj|xj−1) −→ pθ(xj|xj−1)

p(yj|xj) −→ pθ(yj|xj),

where the subscript notation actually stands for a further conditioning on
the knowledge of the parameter value θ. Namely, pθ(x0) stands for p(x0|θ),
pθ(xj|x0:j−1) stands for p(xj|x0:j−1, θ), etc. Moreover, keep in mind that in the
parameter-dependent state-space model analogous to model (1.3)-(1.4), the
transition density for the non-homogeneous signal process not only depends
on the discrete time j, but it also depends on the dθ-dimensional parameter θ,
i.e. fj−1(xj|xj−1) −→ fθj−1

(xj|xj−1).
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Bayesian approach Maximum likelihood approach

Off-line smoothing methods
Particle marginal MH Expectation maximization

Augmented state space Gradient approach
Likelihood function evaluation

Iterated filtering

On-line filtering methods
Practical filtering Expectation maximization

Augmented state space Gradient approach
MCMC + SMC

SMC2

Table 4.1: Summary of DA methods for parameter estimation mentioned in [111].
Legend: MH=Metropolis Hastings, MCMC = Markov chain Monte Carlo, SMC =
sequential Monte Carlo.

Example 4.1 (Parameter-dependent state-space model).
Suppose that the mean µ0 and the covariance matrix C0 of the stochastic

initial condition in the Gaussian linear model defined in Example 1.2 are un-
known. Then, the initial condition distribution is parameter-dependent, with
parameter θ = (µ0, C0). Indeed, the initial condition is pθ(x0) = fθ(x0), where
fθ = N (θ). ♣

In such situation of parameter-dependent signal model, it is meaningful
to estimate not only the dynamical signal x0:J underlying the observations
y0:J , but also the parameter value θ. There exist many different approaches
which embed such new task to the signal estimation problem described in the
previous chapters. The one we adopt in the experiments presented in Part III
is the so-called augmented state-space model approach (see below). However,
to give a hint of possible alternative strategies, in what follows we give a brief
overview of the other possible approaches addressing the task of parameter
estimation.

Following the two reviews [111, 110], we broadly classify DA methods for
parameter estimation in Bayesian methods (BMs) and maximum likelihood
methods. In addition, we also consider the distinction that we made in the
previous chapters, i.e. between off-line and on-line algorithms.

In Bayesian methods, the parameter θ is considered as a random vari-
able and, as such, it is endowed of a prior distribution p(θ). Then, a given
BM is applied in order to approximate p(θ|y0:j), typically consisting in some
kind of MCMC or SMC step. On the other hand, maximum likelihood
methods provide a non-Bayesian estimator θ̂ that is given by the solution of
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an optimisation problem. In the off-line case, such problem is given by

θ̂ = argmax
θ∈Θ

L(θ), (4.1)

where L(θ) := log
(
pθ(y0:J)

)
, and we recall that pθ(y0:J) = p(y0:J |θ).

Now, we schematically describe the methods listed in [111, 110], while we
refer to the original papers and references therein for further details on specific
methods. Note that a comprehensive overview of such approaches is presented
in Table 4.1.

Bayesian approach

Particle MCMC (off-line) In general, there are several MCMC meth-
ods relying on sequential Monte Carlo methods to build efficient proposal dis-
tribution. In particular, the reviews focus on a particle marginal Metropolis-
Hastings (PMMH) which has a proposal density of the form q

(
(x̂0:J , θ̂)|(x0:J , θ)

)
=

q(θ̂|θ)pθ̂(x̂0:J |y0:J). Since it is impossible to sample directly such distribution1,
and it also yields an acceptance probability that is not available analytically,
SMC methods are used at each iteration of the MCMC method in order to
approximate the unknown terms.

Augmented state-space model (off-/on-line) In the augmented
state-space model approach [116], the signal variable Z is augmented in
order to include the new components corresponding to the parameter θ. In
practice, one takes the signal variable to be the augmented signal variable
Zj = (Xj, θj)

T ∈ Z, where Z = X ×Θ ⊂ Rdx ×Rdθ . The signal model for the
dynamical signal variable X remains the same as in (1.3), whereas the static
θ-component is endowed of an artificial dynamics. In particular, the dynamics
for θj is typically a random walk, e.g.

θj+1 ∼ N (θj,Σθj). (4.2)

This means that θj+1 = θj + εθj where the noise random variable εθj in gen-
eral has a time-dependent covariance matrix Σθj whose size (e.g. the largest
eigenvalue) often decreases as a function of j.

Practical filtering (on-line) These are methods which rely on the
fixed-lag approximation p(x0:j−L, θ|y0:j−1) ≈ p(x0:j−L, θ|y0:j) and then run sev-
eral MCMC in parallel in order to sample from a fixed-lag approximated fil-
tering distribution.

1In fact, pθ̂(x̂0:J |y0:J) is unknown
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Using MCMC steps within SMC algorithms (on-line) Here, the
introduction of the artificial parameter dynamics is avoided by reintroducing
particle diversity via MCMC methods (adding, for instance, a Gibbs-sampler
step on the parameter component at each SMC iteration).

SMC2 (on-line) Such method was proposed in [42] and it is based on
the superposition of two sequential Monte Carlo methods (hence, the name
SMC2). The first SMC relies on Nθ particles in the θ space, and then, for each
θ-particle, another SMC is run in the x-space. Note that, according to the
authors, this is a sequential method but not a truly on-line one.

Maximum likelihood

Likelihood function evaluation (off-line) In order to evaluate the
log-likelihood function L(θ), we need to approximate it using some SMC meth-
ods. Indeed, in the optimisation problem (4.1) some unknown terms appear in
the log-likelihood term. However, a straightforward problem is that the SMC
approximation of pθ(y0:J) is unbiased, but the corresponding approximation
of L(θ) = log

(
pθ(y0:J)

)
is biased indeed. Thus, likelihood-function-evaluation

methods indicate a series of expedients which can be employed in order to
correct the source of bias (an example being correcting the resampling step of
the SMC sub-algorithm).

Gradient approach (off-line) Whenever information on the gradient
of the likelihood function L(θ) is available, iterative steepest ascent methods
of the form

θk+1 = θk + δk+1 ∇θL(θ)|θ=θk ,
can be used to identify the maximum point of the likelihood function. Here,
δk+1 is the step-size sequence of the steepest ascent method.

Expectation-maximization (off-line) The expectation-maximization
(EM) framework consists in an iterative maximization problem which is artic-
ulated in two steps. First, the objective cost function

Q(θk, θ) =

∫
XJ+1

log
(
pθ(x0:J , y0:J)

)
pθk(x0:J |y0:J) dx0:J

is computed, usually resorting to some trick in order to approximate the inte-
gral. Note that this is called the expectation step (E-step) because the integral
can be interpreted as the expectation of the function log

(
pθ(x0:J , y0:J)

)
with

respect to the probability distribution pθk(x0:J |y0:J) dx0:J .
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Then, the optimisation update is computed in the maximization step (M-
step) by solving the maximization problem θk+1 = argmaxθ∈ΘQ(θk, θ).

Iterated filtering (off-line) The iterated filtering approach, relies on
an approximation of ∇θL(θ)|θ=θj , the gradient likelihood evaluated in θj,
the approximated parameter value at iteration j. Such approximation is
based on the posterior moments of an artificial augmented state-space model
Zj =

(
Xj, θ̃j

)
. Such approximation is then used to apply a gradient ascent

method, even when information on the gradient of the likelihood function is
not available.

Gradient approach (on-line) As in the off-line case, if the gradient
of the likelihood is available, such information can be used to implement a
steepest ascent algorithm. However, in the on-line case we consider a sequential
version of the log-likelihood, namely

θj+1 = θj + δj+1∇θ log
(
pθ0:j

(
yj|y0:j−1

))
.

Expectation-maximization (on-line) In case pθ
(
x0:j, y0:j

)
is in the

exponential family2 , one can implement an expectation maximization algo-
rithm similar to the one described in the off-line case. However, the definition
of the function Q should be adjusted to reflect the on-line methodology.

We now concluded our overview of available approaches to deal with parameter-
dependent transition densities. In the following section we introduce the con-
cept of hyperparameter within the context of data assimilation.

4.1.2 State-space model for hyperparameters estima-
tion

In Chapter 1, it was showed that a general state-space model can be schemat-
ically represented as the directed acyclic graph pictured in Figure 1.1. When

2 A parameter-dependent state-space model is in the exponential family if, for all x0, x̃0 ∈
X , for all j and all observations y0:j ∈ Yj+1, there exist C > 0 and λ ∈ [0, 1) such that∫

X

∣∣∣pθ(xj |y0:j , x0)− pθ(xj |y0:j , x̃0)
∣∣∣ dxj ≤ Cλj .
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focusing on parameter estimation and adopting an augmented state-space ap-
proach as described in the preceding section at page 60, the signal model (1.1)
writes in the following way. First, the initialization step becomes{

θ0 ∼ p(θ0)

X0 ∼ p(x0 | θ0)
,

Then, the j-th update step can be easily adapted to{
θj ∼ p(θj | θj−1)

Xj ∼ p(xj | xj−1, θj−1)
, j > 0.

This produces the following DAG

θj−1

""

// θj

xj−1

��

// xj

��
yj−1 yj,

which corresponds to a state-space model where the Markov property is pre-
served. Indeed, the conditional distribution of the augmented state variable

Zj =
(
Xj, θj

)T
still only depends on

(
Xj−1, θj−1

)
, the state of the system at

time j − 1.
We now ask ourselves, how does the DAG changes if we consider a situation

where multiple parameter components θ(1), θ(2), . . . are actually i.i.d. samples
of the same λ-indexed distribution pλ(θ

(i)) = p(θ(i) | λ)? Note that such a λ
is called hyperparameter, as it is the parameter characterising the distribu-
tion of a whole collection of model parameters θ(i) for i = 1, 2, . . . . In what
follows, we show that considering hyperparameters introduces a further level
in the DAG representation, and that we need to specify both parameter and
hyperparameters dynamics for such a SSM. In addition, let us anticipate that
the corresponding dynamics on the parameters should preserve the parame-
ter/hyperparameter relationship in some sense.

For the sake of readability, we present the framework which allows one
to define an augmented state-space model only in case of one single hyper-
parameter λ ∈ Λ ⊂ R which characterises the distribution of dθ parameters
θ(1), . . . , θ(dθ). The case of multiple hyperparameters, each one with a different
number of corresponding parameters is trivial to generalise intuitively, but in-
troducing a consistent notation entails a significantly cumbersome adaptation.
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Moreover, in the current section the probability density function for the i.i.d.

sequence
(
θ(i)
)dθ
i=1

is denoted ϕ(θ |λ), whereas we write F (θ |λ) to indicate the
cumulative distribution function (c.d.f.). Namely,

P
[
θ(i) ∈ [θ, θ + dθ]

∣∣∣ λ ] = ϕ(θ | λ) dθ,

P
[
θ(i) ≤ θ

∣∣∣ λ ] = F (θ | λ),

for all i = 1, . . . , dθ. The inverse of the cumulative distribution function (also
known as quantile function) is denoted F−1(q | λ), for q ∈ [0, 1].

In this work, we propose an arbitrary initialization for the hyperparameter
and the induced random initialization for the corresponding parameters, i.e.

λ0 ∼ p(λ0)

θ
(i)
0 ∼ ϕ(θ | λ0), i = 1, . . . , dθ.

As for the dynamics iteration, we consider a stochastic Gaussian random-
walk dynamics for the hyperparameter λ, i.e. for j > 0

λj ∼ N (λj−1,Σλj−1
).

However, the induced parameter dynamics is not random at all. On the con-
trary, it can univocally determined if the previous parameter value and both
current and previous hyperparameter values are given. Indeed, by simply ap-
plying the λj−1-c.d.f. and the inverse λj-c.d.f. the following update rule is
obtained

θ
(i)
j = F−1

(
F (θ

(i)
j−1 | λj−1)

∣∣∣ λj ).
Using the shorthand notation Fλ(θ) = F (θ | λ) and F−1

λ (q) = F−1(q | λ),the
above update rule can be written in the concise form

θ
(i)
j = F−1

λj
◦ Fλj−1

(θ
(i)
j−1). (4.3)

Such update rules consists in projecting the previous parameter values in the
quantile space according to the previous hyperparameter value (i.e. Fλj−1

(θ
(i)
j−1))

and then converting such quantile into a new parameter value according to the
new hyperparameter value (the F−1

λj
-term).

As a result, the DAG for the augmented state-space model with hyperpa-
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rameters and parameter dynamics given by (4.3) is

λj−1

�� !!

// λj

��
θj−1

""

// θj

xj−1

��

// xj

��
yj−1 yj.

We observe that such DAG structure apparently breaks the Markovian assump-
tion for the augmented state variable Z =

(
X, θ, λ

)
. In fact, the conditional

distribution of θj depends on λj and not only on λj−1 and θj−1. However, since
the value of θj is not needed until the following xj → xj+1 update, we can by-
pass the problem (even though this is only from an implementation point of
view) by computing such value only when it is actually needed.

Also, we note that if we record the quantiles corresponding to the initial
parameter realizations, the update rule is only dependent on such values and
the new hyperparameter value. In fact, conditional on the event{

θ
(i)
0 = θ̌

(i)
0 : i = 1, . . . , dθ

}
,

if we set q̌
(i)
0 = Fλ0(θ̌

(i)
0 ) for i = 1, . . . , dθ, then for all j > 0

θ
(i)
j = F−1

λj
(q̌

(i)
0 ).

This can be easily proved by an induction argument.
Let us conclude the current section with an example.

Example 4.2 (LIF network).
Consider the LIF network model (6.4) defined and detailed in Part II as a

demonstrative example. Focusing on the leakage constants of excitatory cells,
we assumed that they follow an exponential distribution of parameter L†E, i.e.
L1, . . . , LnE

∼ Exp(L†E). Hence, in this case we have that the hyperparameter
is λ = L†E, the corresponding parameters θ(i) = LE,i, dθ = nE, the probability
density function is given by

ϕ(LE | L†E) =

{
1

L†E
e−LE/L

†
E LE ≥ 0

0 LE < 0
,
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the cumulative distribution function by

F (LE | L†E) =

{
1− e−LE/L

†
E LE ≥ 0

0 LE < 0
,

and the inverse cumulative distribution function, defined for q ∈ [0, 1), by

F−1(q | L†E) = −L†E ln
(
1− q

)
♣

We now move to showing how to build a discrete-time state-space model
starting from a parameter-dependent ODE model.

4.2 Twin experiments from continuous-time mod-

els

In this section we describe how to retrieve a discrete-time Gaussian nonlinear
state-space model of the form (1.5) from a continuous-time ODE model. We do
so in the situation where we are interested in the estimating the parameters
of the ODE model, and where we adopt an augmented state-space model
approach as described in Section 4.1.1 at page 60.

In what follows, we first present the procedure which can be applied to
a general ODE model. Then, in Example 4.3, we instantiate such procedure
by providing the discrete-time random state-space model for a single neuron
model.

ODE model declaration First of all, we write the ODE model we wish to
“discretise” and “randomise” in the form

ẋ = F (t, x; θ), t ∈ [0, Tf ], (4.4)

where F is the non-autonomous θ-dependent vector field of the ODE model
(4.4), t is the independent time variable, x is the vector of the state variables,
and θ is the vector of the modelling parameters. Note that the ODE model
is supposed to be coupled to a data model y(t) = Hx ◦ x(t) for some operator
Hx.

Augmentation Then, we put parameter vector θ into the same footing as a
state variable according to the augmented state-space approach described at
page 60. This means that we first augment system (4.4) with the extra dynamic
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equation θ̇ = 0, so that θ = θ(t). As a consequence, the ODE equation (4.4)
becomes the augmented ODE system{

ẋ = F (t, x; θ)

θ̇ = 0
.

Note that the new augmented state variable is z(t) =
(
x(t), θ(t)

)T
.

Discretization Now, we fix a numerical step ∆t, a time mesh t0:J =
(
tj
)J
j=0

such that tj = j∆t and tJ = Tf . Also, we choose a numerical approxi-
mation scheme for ODEs systems (such as the forward or backward Euler
method or a more accurate Runge-Kutta method). This allows us to map the
continuous-time solution

(
x(t), θ(t)

)
t∈[0,Tf ]

into the discrete-time approxima-

tion
(
x̃j, θ̃j

)J
j=0

, where x̃j and θ̃j are the numerical approximation of x(tj) and

θ(tj), respectively.
Then, the augmented ODE system becomes the (deterministic) discrete-

time dynamical system{
x̃j = gj−1(x̃j−1; θ̃j−1)

θ̃j = θ̃j−1

, j = 1, . . . , J ;

where gj−1(x̃j−1; θ̃j−1) is the discrete-time version of the continuous-time vector
field F (t, x; θ). Note that j is the discrete-time variable corresponding to the
continuous-time variable t. Moreover, let us stress the fact that the exact
analytical form of map gj−1 depends on

(i) the original vector field F ;

(ii) the numerical method chosen.

Loosely speaking, we occasionally refer to either the discrete map gj−1 or the
original continuous-time vector field F as the prior model in what follows.
The discretised augmented state variable is now zj = (xj, θj)

T .

Randomization Finally, we turn both parameter and state variable into
random processes by considering the presence of an additive random noise in
the model dynamics.

Namely, if the signal space is unbounded (i.e. Z = Rdz , where Z = X ×
Θ ⊂ Rdx ×Rdθ), the parameter-dependent transition rule for the discrete-time
stochastic process (Xj, θj)j≥0 writes

Xj

∣∣∣ (X0:j−1 = x̌0:j−1, θ0:j−1 = θ̌0:j−1

)
= gj−1(x̌j−1; θ̌j−1) + εxj , (4.5)
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where
(
εxj
)
j>0

is an i.i.d. sequence independent on X0, with εxj ∼ N (0,Σx).

In the same way, the signal model for the parameter component θ is a Gaussian
random walk, with transition equation

θj

∣∣∣ (X0:j−1 = x̌0:j−1, θ0:j−1 = θ̌0:j−1

)
= θ̌j−1 + εθj ,

where
(
εθj
)
j>0

is an i.i.d. sequence independent on X0, on θ0 and on
(
εxj
)
j>0

,

with εθj ∼ N (0,Σθ).
At the end of such randomization procedure, the stochastic discretised

augmented state variable is Zj = (Xj, θj)
T , whereas the update rule (4.5) is

Gaussian and, in general, nonlinear.
In conclusion, we can as well introduce the observation model

Yj

∣∣∣ (X0:j = x̌0:j, θ0:j = θ̌0:j, Y0:j = y0:j

)
= Hx(x̌j) + εj,

which is defined over the observation space Y = Rdy . In addition, in the above
equation Hx : X −→ Y denotes the original nonlinear observation operator,(
εj
)
j>0

is an i.i.d. sequence independent on
(
εxj
)
j>0

, on X0, and on θ0, with

εj ∼ N (0,Γ).
Let us now illustrate an example of such procedure on a given ODE system.

Example 4.3 (Discrete SSM for the single-neuron model (5.8)).
As an example, keep in mind the single-neuron toy model V̇ =

[
− ḡKa(V − EK)− ḡNab∞(V )(V − ENa)
−ḡL(V − EL) + Iext(t)

]
/C

ȧ =
[
a∞(V )− a

]
/τa,

, ∀t ∈ [0, Tf ]. (4.6)

Details about such model, its state variables, its modelling parameters and
what they represent are given in Section 5.2. At this point, it suffice to say
that the continuous-time state variable is x = (V, a)T , whereas the vector of
parameters we wish to estimate is given by the following list of ionic param-

eters θ =
(
ḡNa, ENa, ḡK, EK, ḡL, EL, K

(b), V
(b)

1/2, K
(a), V

(a)
1/2

)T
. Note that the scale

parameters C and τa are considered known and fixed.
(Augmentation and discretization) Then, we choose the fourth order

Runge-Kutta solver for ODEs over the time mesh t0:J =
(
tj
)J
j=0

, where tj =

j∆t, ∆t = 0.01 ms, and Tf = tJ = 500 ms. As a consequence, the exact
analytical form of the (deterministic) augmented discretised version of (4.6) isx̃j = x̃j−1 +

∆t

6

[
k1 + 2k2 + 2k3 + k4

]
=: gj−1(x̃j−1, θ̃j−1)

θ̃j = θ̃j−1
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where

k1 = F (tj−1, x̃j−1; θ̃j−1);

k2 = F (tj−1 +
∆t

2
, x̃j−1 +

∆t

2
k1; θ̃j−1);

k3 = F (tj−1 +
∆t

2
, x̃j−1 +

∆t

2
k2; θ̃j−1);

k4 = F (tj−1 + ∆t, x̃j−1 + ∆tk3; θ̃j−1);

and
F : (0,+∞)×X ×Θ // X

(t, x; θ) // F (t, x; θ)

denotes the r.h.s. of model (4.6) written in vectorial form.
(Randomization) Finally, randomization implies the following model dy-

namics for the stochastic vector zj = (xj, θj)
T{

xj = gj−1(xj−1, θj−1) + εxj
θj = θj−1 + εθj ,

, j ∈ {1, . . . , J}; (4.7)

where we recall that

• xj and θj are the discrete-time approximate (and noisy) values corre-
sponding to x(tj) and θ(tj) respectively;

• gj−1 : Rdx × Rdθ −→ Rdx represents the discrete version of vector field
(4.6) obtained by applying the fourth order Runge-Kutta method for
ODEs. Because of the time-dependent term Iext(t) in the neuron model,
the vector field is non-autonomous and g is indeed j-dependent.

• the dimension of variables component xj is dx = 2 and the dimension of
parameter the component θj is dθ = 10;

• {εxj}Jj=1 and {εθj}Jj=1 are two mutually independent sequences of i.i.d.
random variables with εx1 ∼ N (0,Σx) and εθ1 ∼ N (0,Σθ).

(Random initial condition) In conclusion, in order to match the general
form of the nonlinear Gaussian signal model (1.5), the initial condition can be
set to be a Gaussian random variable{

x0 ∼ N (µx0 , Cx0)

θ0 ∼ N (µθ0 , Cθ0),
(4.8)

69



where µx0 and µθ0 are the variables and parameter component of the initial
mean, respectively; whereas Cx0 and Cθ0 are the corresponding covariance
matrices.

Moreover, we can complete the signal state-space model (4.7) with a set of
noisy observations {yj}Jj=1 linked to the state variable through the data model

yj = Hxxj +Hθθj + εj. (4.9)

Here, Hx : Rdx −→ Rdy and Hθ : Rdθ −→ Rdy are linear operators (i.e.

a dy × dx and dy × dθ matrices, respectively) with dy = 1, and
(
εj
)J
j=1

is

an i.i.d. sequence with ε1 ∼ N (0,Γ). Since parameters cannot be directly
observed, Hθ is set to be a dy × dθ matrix with zero-entries. Also, as we
exemplify in Section 5.2.1, a typical choice for Hx is the projection on the first
component, which corresponds to the measurement of the membrane potential,
i.e. Hx = (1, 0). Note that what was obtained is a data model of the form
(1.6), with a linear observation operator. ♣

We here conclude the description of how to convert a deterministic and
continuous-time model into a discrete-time stochastic SSM.

In the following section we address a different but related matter. Indeed,
we propose a naive methodology to transform a bounded state-space model into
an unbounded one. The motivation is that, however simple, the machinery we
introduce allows one to employ Gaussian DA methods also for models which
include bounded variables or bounded parameters.

4.3 Dealing with bounded variables

As we we exemplify in Part II and Part III, in many applications some of
the variables of a model are physically constrained to lie in some interval. For
instance, this is the case for all the conductance-based single-neuron models we
present in Chapter 5. In fact, the activation variables mion’s need to lie in the
interval (0, 1) as they represent the opening probabilities of the corresponding
ionic channels. In addition, another common case is when some variable is
subject to a positivity constraint. As an example, consider the internal calcium
concentration [Ca2+]in, which has a dynamics described by (5.5) and it is
involved in the morphological model (5.11)-(5.14). As a consequence, the state
space Z ⊂ Rdz for such neural models is a bounded subset of the real space.
This poses the problem of designing signal processes which enforce such bonds
within a stochastic framework.

In what follows we discuss some noise-design options in the case where the
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signal process follows a Gaussian nonlinear model as in Example 1.3 so that

zj = gj−1(zj−1) + εj,

where
(
εj
)
j>0

is the i.i.d. dynamical noise process. Also, for the sake of

simplicity, we assume that the signal state space is unidimensional (dz = 1)
and that the signal itself satisfies

i) a single inequality constraint z > a so that Z = (a,∞); or

ii) two inequalities z > a and z < b, so that z lives in the bounded open
interval Z = (a, b).

Of course, we assume that a, b ∈ R are finite real numbers with a < b. It
is straightforward to generalise what we state to the multi-dimensional case
where

Z =

dz1∏
i=1

(ai, bi)×
dz2∏
i=1

(ai,∞)× Rdz3

is the direct product of an dz1-dimensional hyper-cube, dz2 half lines, and a
dz3-dimensional hyper-spaces, with dz1 + dz2 + dz3 = dz > 1.

There are several approaches which can enforce boundedness of some spe-
cific variable. One option is to select a distribution for the dynamical noise
εj that does not drive the model out of its physical bounds. For instance, in
[56, 55] the authors propose a particle filter for a Morris-Lecar neuron model
where the noise acting on the bounded activation variable has a standard
deviation that approaches zero when the activation variable approaches the
boundaries of the state space. Another possibility proposed in [20, 170] is
to assume that the signal process follows a truncated normal distribution3

p(zj | zj−1) = N(a,b)

(
gj−1(zj−1), σ2

z

)
, where b can be either finite or infinite.

However, the first solution is possible only due to the specific form of the
activation variable dynamics and when considering a stochastic differential
equation framework [54], which should be possible to apply to the models we

3A random variable X is said to follow a normal distribution with parameters µ
and σ2 truncated on the interval (a, b), if its probability density function is p(x) =

σ−1f
(
x−µ
σ

)
[F
(
b−µ
σ

)
−F

(
a−µ
σ

)
]−1 for x ∈ (a, b) and zero otherwise, where f(x) = 1√

2π
e−x

2/2

is the p.d.f. of a standard unit normal r.v. and F (q) =
∫ q
−∞ f(x) dx is its cumulative den-

sity function. In such a case we write X ∼ N(a,b)(µ, σ
2). These definitions required finite

a, b ∈ R, but it suffice to take the suitable limits of the c.d.f. and the definition is valid also
for a = −∞ or b = +∞. Note that, loosely speaking, truncating only entails multiplying by
the characteristic function 1(a,b) and renormalizing the resulting p.d.f.

For a more detailed introduction to truncated normal distributions we refer to [101]. See
[27] for the discussion of some numerical issues related to the simulation of such distributions.
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zj−1 gj−1(zj−1)

Z⊂R

∈
gj−1(zj−1) + εj zj

T−1(sj)

=

T [gj−1(zj−1)]

∈

R

T : Z → R

T [gj−1(zj−1)] + εj

=

ŝj

PREDICTION
STEP

ŝj+Kjδj

=

sj

ANALYSIS
STEP

T−1 : R→ Z

Figure 4.2: Graphical representation of the Kalman filter in case of bounded vari-
ables. Compare with the equivalent figure in case of unbounded variables Figure 3.3.

consider in theory but of cumbersome implementation when using the Neuron
simulation environment (see Section 5.1). On the other hand, the truncated-
Gaussian approach is somewhat arbitrarily artificial, and should break, in prin-
ciple, the theoretical results available for Gaussian and approximate Gaussian
methods.

As a consequence, we propose a different approach which is just as much ar-
tificial, but at least preserves the Gaussian structure of the state-space model
in its integrity. The key idea is very simple and consists in mapping the
bounded state space Z ⊂ R onto the whole real line through a suitable invert-
ible transformation T : Z → R before considering the dynamical noise. Then,
applying the prediction step on the transformed variable sj (instead of the
original variable zj) and return to the “physical” variable zj = T−1(sj) only
after applying the analysis step guarantees that original variable z never exit
its physical bounds. Such procedure is schematically represented in Figure 4.2.

Note that this approach is equivalent to substituting the original bounded
variable z with its real-valued counterpart s (by applying to the change of
variable s = T (z)), and then adjusting the time map accordingly, i.e. taking
g̃j−1(s) = gj−1◦T−1(s). However, from the point of view of the original physical
variable zj, applying the noise εj ∼ N (0, σ2,) on its real-valued counterpart
sj modifies the state-space model and introduces some distortion in the noise
acting on the physical variable.

We now investigate what noise distortions are introduced in two examples:
in the first one we can compute analytically the moments and the distribution
of the noise acting on the physical variable z; in the second example, where
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Z T (z) T−1(s)
(0,∞) log(z) exp(s)
(a,∞) log(z−a) a+ es

(0, 1) logit(z) `(s)
(a, b) log

(
z−a
b−z

)
a+bes

1+es

(a) Transformations considered
in this chapter to deal with
bounded variables. Note that,
logit(z) = log

(
z

1−z
)

and `(s) =
1

1+e−s .

p(zj | zj−1) log -N (log(µ), σ2)
E
[
Zj|zj−1

]
µ exp(σ2/2)

Var
[
Zj
∣∣ zj−1

]
µ2(eσ

2 − 1)eσ
2

Skew
[
Zj
∣∣ zj−1

]
µ3/2(eσ

2
+ 2)
√
eσ2 − 1

Kurt
[
Zj
∣∣ zj−1

]
e4σ2

+ 2e3σ2
+ 3e2σ2 − 3

(b) Moments of a log-normal r.v. Note that
µ = gj−1(zj−1), the deterministically predicted
state at time j, enters the transition distribu-
tion as a scaling factor. Consequently, the mean
scales linearly with µ and the variance scales
quadratically.

Table 4.3: Change of variables for bounded state spaces and moments of a log-
normal random variable.

analytical computation are not possible, we illustrate the dependence of various
moments of the noise distribution via numerical integration.

4.3.1 Single inequality constraint

Let us start off by the simple case of a single unidimensional positive vari-
able z ∈ Z = (0,+∞). A possible choice is to resort to the logarithmic
function T (z) = log(z) with inverse T−1(s) = exp(s). Because of the group-
homomorphism property of T (z) = log(z), this translates in a log-normal noise
acting on the physical variable zj. Indeed,

zj = T−1
[
T [gj−1(zj−1)] + εj

]
= exp

(
log(gj−1(zj−1)) + εj

)
= gj−1(zj−1) · exp(εj).

(4.10)

We observe that, as in the regular nonlinear Gaussian state-space model, the
signal model can be divided in the deterministic part gj−1(zj−1) and a stochas-
tic multiplicative noise ε′j = exp(εj).

The log-normal is a well-known distribution, and its moments4 can be com-
puted in closed form (see Table 4.3b). In fact, we know for instance that the

4A r.v. X with expected value E[X] = µ and variance Var[X] = σ2 has skewness defined

by Skew[X] = E
[(
X−µ
σ

)3]
= E[(X−µ)3]

σ3 . The skewness represents the degree of asymmetry of
a distribution: a negative (positive) skew indicates that the distribution has a right-leaning
p.d.f (resp. left-leaning) i.e. the distribution mass is concentrated on the right (resp. left).

The kurtosis is defined as Kurt[X] = E[(X−µ)4]
Var[X]2 and it measures the size of the distribution
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multiplicative log-normal noise ε′j has mean E
[
ε′j
]

= eσ
2/2 which is greater that

one for σ > 0. This means that the physical variable will tend to have slightly
larger values than the ones the deterministic model zj−1 7→ gj−1(zj−1) would
predict.

The more general case where z has to satisfy the bond z > a (with a ∈ R)
can be dealt with in a completely analogous way by considering the shifted
transformation T (z) = log(z − a).

4.3.2 Bounded-interval constraint

Let us move to the case of signal variable which is bounded from both below
and above, starting off by the case where (a, b) = (0, 1). A suitable change of
variable mapping (0, 1) onto R is the logit transformation defined by

logit(z) = log
( z

1− z

)
.

Note that this is the overlap of two logarithms: one centred on z = 0 and one
centred on z = 1 with inverted sign (+ log(z) and − log(1− z), respectively).
The inverse of the logit function is given by the S-shaped (i.e. sigmoid) logistic
function

`(s) =
exp(s)

1 + exp(s)
.

For a graphical inspection of such functions, refer to Figure 4.4. The left panel
pictures the graph of the logit function, whereas the sigmoid function `(s) is
represented in the right panel.

Now, let us denote µ = gj−1(zj−1) and Sj = logit(µ) + εj. Then, the
r.v. Zj = `

(
Sj
)

follows a logit-normal distribution5 with location parame-
ter logit(µ) and scale parameter σ2. Unfortunately, in this case no group-
homomorphism property is available, and the deterministic and stochastic
parts of the signal model are hopelessly entangled. What is more, no closed
form for the moments of the logit-normal distribution exists.

In order to visualise the shape of the logit-normal distribution, we com-
pute numerically its probability density function for different values of the
untransformed location parameter µ (and fixed scale σ2 = 0.01). The results
illustrated in Figure 4.5a show that the location parameter has a strong influ-
ence on the shape of the p.d.f. In particular, the most conspicuous effect is

tails: a kurtosis smaller (greater) than three denotes tails that are thinner (resp. fatter) than
those of a Gaussian r.v., resulting in less extreme (resp. more extreme) and less frequent
(resp. more frequent) outliers.

5In fact, a random variable X is said to be logit-normal distributed if logit(X) ∼
N (m,σ2). In this case we write X ∼ logit -N (m,σ2).
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Figure 4.4: Graph of the logit function (left panel) and its inverse, the sigmoid
logistic function (right panel)

0 0.2 0.4 0.6 0.8 1

0

10

20

30

40

50

60

70

80

90

(a) Probability density function of a
logit-normal distribution for different
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Figure 4.5: Graphical representation of the logit-normally distributed random vari-
able Zj

∣∣ (Zj−1 = zj−1

)
∼ logit -N (logit(µ), σ2) for σ2 = 0.01, where µ = gj−1(zj−1)

denotes the (untransformed) location parameter.

that the distribution shrinks significantly when µ approaches the boundaries
of (0, 1).

In order to quantify such shrinkage and explore the qualitative dependence
of the other important moments of the distribution on the location parame-
ter, we also computed numerically the mean, the variance, the skewness and
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the kurtosis as a function of µ. First, we notice that the expected value ap-
pears to be exactly the untransformed location parameter (top left panel in
Figure 4.5b, the deviations from the identity transformation are of the order
of the machine accuracy). This suggests that, unlike the log-normal case, the
logit transformation generates unbiased random variations of the value pre-
dicted by the deterministic signal model (at least for small σ). In addition,
the variance approaches zero at the boundaries of (0, 1) and it is maximal at
the interval midpoint. As for higher order moments, the fact that the skewness
is positive in the left half interval and negative in the right one means that the
distribution is skewed “to the boundaries”. In fact, the mode appears to be
slightly closer to the boundaries with respect to the mean (not shown here).
Finally, the kurtosis is maximal at the midpoint and approaches zero at the
boundaries, denoting heavier tails at the center of the interval than at the
boundaries (but always thinner than a normal r.v.). Note however, the small
magnitude of both skewness and kurtosis indicate that these effects are very
subtle, at least for the value of σ we considered.

4.4 Evaluating data assimilation methods

In this current Part I, we introduced a number of DA methods and, in this last
chapter, we presented a series of technical issues which arise when applying
some of those methods to real-life problems. However, we still did not say
much about how one can evaluate whether a DA estimation is successful or
not in practice. In the current section we address precisely such matter.

First, let us establish the notation for the current section. We here assume
to be dealing with the neuron model introduced in Example 4.3. In particular,
suppose we are given a set of observations y0:J satisfying the signal model
(4.9), whose underlying true trajectory is denoted x†0:J . Such true trajectory
is assumed to be generated from the ODE model (4.6) with model parameters
θ = θ† (the true model parameters) and external input current Iext(t) = I†ext(t).
Note, however, that the following discussion is not restricted to such example
of single-neuron model, but it applies to any time-dependent ODE-based state-
space model (see Section 4.2).

Then, suppose we applied a given DA algorithm which provided an approx-
imation p̂(z|y) of the true posterior distribution p(z|y). Note that in case of
smoothing problem the posterior distribution is intended to be the smoothing
distribution p(z0:J |y0:J), whereas in case of filtering problem “posterior” stands

for the filtering distribution
(
p(zj|y0:j)

)J
j=0

. However, for the sake of clarity, in

what follows we assume to be dealing with a smoothing problem, but the case
of filtering problem is completely analogous. Recall that in case of augmented
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state space, the augmented variable is z = (x, θ)T (see Section 4.1.1). Finally,
suppose that along with the approximated smoothing distribution p̂(z0:J |y0:J),
the DA algorithm also provides a point estimator6 of the underlying dynamical
signal (x̂0:J) and a static estimator of the model parameter (θ̂).

We can now detail how one can evaluate the performances of DA algo-
rithms. Following [134, Section 2.7], we can broadly distinguish between two
approaches to perform quality evaluation of a DA method. In case of Bayesian
quality assessment, the focus is on probability distributions. In particular,
to perform a Bayesian quality assessment of a DA algorithm, a comparison
between the approximated posterior distribution p̂(z0:J |y0:J) and the true pos-
terior distribution p(z0:J |y0:J) is considered. To do so, a notion of metrics on
the space of probability measures should be introduced. Alternatively, at least
some relevant moments of the two distribution (e.g., the mean, the covariance,
etc.) need to be compared. Although rather recent and not very frequntly
adopted in applied DA papers, Bayesian quality assessment is adopted in eval-
uating 4DVAR, ExKF, EnKF and other filters in [135]. On the other hand, in
the more commonly adopted case of signal estimation quality assessment
we completely disregard the overall posterior distribution and solely compare
the point estimator of the dynamical variable x̂0:J to the true trajectory un-
derlying the data x†0:J . In practice, we ask the question: how close is x̂0:J to
x†0:J?

Note that, although Bayesian quality assessment can be performed even
when the true underlying trajectory is not available, x†0:J must be available in
order to carry out signal estimation quality assessment. However, normally
only the observations y0:J are available in real-life applications, whereas the
underlying trajectory is typically available only in twin experiments (i.e., data
assimilation experiments in which the data are artificially generated by the
same model used to build the prior model).

Both the Bayesian and the signal-estimation approaches are typically ap-
plied in the data assimilation time window

{
0, . . . , J

}
by comparing either

the approximated posterior or the approximated estimator to their true coun-
terparts. This allows one to quantify how well the unobserved trajectory can
be tracked down in the data assimilation time window by the DA algorithm.
However, another relevant test which is often performed in papers focused on
applications is to check whether the estimated model provides reliable predic-
tions of the “future” behaviour of the system. This is what is called checking

6A typical example of point estimator of a dynamical state variable x results from taking
the mean of the approximated smoothing distribution as a point estimator of the hidden
signal, namely x̂0:J =

∫
(X×Θ)J+1 x0:J · p̂(x0:J , θ0:J |y0:J) dx0:J dθ0:J ; a notable alternative is

the distribution mode x̂0:J = argmaxx0:J∈XJ+1

∫
ΘJ+1 p̂(x0:J , θ0:J |y0:J) dθ0:J .
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the forecast skill of a DA algorithm. Forecast skill quality assessment can
be performed in both a Bayesian way and in a signal-estimation framework.
However, we only illustrate the case of signal-estimation forecast skill because
it is the only one we actually employ in our applications (see Part III).

In practice, using the endpoint of the estimated trajectory x̂J as initial
condition, we can continue x̂0:J by running the model “in the future”, using
the estimated parameter θ̂. However, what continuation we obtain, in fact,
depends on the stimulus which is presented to the system. In particular, in
case of model (4.6) the stimulus is the externally applied current Iext(t). This

means that, besides from setting the model parameter to its estimated value θ̂
and imposing x̂J as initial condition, the continuation is obtained by running
the original deterministic model with some external current I

(window)
ext (t) as time-

dependent input.
Here, we introduce three different continuations: window=in, out1, out2.

First we consider the continuation in the in-sample time window x̂
(in)
J :2J ,

which corresponds to the case of injecting a stimulus identical to the one pre-
sented during the data assimilation time window, i.e. I

(in)
ext (t) ≡ I†ext(t). Then,

two different out-of sample continuations are introduced: x̂
(out1)
J :2J corresponds to

a new stimulus I
(out1)
ext (t) (first out-of-sample time window), and x̂

(out2)
J :2J to

a further different stimulus I
(out2)
ext (t) (second out-of-sample time window).

Such “predictions” are tested against the continuation of the true solu-
tion x

†(window)
J :2J which corresponds to the suitable stimulus. To be exact, x

†(in)
J :2J ,

x
†(out1)
J :2J , and x

†(out2)
J :2J are solutions of (4.6) with θ† as model parameter, x†J

as initial condition, and input current I
(window)
ext = I

(in)
ext , I

(out1)
ext , I

(out2)
ext , respec-

tively. Alternatively, when the underlying true trajectory is not available, it
is possible to compare the estimated continuations x̂

(in)
J :2J , x̂

(out1)
J :2J , x̂

(out2)
J :2J to the

“observations continuation” y
(window)
J :2J (which equals x

†(window)
J :2J +εJ :2J , if x

†(window)
J :2J

is known) thanks to the measurement absolute error introduced in following
section.

Note that, whereas the Bayesian quality assessment is independent of the
quality of the data, the signal-estimation approach entangles a measurement of
the issue of data quality and of the actual algorithm performance. Indeed, if a
DA method does not give good performances in a signal-estimation framework,
it might still be that the data do not contain enough information to fully
characterise the unobserved signal, whereas the DA algorithm itself would
have worked if the data were more informative.

In the remaining part of this chapter we illustrate a definition of perfor-
mance score for DA algorithms which assesses the assimilation quality based
on signal estimation. Such performance score is applied in one of the twin ex-
periments we present in Part III, both in the data assimilation window and in a
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forecast-skill evaluation setting. In addition, note that we adopt a forecast-skill
approach (within the signal estimation framework) even in those applications
where the performance score is not employed (see for instance Section 9.2 and
Chapter 10 in Part III).

4.4.1 Performance score for algorithm evaluation

For all time windows window = in , out1 , out2 , we consider the signal abso-
lute error given by the `p

(
R(J+1)dx

)
-distance between the estimated trajectory

and the true one

dp

(
x̂

(window)
J :2J , x

†(window)
J :2J

)
=

( 2J∑
j=J

∣∣x̂(window)
j − x†(window)

j

∣∣p
p

)1/p

. (4.11)

Note that the norm | · |p is the standard `p-norm on the signal space Rdx , so
that for p = 2 we obtain the square root of the usual sum of squared errors
(SSE).

Let us once again stress that such formula can only be applied in case
of twin experiments. Indeed, a twin experiment is the only case where the
true trajectory x

†(window)
J :2J is actually known. In the general case, only the

dataset y
(window)
J :2J is available, and the only computable quantity is the anal-

ogous `p(R(J+1)dy)-distance in the measurement space, which we name the
measurement absolute error

dp

(
H
(
x̂

(window)
J :2J

)
, y

(window)
J :2J

)
=

( 2J∑
j=J

∣∣H(x̂(window)
j

)
− y(window)

j

∣∣p)1/p

.

Note that the norm | · |p appearing in the r.h.s. is still the usual `p-norm, but
this time over the observation space Rdy .

However, both `p-distances we just mentioned are [0,∞)-valued, so that
no upper bound quantifying the worst possible performance is available. This
is not desirable because no upper bound means that we cannot assess the
performance of a single run without a comparison to other results and/or a
graphical inspection of the estimation. In addition, the error size is highly
dependent on the size of the time window J and the model characteristics
(such as the typical range of the x-components).

Nonetheless, in case of twin experiments it is still possible to normalise the
distance dp in order to obtain a sort of relative error. Indeed, given the data

y
(window)
J :2J and the true trajectory underlying the data x

†(window)
J :2J , we define the
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relative measurement error of estimate x̂
(window)
J :2J as the ratio

d(rel)
p

(
x̂

(window)
J :2J , x

†(window)
J :2J

)
:=

=
dp

(
H
(
x̂

(window)
J :2J

)
, H
(
x
†(window)
J :2J

))
dp

(
H
(
x̂

(window)
J :2J

)
, H
(
x
†(window)
J :2J

))
+ dp

(
H
(
x
†(window)
J :2J

)
, y

(window)
J :2J

) . (4.12)

Remark that in the l.h.s. we omitted the dependence on both the dataset
y

(window)
J :2J and the observation operator H for the sake of notation compactness.

In case of possible ambiguity, the complete notation should be adopted.

Remark 4.4. The relative-error distance (4.12) essentially compares the abso-

lute error defined in (4.11) to dp
(
H
(
x
†(window)
J :2J

)
, y

(window)
J :2J

)
, the mismatch between

the true signal x
†(window)
J :2J and the resulting observations y

(window)
J :2J . If d

(rel)
p ≈ 1,

the estimation error is much larger than the inherent mismatch between the ob-
servations y

(window)
J :2J and the very same trajectory x

†(window)
J :2J that produced those

data. If, on the contrary, d
(rel)
p ≈ 0.5 those two quantities are approximately

of the same order of magnitude. Of course, d
(rel)
p ≈ 0 would mean that the

estimation error is much smaller than the signal-observation mismatch, but
this seldom occurs in our experience whereas the d

(rel)
p ≈ 0.5 is an attainable

and favourable case. ♠

In conclusion, the performance score we employ for signal estimation in
some of the twin experiments we describe in Part III is defined as the average
(p = 1)-relative measurement error among the three predicted trajectories
considered, i.e.

s =
1

3

∑
window=

in ,out1 ,out2

d
(rel)
1

(
x̂

(window)
J :2J , x

†(window)
J :2J

)
, (4.13)

where d
(rel)
1 is defined in (4.12). The closer this quantity is to s = 1, the worse

the quality of the signal estimation is. On the other hand, if the performance
score approaches s = 0.5, then the estimation quality gets better and better
for all time windows. Note that we select p = 1 because the canonical choice
p = 2 results in a distance dp that penalises medium-sized deviations too much
(the same for p > 2). In fact, for all simulation that we ran for the twin
experiment illustrated in Chapter 8, the (p = 2)-relative errors resulted to be

constantly d
(rel)
2 ≈ 1 , which means that the corresponding performance score

does not recognise modest performance improvements.
As for parameters estimation, the performance evaluation is straightfor-

ward. It suffice to define the absolute and relative error in the canonical way,
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namely d(abs)
(
θ̂, θ†

)
= |θ̂−θ†| and d(rel)

(
θ̂, θ†

)
= |θ̂−θ†|

|θ†| (where the quotient is as-
sumed to be computed component-wise in case of multidimensional parameter
θ).
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Part II

Neurobiology modelling
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Introduction to Part II

The second part of this thesis contains the detailed description of all models of
neurobiological activity which have been considered in this work. In particular,
in Chapter 5 we start off by illustrating the physiology of neurons, which are the
fundamental units of the nervous system characterizing essentially all animals.
However, although understanding neurobiological mechanisms is essential to
deal with neuron models in an meaningful application-oriented manner, driven
by E. Izhikevich’s work [99] we are only interested in how one can model neu-
ronal activity with mathematical dynamical systems. For such reason, in the
first Section 5.1 we solely mention the fundamental biological notions behind
neuron models, so that we manage to identify the essential elements (i.e. state
variables and modelling parameters) of those neural models which belong to
the renowned family of Hodgkin-Huxley-type models [89]. Then, in the two re-
maining sections of the chapter, we describe in detail two increasingly realistic
single-neuron models. Specifically, the first one is a single-compartment model
with a sodium, a potassium, and a leakage ionic current (Section 5.2), whereas
the one described in Section 5.3 has a plethora of ionic currents (several cal-
cium, potassium, and sodium currents) and a complex multi-compartmental
morphology [173]. For these and all models in this thesis, we first detail the
mathematical model, and then give a synthetic description of its dynamics by
presenting a sample trajectory for some notable values of the modelling param-
eters. In the last Section ?? of this chapter, we review the mathematical prop-
erties of single-neuron models, addressing in particular the well-posedness of
autonomous conductance-based ODE neuron models, the techniques that allow
their qualitative analysis, mention of the numerical issues involved the simula-
tion of neural models, mention of results proving the existence and uniqueness
of the solution of conductance-based neuron models given in PDE form, as
well as references to the existence and analysis of travelling wave solutions.

However, the essential functional task of the central nervous system (mem-
ory, knowledge, consciousness, to mention some well-known ones) are not car-
ried out by single neurons, but rather by groups of interconnected neurons.
Indeed, without going too much into the details of these concepts, neuronal
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ensembles are deemed to be the functional building blocks of the central ner-
vous system. Therefore, in Chapter 6 we broaden our point of view in order to
focus the attention on the bigger picture: i.e. on biological neural networks.
We specify that the networks under consideration are biological, to stress the
difference with the artificial neural networks which are nowadays heavily used
in the machine learning community. First, we briefly review the digital recon-
struction of the rat’s neocortex portion proposed by the Blue Brain Project
(Section 6.2), from which we took the above-mentioned multi-compartment
neuron model. Then, in Section 6.2 we introduce a mathematical model of
collective neuronal activity at a mesoscopic scale, namely a model of neural
network composed of simple leaky-integrate-and-fire neurons whose dynamics
is coupled via both excitatory and inhibitory synapses.

Finally, in Chapter 7 we describe different notions of distance which can be
defined on the space of action potentials trains. Such distances are specifically
tailored to be applied in neurobiology, and we take advantage of them in the
last two numerical experiments illustrated in Part III. Such metrics are used
in practice to detect spike synchrony in both couples of spike trains and larger
neural populations [124].
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Chapter 5

Modelling of single neurons

In this chapter we describe the main features of single-neuron modelling.

Specifically, Section 5.1 focuses on describing the building blocks of all neu-
ron models belonging to the conductance-based family, namely the modelling
of ionic currents. In this section, after a general introduction on Hodgkin–
Huxley-type single-neuron models, we exemplify the notion of ionic currents
by listing those ones included by the Blue Brain Project (BBP) in order
to digitally reconstruct the second and third layer of the juvenile Wistar rats
neocortex as described in [149].

Then, the following sections provide two examples of single-neuron mod-
els: Section 5.2 presents a two-dimensional neuron point model which is for-
mally similar to the Morris–Lecar model [159], and Section 5.3 the multi-
compartment single neuron model L23 PC cADpyr229 1 which is the most
frequent in the second and third layer of the Blue Brain Project microcircuit.
Note that a very brief overview of the overall microcircuit composition is given
in Section 6.1. In both cases, the models state variables as well as the mod-
elling parameters are clearly listed in order to facilitate the application of the
data assimilation methods described in Part I, to the neurobiological models
described here.

Finally, the concluding Section 5.4 gives some reference for those theorems
one invoke to establish the existence and uniqueness of the solution of single-
neuron ODE models which include terms discontinuous in time.

5.1 Generalities on single neuron models

According to the seminal work of Alan L. Hodgkin and Andrew F. Huxley [89],
the basic equation governing the time evolution of the membrane potential V
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of a given neuron is

CmV̇ = Iext −
∑
ion

Iion.

In such equation, Cm is the capacitance of the neuron membrane, whereas
the external current Iext is typically a time-dependent function representing
an input current which is experimentally injected in the neuron through a
micro-electrode. In addition, the quantities {Iion} represent the set of ionic
currents which pass through the neural membrane according to the opening
and closing of specific ionic channels. In fact, the different electrophysiological
properties observable in neural populations is due to the fact that this set
of ionic species varies from neuron to neuron. Note that, by convention, the
membrane potential V is assumed to be given by the electrical potential inside
the cell Vin minus the electrical potential outside the cell Vout, namely V =
Vin − Vout.

A comprehensive presentation of neural modelling is available in the text-
books [66, 113], but in what follows we only focus on the Hodgkin-Huxley-type
neuron models. As we show in Section 5.1.1, in Hodgkin-Huxley’s formalism
ionic currents are modelled as quantities proportional to the membrane poten-
tial minus the equilibrium potential Iion = gion(V −E), where the conductance
gion is a function of some opening and closing probabilities. This motivates
why Hodgkin-Huxley-type models are also called conductance-based. How-
ever, some simpler models exist, such as the leaky integrate-and-fire (LIF)
neuron model, or even coarser phase-oscillator models of the form ϕ̇ = 1 [100].
As for LIF models, we refer to the concise description given in Section 6.2.
On the other hand, although the conductance-based form is now commonly
accepted to account for neurons electrophysiology, more complex neuron mod-
els exist. In particular, including a description of their morphology is deemed
to fundamental to describe some important effects such as action potentials
back-propagation.

In fact, even though the above equation represents a single-neuron model
which can accurately reproduce electrical properties of real neural cells, it
certainly lacks any morphological information concerning the neuron. Never-
theless, it is rather simple to extend the model to include the spatial structure
of a neuron. Indeed, a morphological conductance-based neuron model is given
by the multi-compartmental ODEs system

CmV̇i = Iext −
∑
ion

Iion + Icable, ∀i = 1, . . . , Ncomp;

where Vi denotes the membrane potential of the i-th compartment and Ncomp

is the total number of compartments. Here, the term in Icable is the one
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coupling different compartments. Indeed, the transport current that results
from discretizing the cable equation ∂tV + I(V, t) = ∂xxV is given by

Icable =
di

4Ri

∑
k

Vk − Vi
L2
ik

, (5.1)

where the sum is over all compartments k that are adjacent to the i-th one.
The modelling parameters involved in such diffusive current are: the diameter
of the i-th compartment di, its axial resistivity Ri, and the distance between
the i-th and the k-th compartment Lik (i.e. the length of the compartment).
Note that parameters di and Lik are all set once the morphology of the cell is
fixed.

Finally, it is possible to include synaptic interactions by simply adding a
synaptic current Isyn which subsumes all synaptic currents coming from neu-
rons with a post-synaptic button on the modelled neuron.

Summing all up, the most general equation that describes the time course
of the membrane potential in the i-th compartment of a conductance-based
model is

CmV̇i = Iext −
∑
ion

Iion + Icable − Isyn, ∀i = 1, . . . , Ncomp.

Note that a powerful tool to numerically reproduce the activity of multi-
compartmental neuron models is the Neuron simulation environment [37] avail-
able at the web page [5]. As far as we are concerned, we took advantage of such
software to simulate the model described in Section 5.3 using, in particular,
release 7.4 of the Neuron+Python interface (neuron Python module).

In remaining part of the current section, we delve into some details of the
prototypical model we just introduced. Then, in the following sections two
complete models of single neurons are presented: a relatively simple point
model of single neuron in Section 5.2, and a detailed morphological model in
Section 5.3. In conclusion, in Section 5.4 we give some pointers to the mathe-
matical literature suitable to investigate the well-posedness of such models.

5.1.1 Ionic currents and state variables

As we said, what makes any neuron model specific is the set of ionic currents
that one endow it of. Here, we describe the precise modelling of several different
ionic currents, with a particular focus on those used in the BBP neuron models
in the 2015 paper “Reconstruction and simulation of cortical microcircuitry”
[149]. However, many other currents have been proposed over the years to
reproduce in extreme detail neurons from different cerebral regions. Examples
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include hippocampal pyramidal cells [148, 167] and cerebellar granule cells [48,
57]

In the BBP paper, a number of ionic currents was taken into account
in order to model the different neurons electrophysiology, and we now list
all those models of ionic currents Iion that appear in the second and third
layer of the BBP microcircuit. Next, we focus on what state variables are
necessary to simulate each specific ionic current and how their dynamics is
specified. All remarks are valid for the modelling of any ionic current in any
Hodgkin–Huxley-type neuron model. After the complete list of currents and
state variables, we also point out in detail what parameters are involved in the
modelling of each ionic current considered in the BBP paper.

 Sodium currents:

I Transient sodium current [44]

INat

(
V,mNat, hNat

)
= ḡNat ·m3

Nat · hNat · (V − ENa)

INat2

(
V,mNat2, hNat2

)
= ḡNat2 ·m3

Nat2 · hNat2 · (V − ENa)

I Persistent sodium current [146]

INap

(
V,mNap, hNap

)
= ḡNap ·m3

Nap · hNap · (V − ENa)

• The modelling parameters for such sodium currents include: the
equilibrium potential ENa and the maximal conductances ḡNat, ḡNat2,
ḡNap.

 Potassium currents:

I Transient potassium current [121]

IKt

(
V,mKt, hKt

)
= ḡKt ·m4

Kt · hKt · (V − EK)

I Persistent potassium current [121]

IKp

(
V,mKp, hKp

)
= ḡKp ·mKp · hKp · (V − EK)

I m-type potassium current [14]

IM

(
V,mM

)
= ḡM ·mM · (V − EK)

I Shaw-related channel-Kv3.1 potassium current [177]

IKv3.1

(
V,mKv3.1

)
= ḡKv3.1 ·mKv3.1 · (V − EK)
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I d-type potassium current [189]

IKd

(
V,mKd, hKd

)
= ḡKd ·mKd · hKd · (V − EK)

I Stochastic potassium current [53]

IKstoch

(
V,N1

)
= 10−4 · [N1]+ · γstoch

Area
· q(T−23◦C)/10◦K

10 · (V − EK)

I Small conductance calcium-activated potassium current [118]

ISK

(
V, zSK

)
= ḡSK · zSK · (V − EK)

• The modelling parameters for the potassium currents include: the
reversal potential EK and the maximal conductances ḡKt, ḡKp, ḡM,
ḡKv3.1, ḡKd, ḡKstoch, ḡSK, but also the parameters of the stochastic
current γstoch, Area, q10, and the temperature T (expressed in degree
Celsius).

 Calcium currents:

I High voltage-activated calcium current [178]

ICaHVA

(
V,mCaHVA, hCaHVA

)
= ḡCaHVA ·m2

CaHVA · hCaHVA · (V − ECa)

I Low voltage-activated calcium current [19]

ICaLVA

(
V,mCaLVA, hCaLVA

)
= ḡCaLVA ·m2

CaLVA · hCaLVA · (V − ECa)

• The modelling parameters for the calcium currents include: the
maximal conductances ḡCaHVA, ḡCaLVA. As described below, he equi-
librium potential ECa is computed as a function of the internal
calcium concentration through the Nerst equation (5.7). The mod-
elling parameter entering this expression are the external calcium
concentration [Ca2+]out and the temperature T .

 Non-specific ionic currents:

I Hyperpolarization-activated current [120]

IH

(
V,mH

)
= ḡH ·mH · (V − EH)

I Leakage current IL

(
V
)
IL

(
V
)

= ḡL · (V − EL)
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• The modelling parameters for such non-specific currents include:
the equilibrium potentials EL and EH and the maximal conduc-
tances gL and gH.

From the above list, we can notice that in the conductance-based models,
all ionic currents (except the non-specific leakage current IL) require the in-
troduction of an activation variable mion. Also, for ion ∈ {Na,t; Na,t2; Na,p;
K,t; K,p; Kd; Ca,HVA; Ca,LVA} an inactivation variable hion is present too.
The dynamics for such activation and inactivation variables depends on the
respective membrane potential V and is given by

ṁion =
(mion,∞(V )−m)

τmion
(V )

,

ḣion =
(hion,∞(V )− h)

τhion(V )
;

(5.2)

where the asymptotic value functions mion,∞(V ) is typically sigmoid-shaped
(see the dark blue and cyan trace in Figure 5.1). In practice, it is usually a
function of the transition rate functions

mion,∞(V ) =
αmion

(V )

αmion
(V ) + βmion

(V )
,

where αmion
(V ) and βmion

(V ) are given by one of the following three functions1:

f (a)(V ) = k1
k2 − V

exp
(
(k2 − V )/k3

)
− 1

, (5.3a)

f (b)(V ) = k1 exp
(
(k2 − V )/k3

)
, (5.3b)

f (c)(V ) = k1
1

1 + exp
(
(k2 − V )/k3

) . (5.3c)

On the other hand, the characteristic-time functions τmion
(V ) and τhion(V ) typ-

ically have a Gaussian-like profiles (see the dark red and red trace in Figure 5.1)
which can be obtained from the transition rate functions as

τmion
(V ) =

1

αmion
(V ) + βmion

(V )
.

The discussion for hion,∞(V ) and τhion(V ) is analogous.

1Note that we assume that f (a) defined in (5.3a) is extended by continuity, i.e. f (a)(V =
k2) = k1

92



-150 -100 -50 0 50 100 150

V (mV)

0

1

2

3

4

5

6

7

8

9

10

t 
(m

s
)

h (V)

n (V)

n
(V)

h
(V)

1

Figure 5.1: Graphs of the sigmoid-shaped asymptotic value functions for the
inactivation variable of the transient sodium current h∞(V ) (dark blue line) and
for the activation variable of the delayed rectifier potassium current n∞(V ) (cyan
trace) appearing in the interneuron model presented in [214] and employed in a
neural network model in [83]. Note that n∞(V ) is increasing because variable
n is an activation variable, while h∞(V ) is decreasing since h is an inactivation
variable. The red and dark red lines denote the graph of the Gaussian-shaped
characteristic-time functions for the potassium current τn(V ) and the sodium cur-
rent τh(V ), respectively. Note that their analytical expression results from the tran-
sition rate functions αh(V ) = 0.07 exp(−V+58

20 ), βh(V ) = 1/(exp(−0.1(V +28))+1),
αn(V ) = −0.01(V + 34)/(exp(−0.1(V + 34))− 1), and βn(V ) = 0.125 exp(V+44

80 ).

Besides, for some of the ionic currents2 the temperature adjustment factor

q(T ) = q
(T−23◦C)/10◦K
10

enters the expression for the characteristic time function as a multiplicative
constant. In practice, for such ionic currents the characteristic time is scaled
according to the following equation

τmion
(V ) = q(T )

1

αmion
(V ) + βmion

(V )
.

As a consequence, the dynamics of their activation and the inactivation vari-
ables requires the specification of the further modelling parameters q10 and the

2Namely, for currents ICaLVA, IM, IKd, IKt, IKp, IKstoch, INap, INat, and INat2.
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experimental temperature T in degrees Celsius.

Remark 5.1. Note however, that the asymptotic value and the characteristic
time functions are not always given via the transition rate functions α and β.
In fact, there are examples where the expression for mion,∞(V ) and τmion

(V )
are given directly in one of the functional forms in (5.3). See for instance
files SKv3 1.mod or K pst.mod available at the neocortical microcircuit
collaboration (NMC) portal [6].

We refer to [99, Section 2.3] for a general discussion regarding the shape
and the analytical form of activation and inactivation functions (on the other
hand, [89] is the original reference for the original Hodgkin–Huxley neuron
model). Also, consult the neuron models source codes available on the NMC
portal [6] for the exact analytical form of all functions involved in the dynamics
of activation and inactivation variables. ♠

Before moving to describing some actual example of single neuron models, a
separate discussion should be done for the small-conductance calcium-activated
potassium current ISK and the stochastic potassium current IKstoch.

In fact, in the former the activation variable zSK has a dynamics that
depends on the internal calcium concentration [Ca2+]in. So, the presence of a
ISK current requires the introduction of two new state variable, whose dynamics
is given by

żSK =
z∞([Ca2+]in)− zSK

τz
, (5.4)

and

˙[Ca2+]in = −104 γ

2F · depth
ICa −

[Ca2+]in − [Ca2+](min)

decay
. (5.5)

The asymptotic value function for the SK current activation variable is a
sigmoid-shaped Hill function [217]

zSK,∞([Ca2+]in) =
1

1 +
(
k1/[Ca2+]in

)k2 , (5.6)

and the characteristic time τz is a constant. On the other hand, the internal
calcium concentration depends on the total calcium current ICa (given by the
sum of all calcium currents included in the model), the percentage of free
calcium γ (not buffered, [sic]), the Faraday constant F, the “depth of an
imaginary sub-membrane cell” [51] depth > 0, the minimum internal calcium
concentration [Ca2+](min) and the reciprocal of the removal rate of calcium ions
decay > 0.
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Figure 5.2: Ionic currents dynamics for different values of the membrane potential.
Source: [149]

.

Since the internal calcium concentration is explicitly modelled, the reversal
potential of calcium currents ECa is consequently adapted according to the
Nernst equation

ECa = k′
Tkelv ·R

2F
log

(
[Ca2+]out

[Ca2+]in

)
, (5.7)

where R is the universal gas constant, Tkelv = T + 273.15◦ is the temperature
in degree Kelvin, [Ca2+]out is the calcium concentration outside the cell, and
k′ = 1000 for ECa measured in millivolts [52].

Finally, the stochastic potassium current IKstoch depends on the random
process N1(t), which represents the number of opened ionic channels and acts
as a further state variable. The law governing the dynamics of the stochastic
potassium state variable N1 is given by

N0(t+ ∆t) = [N0(t)− n01(t) + n10(t)]+

N1(t+ ∆t) = Ntot −N0(t)
n01(t) ∼ Binomial(Pα, N0(t))

Pα = [αKstoch(V ) ·∆t]+
n10(t) ∼ Binomial(Pβ, N1(t))

Pβ = [βKstoch(V ) ·∆t]+
Ntot = bḡKstoch

Area
γstoch

+ 0.5c.

The random variable N0 represents the number of ionic channels that are
closed, n01(t) and n10(t) are stochastic integer-valued processes representing
the number of channels moving from the closed state to the opened state at
time t, and vice-versa. Terms Pα and Pβ represent the probability that one
channel opens or closes, respectively. In fact, Pα and Pβ are functions of the
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transition rate functions αKstoch(V ) and βKstoch(V ). Finally, ∆t is the numerical
time step and Ntot is the total number of ion channels, which can be computed
from the maximal conductance ḡKstoch and the parameters Area and γstoch.

In conclusion, we refer to Figure 5.2 for a sample time course of all ionic
currents described in this section. In particular, note the difference between
the profile of transient and persistent currents: persistent currents maintain
an approximately constant flow of ions if the membrane potential V is kept at
a constant value, whereas transient currents decay to zero after an initial spike
of ion flow. Finally, Table 5.3 summarises all state variables and modelling
parameters involved in the mathematical representation of each ionic current
we mentioned so far.

In the remaining part of this chapter, we illustrate in detail two different
models of single neuron.

5.2 Toy model for a single neuron

First, let us start off by presenting a single-compartment two-dimensional neu-
ronal model which is somewhat similar to the Morris–Lecar model [159]. In-
deed, it has the same number of ionic currents, the same number of state
variables, similar dynamics, and similar bifurcation diagrams [99, Chapter 4].
The ODEs system representing such neuron is CV̇ = −ḡKa(V − EK)− ḡNab∞(V )(V − ENa)

−ḡL(V − EL) + Iext(t)
τaȧ = a∞(V )− a,

, t ∈ [0, Tf ]; (5.8)

where V is the membrane potential and the ionic-channel activation variable a
represents the opening probability of the transmembrane potassium channels.
Parameters of the model include the membrane capacity C and the time scale
constant τa, the maximal conductance of the potassium, the sodium, and the
leakage ionic currents (ḡK, ḡNa and ḡL respectively), and the corresponding
equilibrium potentials (EK, ENa and EL). Furthermore, the asymptotic value
function for such model is a particular instance of (5.3c), namely

a∞(V ) = 1/
[
1 + exp

(
(V

(a)
1/2 − V )/K(a)

)]
, (5.9)

where K(a) is a steepness parameter and V
(a)

1/2 is such that a∞(V
(a)

1/2 ) = 0.5.

The function b∞(V ) satisfies a relation analogous to (5.9) with corresponding

parameters V
(b)

1/2 and K(b). The input Iext(t) represents a preassigned time-
dependent externally-applied current, which we assume to be a piecewise con-
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Ion current State variables Parameters

Sodium currents
INat mNat hNat ḡNat, ENa, q10, T
INat2 mNat2 hNat2 ḡNat2, ENa, q10, T
INap mNap hNap ḡNap, ENa, q10, T

Potassium currents
IKt mKt hKt ḡKt, EK, q10, T
IKp mKp hKp ḡKp, EK, q10, T
IM mM ḡM, EK, q10, T
IKv3.1 mKv3.1 ḡKv3.1, EK

IKd mKd hKd ḡKd, EK, q10, T
IKstoch N1 ḡKstoch, EK, q10, T

Calcium and calcium-activated currents
ICaHVA mCaHVA hCaHVA ḡCaHVA, [Ca

2+]out

ICaLVA mCaLVA hCaLVA ḡCaLVA, [Ca
2+]out, q10, T

ISK zSK ḡSK, EK

[Ca2+]in γ, decay, depth, [Ca2+](min)

Aspecific currents
IH mH ḡH, EH

IL ḡL, EL

Table 5.3: Table listing all state variables and parameters involved in the modelling
of a each ionic current (mechanism) considered in [149]. State variable [Ca2+]in and
the relative parameters are present for all calcium-related currents. Parameters
with the same name across different currents assume the same value in a given
compartment.

stant function given by

Iext(t) =


I1 t ∈ [0, T (1))

Ii t ∈ [T (i−1), T (i)), i = 2, ..., imax

Iimax t ∈ [T (imax), Tf ],

(5.10)

where Tf is the time horizon of model (5.8) and the set of the jump times{
T (i)
}imax

i=1
constitutes a Poisson process of rate λ (i.e. the expected interspike

interval is E[T (i+1)−T (i)] = 1/λ for all i = 1, . . . , imax−1). The corresponding

step-current values
{
Ii
}imax

i=1
are modelled as an i.i.d. random sequence with

uniform distribution over the current range [Ilow, Iupp].
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θ† True value Unit

ḡNa 20 mS cm−2

ENa 60 mV
ḡK 10 mS cm−2

EK -90 mV
ḡL 8 mS cm−2

EL -78 mV

V
(b)

1/2 -20 mV

K(b) 15 mV

V
(a)

1/2 -45 mV

K(a) 5 mV

τa 1 ms
C 1 µF cm−2

Table 5.4: Model L23 PC cADpyr229 1: true parameter values and unit measure

5.2.1 Sample toy model trajectory

In order to investigate what kind of responses such model produces, it is nec-
essary to fix all model parameters. We firstly fix the external current Iext(t)

by drawing a single instance of
{
T (i)
}imax

i=1
and

{
Ii
}imax

i=1
with λ = 1 ms−1,

Ilow = −5 µA cm−2, and Iupp = 40 µA cm−2. Then, we also set the true
parameter values to be the values listed in Table 5.4. Finally, we use a
fourth-order Runge-Kutta method to solve the system of ordinary differen-

tial equations (5.8) over the time mesh t0:J =
{
tj
}J
j=0

, where tj = j∆t,

∆t = 0.01 ms, and Tf = tJ = 500 ms. The initial condition is set to be(
V (0), a(0)

)T
=
(
V †0 , a

†
0

)T
where V †0 = −64 mV, and a†0 = a∞(V †0 ). For future

references, we call true trajectory the resulting approximate solution and

write x†0:J =
{

(V †j , a
†
j)
T
}J
j=0

.

To produce a dataset usable for twin experiments (such as the twin experi-
ment we describe in Chapter 8), we also need to generate some measurements
associated to the true trajectory x†0:J . In this case, we assume no measurement
occurs at j = 0. Hence, the dataset y1:J = {yj+1}J−1

j=0 is produced by drawing

a single realization of the measurement noise ε1:J = {εj+1}J−1
j=0 with standard

deviation Γ1/2 = 1 mV, and setting

yj+1 = V †j+1 + εj+1, j = 0, . . . , J − 1.

The first 200 ms of the simulated dataset y1:J are represented in Figure 5.5,
along with the underlying true trajectory x†0:J and the stimulus Iext which
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Figure 5.5: Sample response of model (5.8) with parameter values as in Ta-
ble 5.4 to an input current of the form (5.10) with λ = 1 ms−1 and [Ilow, Iupp] =

[−5 µA cm−2, 40 µA cm−2]. The true trajectory x†0:J (black plain line) is obtained
by solving the model with a Runge-Kutta method of the fourth order with compu-
tational step of ∆t = 0.01 ms. The grey dots in the top panel denote the artificial
dataset y1:J obtained by adding a Gaussian noise with 1 mV-wide standard deviation
to the V -component of the true solution.

produces such neural response.

Remark 5.2. Note that what we just described implies the mathematically-
detailed discretization procedure introduced in Section 4.2. In particular, such
procedure (which serves to define the discrete signal and data state-space mod-
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els) is instantiated in Example 4.3 where it is applied to the very same model
(5.8) defined in the current section. ♠

In the following section, we describe a realistic model of morphologically-
accurate single neuron.

5.3 Realistic model from the Blue Brain Project

In this section, we describe in detail the model for pyramidal cells with soma ly-
ing in the second and third neorcortical layer L23 PC cADpyr229 1 developed
and used in the neocortical microcircuit depicted in [149]. In particular, in Sec-
tion 5.3.1 the ODEs for each compartment class is stated, in Section 5.3.2 all
model parameters are listed, and in Section 5.3.3 we present a sample response
of the model to a step depolarizing current.

First, let us start off by some generalities on multi-compartment models
and on the Neuron simulation environment [86]. The mathematical model
for any neuron model considered in the BBP neocortical microcircuit consists
in a multi-compartment conductance-based model. The morphology for such
models (i.e. the compartmental structure of the model) is derived from ex-
perimental data obtained by the Markram Lab, with the addition of some
data-based variability. Such variability reflects the jittering branch angle and
section length statistics obtained by comparing the morphology of different
neurons belonging to the same neuron class. Also, all models from the Blue
Brain project are implemented in the Neuron simulation environment [37, 86].
We highlight that, for the ease of use for experimental modellers, Neuron
introduces a top-layer compartment class called section. A section is a com-
partment with homogeneous geometrical and electrical properties. However,
it is sometimes desirable to split a given section in shorter segments, in order
to improve computational accuracy. From a mathematical point of view, each
segment is a compartment, whereas a section is nothing but a collection of seg-
ments with homogeneous morphological properties. In what follows, whenever
we talk of compartments, we refer to the segments of the model.

In the twin experiment setting described in Chapter 9, we consider the
model proposed in [149] for the layer 2 and layer 3 (L23) continuous-adapting
(cAD) pyramidal cells (PC). This model was selected because it is the most
common in the layer two and three of the microcircuit (which are regarded as
one in the neural network modelling), as showed in Table 6.4. For further de-
tails on the models nomenclature and on the modelling process see Section 6.1.

In order to fix once for all the model in exam, we consider the morphology
of clone L23 PC cADpyr229 1 depicted in Figure 5.6a. Such morphology can
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(a) Neuron mor-
phology for clone
L23 PC cADpyr229 1.

(b) Neuron graphical user interface (GUI) screenshot
showing a sample somatic potential time course with both
depolarizing step input current and some synaptic inputs.

Figure 5.6: Representation of model L23 PC cADpyr229 1 for layer 2 and 3 pyra-
midal cells. Produced with Neuron using the source code for this model available at
the NMC portal.

be downloaded from the neocortical microcircuit collaboration portal (NMC
portal) [6]. We refer to [173] for a detailed description of the content of the
portal and its use. Figure 5.6b presents a sample somatic potential time course
of model L23 PC cADpyr229 1, plotted in the Neuron graphical user interface
(GUI). The input producing that trace are: a depolarizing step input cur-
rent, inhibitory synaptic inputs coming from layer 2-3 Martinotti cells, and
excitatory synaptic inputs originated from layer 4 pyramidal cells.

We now examine in detail the mathematical model for layer 2 and 3 pyra-
midal cells.

5.3.1 Mathematical model for L23 PC cADpyr229 1

Model L23 PC cADpyr229 1 consists in a set of ODEs for each compartment
considered in the morphology. In all models considered in [149], the form of the
equations depends on the type of compartment. In particular, for pyramidal
cell models the authors considered a single somatic compartment, two axonal
compartments, and several basal and apical dendritic compartments.

Here, we write down the differential equation for the membrane potential
of each of these four classes.
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I 1 somatic section, for a total of 1 segment

(soma)


CmV̇

(soma) = + Iext(t)− Isyn + Icable

− INat2 − IKv3.1 − ISK

− ICaLVA − ICaHVA

− IH − IL

; (5.11)

I 2 axonal sections, for a total of 2 segments

(axonal)



CmV̇
(axon)
i =− Isyn + Icable

− INat − INap

− IKt − IKp − IKv3.1 − ISK

− ICaLVA − ICaHVA

− IH − IL

, ∀i = 1, 2; (5.12)

I 23 apical sections, for a total of 109 segments

(apical)


CmV̇

(apic)
i =− Isyn + Icable

− INat2 − IM − IKv3.1

− IH − IL

, ∀i = 1, . . . , 109; (5.13)

I 66 basal dendritic sections, for a total of 200 segments

(dendritic)

{
CmV̇

(dend)
i =− Isyn + Icable

− IH − IL

, ∀i = 1, . . . , 200. (5.14)

Note that the exact form of all ionic currents is the one given in Sec-
tion 5.1.1. In practice, all ionic currents in each compartment (except for IL)
have some further state variable whose dynamics is given in (5.2), (5.4) or (5.5).
As a consequence, in the right hand side of (5.12), (5.13), and (5.14), all ionic
currents depend on the state variables of the respective compartment. For
instance, the complete membrane potential ODE for apical dendrites writes

C(apic)
m V̇

(apic)
i =− Isyn + Icable

− I(apic)
Nat2

(
V

(apic)
i ,m

(apic)
Nat2,i, h

(apic)
Nat2,i

)
− I(apic)

M

(
V

(apic)
i ,m

(apic)
M,i

)
− I(apic)

Kv3.1

(
V

(apic)
i ,m

(apic)
Kv3.1,i

),
for i = 1, . . . , 109. Notice the i subscript that identifies all compartment-
specific state variables appearing in the right hand side of such equation. Also,

102



note that C
(apic)
m is the value of the membrane capacitance for apical dendrites,

and that we added the “(apic)” superscript to all ionic currents (I
(apic)
ion ) to

stress the fact that modelling parameters appearing in their expression (such
as maximal conductances) are section-dependent. Details regarding modelling
parameters are given in the following section.

Writing down the differential equations for the activation/inactivation vari-
ables, the complete model for apical compartments turns out to be



C(apic)
m V̇

(apic)
i =− Isyn + Icable

− I(apic)
Nat2

(
V

(apic)
i ,m

(apic)
Nat2,i, h

(apic)
Nat2,i

)
− I(apic)

M

(
V

(apic)
i ,m

(apic)
M,i

)
− I(apic)

Kv3.1

(
V

(apic)
i ,m

(apic)
Kv3.1,i

)
− I(apic)

H

(
V

(apic)
i ,m

(soma)
H,i

)
− I(apic)

L

(
V

(apic)
i

)
ṁ

(apic)
Nat2,i =

(
mNat2,∞

(
V

(apic)
i

)
−m(apic)

Nat2,i

)
/τmNat2

(
V

(apic)
i

)
ḣ

(apic)
Nat2,i =

(
hNat2,∞

(
V

(apic)
i

)
− h(apic)

Nat2,i

)
/τhNat2

(
V

(apic)
i

)
ṁ

(apic)
M,i =

(
mM,∞

(
V

(apic)
i

)
−m(apic)

M,i

)
/τmM

(
V

(apic)
i

)
ṁ

(apic)
Kv3.1,i =

(
mKv3.1,∞

(
V

(apic)
i

)
−m(apic)

Kv3.1,i

)
/τmKv3.1

(
V

(apic)
i

)
ṁ

(soma)
H,i =

(
mH,∞

(
V

(apic)
i

)
−m(soma)

H,i

)
/τmH

(
V

(apic)
i

)

,

for i = 1, . . . , 109. Moreover, the model for the i-th segment (i.e. compart-
ment) is coupled to the adjacent segments of the model trough the cable cur-
rents Icable. In fact, the membrane potential of the segments that are connected
to the i-th segment appears in the r.h.s. of (5.1). Finally, the synaptic current
Isyn links a given segment to other cells in the microcircuit model.

In conclusion, considering all compartments the mathematical model for
L23 PC cADpyr229 1 has 92 sections (1 somatic section, 2 axonal sections,
23 apical sections, 66 dendritic sections) corresponding to 312 segments or
compartments (1 somatic segment, 2 axonal segments, 109 apical segments,
and 200 dendritic segments), for a total of 1097 state variables (11 state vari-
ables per somatic compartment, 16 state variables per axonal compartment,
6 state variables per apical compartment, and 2 state variables per dendritic
compartment), and many model parameters.

We now discuss exactly which modelling parameters enter such model equa-
tions.
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5.3.2 Model parameters

Let us investigate the details about the parameters involved in the modelling
of pyramidal cells of the second and third cortical layer. Once we assign the
neuron model morphology (i.e., the spatial position, dimension and orientation
of all neuron sections), we fix at once all parameters di and Lik appearing in
the expression for Icable (5.1) in all compartments. Besides, we assume that all
the functions and parameters involved in the dynamics of the activation and
inactivation variables are fixed (namely, all ki appearing in (5.3) and (5.6),
and τz in (5.4)).

Then, we are left with all parameters Cm and R, the reversal potentials
Eion, the maximal conductances of all ionic currents ḡion, the temperature ad-
justment factor parameters q10 and T (the temperature in degree Celsius),
along with all parameters involved in the internal calcium concentration dy-
namics (5.5). Note that the external calcium concentration [Ca2+]out (which,
according to (5.7), is required to compute the calcium equilibrium potential
ECa) is considered constant and then it is a further modelling parameter.

All the parameters that appear in the neuron model L23 PC cADpyr229 1
are listed in Table 5.7. The parameter values used in [149] appear in the second,
third, fourth or fifth column, according to the compartment class. Note, in fact,
that modelling parameters assume the same value in the segments belonging to
a given class (i.e. somatic, axonal, apical, and basal segments), but may differ
from one class to the other. Blank spaces indicate the absence of a parameter
for a specific section class (e.g. there is no ENa in the Basal column because
no sodium mechanism is included in the basal dendrites model). Also, the last
column indicates whether a parameter was manually fixed by the modellers
( 7 ) or if it was set as a free parameter (X), and then computed by the
multi-objective optimisation procedure proposed in [60, 61] and refined into a
open-source tool for the community of neurobiology modellers in [203].

5.3.3 Sample dynamics and artificial dataset

Let us consider the model given by (5.11), (5.12), (5.13), and (5.14) with values
of the modelling parameters to be those listed in Table 5.7. What is a sample
trajectory of the resulting model? How can we generate an artificial dataset
in order to perform twin experiments on such model?

First of all, we need to fix the input external current Iext(t) that appears
in (5.11). Our choice of input current reflects the Neuron code for model
L23 PC cADpyr229 1 available on the NMC portal, where three input cur-
rents with different depolarizing amplitude are considered. Namely, three am-
plitudes window=in,out1,out2, which correspond to 1.5, 2, and 2.5 times the
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Parameter Somatic Axonal Apical Basal Unit Free

Passive electrical properties
Cm 1 1 2 2 µF/cm2 7

R 100 100 100 100 Ω cm 7

Equilibrium potentials
ENa 50 50 50 mV 7

EK −85 −85 −85 mV 7

EH −45 −45 −45 −45 mV 7

EL −75 −75 −75 −75 mV 7

Maximal ionic conductances
ḡNat 3429.725 mS/cm2 X
ḡNat2 926.705 12.009 mS/cm2 X
ḡNap 9.803 mS/cm2 X
ḡKt 1.035 mS/cm2 X
ḡKp 959.296 mS/cm2 X
ḡM 0.74 mS/cm2 X
ḡKv3.1 102.517 94.971 0.513 mS/cm2 X
ḡSK 99.433 8.085 mS/cm2 X

ḡCaHVA 0.374 0.306 mS/cm2 X
ḡCaLVA 0.778 0.05 mS/cm2 X
ḡH 0.08 0.08 0.08g(y) 0.08 mS/cm2 7

ḡL 0.03 0.03 0.03 0.03 mS/cm2 7

[Ca2+]in dynamics
γ 0.000533 0.016713 1 X

decay 342.544232 384.114655 ms X
depth 0.1 0.1 µm 7

[Ca2+](min) 0.0001 0.0001 mM 7

Parameters for ECa and temperature adjustment factor
q10 2.3 2.3 2.3 1 7

T 34 34 34 ◦C 7

[Ca2+]out 2 2 mM 7

Table 5.7: Parameters of model L23 PC cADpyr229 1 as set in [149]. Parameter
values in somatic, axonal, apical and basal compartments are listed in the 2nd, 3rd,
4th and 5th column, respectively. The value of ḡH is exponentially distributed in the
apical sections (i.e. g(y) = −0.8696 + 2.087 · exp

(
y/0.0031

)
where y is the distance

of the section from the soma. The sixth column shows the unit of measure for each
parameter. Finally, a 7 sign in the last column means that the value was manually
set by the modellers, whereas a Xsign indicates that the value was numerically
evaluated by the multi-objective evolutionary algorithm discussed in [60].
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rheobase3, respectively. All three inputs are given by the superimposition of
a hyperpolarizing step current (necessary to hold the cell around the resting
potential of approximately V = −85 mV), and a depolarizing step current.
The hyperpolarizing current lasts 3000 ms (the entire duration of the experi-
ment), while the depolarizing current triggers after 700 ms and lasts 2000 ms.
In formulas

I
(window)
ext (t) =


Ihyp t ∈ [0, 700ms)

Ihyp + I
(window)
dep t ∈ [700ms, 2700ms)

Ihyp t ∈ [2700ms, 3000ms]

, (5.15)

where Ihyp = −0.071777 nA for all three step currents. The three inputs only
differ for the depolarizing current amplitude: for window= in the depolar-
izing current amplitude is I

(in)
dep = 0.1626792 nA; for window=out1 I

(out1)
dep =

0.1762358 nA; and for window=out2 I
(out2)
dep = 0.1897924 nA. At this point,

the time-dependent input current is fixed.
Now, the artificial dataset is generated in the following way. First, the

Neuron+Python implementation of model L23 PC cADpyr229 1 is numeri-
cally solved using the backward-Euler solver in a 3000 ms time window with
input current I

(in)
ext . The non-adaptive time step is ∆t = 0.25 ms and the initial

condition is V (t0 = 0 ms) = −65 mV, [Ca2+]in(t0) = 5e-5 mM, whereas the ac-
tivation and inactivation variables are initialised to their asymptotic value, i.e.
mion(t0) = mion,∞(−65mV), and analogously for hion(t0). We take the resulting

trajectory4 x†0:J =
{
x†j
}J
j=0

as the true discrete trajectory underlying the

observations in the data assimilation time window [0 ms, 3000 ms]. Note
that according to such notation, x†j denotes the value of the true solution of
the neuron model at time tj = j∆t.

Then, the observable dataset is generated by simply adding a Gaussian
measurement noise with standard deviation Γ1/2 = 1 mV to the membrane
potential. Mimicking the notation established in Section 4.2, we write that
the observation operator H : Z −→ Y is the projection on the first component
(the membrane potential), so that Yj = H(x†j) + εj = V (tj) + εj, where the
noise process is an i.i.d sequence with εj ∼ N (0,Γ). A graphical represen-
tation of the resulting trajectory and the simulated observations is given in
Figure 5.8. In particular, the membrane potential time course (black dashed
line) and the resulting dataset (grey dots) are presented in Figure 5.8a, while

3The rheobase of a neuron is the minimal value of input current which elicits an action
potential.

4Here J = 12 000. Also, the entries of the vector variable x include all somatic state

variables such as V (soma), m
(soma)
Nat2 , etc.
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the corresponding trajectories of some relevant state variables of the somatic
compartment are shown in Figure 5.8b. Note that the latter are plotted in the
transformed scale (log-scale for variable [Ca2+]in and logit-scale for the remain-
ing variables) according to the discussion about bounded variable presented in
Section 4.3.

In order to test the performance of the data assimilation algorithms (see
Section 4.4.1), we also generate some further datasets. First, the external

input I
(in)
ext is presented again but with a different initial condition: the end

point of the preceding true trajectory x†J is set to be the initial point of the
new in-sample trajectory. We take such precaution because filter algorithms
do not provide reliable estimate for hidden variables components of the ini-
tial condition. We denote this trace x

†(in)
J :2J and name it in-sample trajectory

because it is the response to the same stimulus I
(in)
ext (t) used to generate the

true signal x†0:J . In addition, taking x(t0) = x†J as initial condition means that

the resulting in-sample trajectory x
†(in)
J :2J is a continuation of the true signal

trajectory x†0:J .

The in-sample trajectory x
†(in)
J :2J is pictured in Figure 5.9a (note the different

initial condition with respect to Figure 5.8a). In order to provide a meaning-
ful measure of performance of the DA methods employed in Chapter 9, we
also consider the corresponding dataset y

(in)
J :2J resulting from the usual additive

Gaussian noise (grey dots). Let us stress the fact that these last observations
are not used in the data assimilation process, but only serve as a yardstick to
compute the performance score (4.13) defined in Section 4.4.1.

Using the same initial condition x(t0) = x†J , we apply inputs I
(out1)
ext (t) and

I
(out2)
ext (t) in order to generate two distinct out-of-sample trajectories: x

†(out1)
J :2J

(whose V -component is pictured in Figure 5.9b) and x
†(out2)
J :2J (Figure 5.9c). The

corresponding observations are denoted y
(out1)
J :2J and y

(out2)
J :2J , respectively.

5.4 Mathematical properties of single-neuron

models

The concluding section of Chapter 5 contains an overview of the main results
concerning the mathematical properties of single-neuron models. Since neuron
models are mostly given in form of system of ODEs here, we mainly focus on
the properties of this type of models. In particular, in Section 5.4.1 mention
some basic well-posedness results for Hodgkin-Huxley-type models, and Sec-
tion 5.4.2 in a brief discussion of bifurcation theory applied to mathematical
models of single neurons is given, as well as some numerical aspects which are
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(a) True trajectory for the somatic membrane potential (black
dashed line) and the simulated observations (grey dots) obtained
by adding a Gaussian noise with a standard deviation of 1 mV.
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(b) Somatic state variables. From left to right, from top to
bottom: logit(mCaHVA), logit(hCaHVA), logit(mKv3.1), logit(zSK),
logit(mCaHVA), logit(mCaLVA), logit(hCaLVA), logit(mH), and
logit(mNat2), logit(hNat2), and log([Ca2+]in).

Figure 5.8: Plot of the simulated dataset y0:J (grey dots in (a)) and the underlying

true trajectory x†0:J (black dashed lines) in the data assimilation time window [0ms,

3000ms] with input current I
(in)
ext (t).
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(a) x
†(in)
J :2J (back dashed line) and y

(in)
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(b) x
†(out1)
J :2J (back dashed line) and

y
(out1)
J :2J (grey dots).
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(c) x
†(out2)
J :2J (back dashed line) and y

(out2)
J :2J (grey dots).

Figure 5.9: Somatic potential traces and corresponding observations for perfor-
mance evaluation of DA methods. The initial membrane potential is approximately

V = −85 mV for all traces. The external input current is I
(in)
ext (t) for (a), I

(out1)
ext (t)

for (b), and I
(out2)
ext (t) for (c). Note that increasing Idep results in an increasing num-

ber of action potentials (four action potentials in the in-sample time window and
five in the second out-of-sample time window).
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important when simulating neuron models. Finally, in Section 5.4.3, we return
to discussing well-posedness in less standard cases.

5.4.1 Well-posedness of ODE single-neuron models with
constant input current

Let us start off by considering the autonomous version of the toy model (5.8)
introduced in Section 5.2. The fact that the ODEs system is autonomous
means, in such neuron model, that the input-current term is constant (Iext(t) ≡
Iext), and the neuron’s dynamics is completely determined by the value of the
applied current Iext, the intrinsic ionic currents IK, INa e IL, and the initial
condition

V̇ = 1
C

[
Iext − ḡKa(V − EK)

−ḡNab∞(V )(V − ENa)− ḡL(V − EL)
]

ȧ =
(
a∞(V )− a

)
/τa,

V (0) = V0

a(0) = a0

, t ∈ [0, Tf ]. (5.16)

We remark that it is possible to establish the well-posedness of such Cauchy
problem by invoking the classical Existence and uniqueness theorem (for the
precise statement of such theorem see, for instance, [35, Theorem 10.14]).
Indeed, since both a∞(V ) and b∞(V ) are C∞(R) functions (recall their sigmoid-
shaped definition given in (5.9)), the autonomous vector-field (r.h.s. of the first
two equations in (5.16)) is (at least) continuously differentiable. This argument
alone is enough to guarantee the local Lipschitz continuity of the vector field,
so that the Existence and uniqueness theorem can be applied and the Cauchy
problem is well-posed.

In addition, it is also very simple to show that any solution having a
biologically-meaningful initial condition is bounded, at least in the case where
Iext = 0 [46]: since a = 0 ⇒ ȧ > 0 and a = 1 ⇒ ȧ < 0, it follows
that for all t we have a(t) ∈ [0, 1] whenever the initial condition is in the
same interval (a0 ∈ [0, 1]); in addition, defining V = max{EK, ENa, EL} and
V = min{EK, ENa, EL}, we have that V > V ⇒ V̇ < 0, and V < V ⇒ V̇ > 0.
As a consequence, if r > 0, any solution of (5.16) with initial condition (V0, a0)
in Z =

[
V − r, V + r

]
× [0, 1] always lives in such a Z.

Note that the considerations made here about the toy model hold for any
single-compartment conductance-based neuron model which includes any of
the deterministic ionic currents mentioned in Section 5.1.1 (even the calcium,
and calcium-dependent ionic currents).
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5.4.2 Qualitative analysis and numerical aspects in neu-
ronal modelling

Now that we briefly discussed the existence and uniqueness of the solution for
the autonomous ODEs dynamical system (5.16), we can ask ourselves: how
does such neuron model behave qualitatively speaking? Does the system’s
solutions endlessly oscillate producing a continuous train of action potentials
or they eventually converge to some attracting point in the state space?

As exemplified in Figure 5.10 (blue trace), when no input current is present
(Iext = 0 µA cm−2) the membrane potential quickly reaches the neuron’s rest-
ing potential Vrest ≈ −60 mV. In the language of dynamical systems, one says
that the model’s solutions converge to a stable equilibrium point5. For sim-
ple reduced-order models, it is possible to explicitly compute the equilibrium
point(s) by intersecting the nullclines {(V, a)T | ȧ = 0} and {(V, a)T | V̇ = 0},
the most notable example being the FitzHugh-Nagumo model [72, 162]. In
addition, when an equilibrium point is available in closed form, it is possible
to evaluate its stability by checking the spectrum of the vector field’s Jacobian
evaluated at the equilibrium. However, such exact calculations are not possible
for more complex models such as the Hodgkin-Huxley model.

If the input current intensity is increased, the attracting equilibrium do not
appear to be present as the system’s solutions are attracted by a limit cycle
which corresponds, in electro-physiological terms, to a tonic spiking activity of
the neuron. In addition, further increasing the input current results in a larger
limit cycle amplitude, as shown by the orange and green trace in Figure 5.10.
Note that limit cycle are hardly tractable by analytical methods. Nevertheless,
for any neuron model it is possible to perform qualitative analysis through
numerical bifurcation theory. To this end, the MatCont continuation toolbox
[81] can be used as well as other software (e.g. XXPaut [65]).

What occurs in model (5.16) is that for I∗ext = 14.66 µA cm−2 the sta-
ble equilibrium undergoes a supercritical Andronov-Hopf bifurcation
(first Lyapunov coefficient l1 = -1.19e-2): for Iext < I∗ext the system has a
unique globally attracting equilibrium; such equilibrium becomes unstable for
Iext ≥ I∗ext when a stable limit cycle appears. The corresponding bifurcation
diagram is pictured in Figure 5.11, where the stable equilibrium present for
Iext = 0 µA cm−2 is marked by a blue cross. Varying Iext, a globally attracting

5In what follows, the knowledge of several notions of dynamical systems and bifurcation
theory is required. We omit them here for the sake of brevity, but we refer to Chapter 1 [131]
(or any other textbook dealing with ODEs systems) for all the necessary definitions concern-
ing dynamical systems (e.g. stable/unstable/asymptotically stable equilibrium point/limit
cycle) and to Chapter 2, 3, 7 of the same book for an exhaustive presentation of one-
parameter bifurcations.
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Figure 5.10: Sample solution of model (5.16) for different values of constant input
current Iext all with the same initial condition (V0, a0)T = (60 mV, 0.5)T .

equilibrium point continue to exist (plain cyan line) until it undergoes the Hopf
bifurcation (red dot) and becomes unstable (dotted cyan line). Then, a stable
limit cycle whose size in the (V, a) plane increases with Iext appears (plain black
lines). The attracting limit cycles present for Iext = 20, 40 µA cm−2 pictured in
Figure 5.10 are highlighted in Figure 5.11 with the corresponding orange and
green color. Such bifurcation diagram allows one to completely characterize
the qualitative behaviour of the solutions of neuronal model (5.16).

Although much more complicated bifurcation diagram can arise in other
single-neuron model (typical examples include bistable systems and different
bifurcations such as saddle-node and saddle-node on invariant cycle bifur-
cations, not to mention bifurcations with higher codimension), it is worth
mentioning that bifurcation theory is one essential tool for the mathematical
analysis of neuronal models. In fact, other than characterizing the activity
of the modelled neurons, the qualitative analysis resulting from bifurcation-
theory concepts directly translates into electrophysiologically relevant notions
such as excitable systems, Hodgkin’s Class I/Class II IF diagrams, integra-
tor/resonator neurons, threshold, subthreshold oscillations, post-inhibitory ac-
tion potentials etc. We skip this matters because their discussion goes far
beyond the scope of this work, but we refer to [99] for a more comprehensive
presentation of dynamical system theory applied to single-neuron models.
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Figure 5.11: Bifurcation diagram of the two-dimensional model (5.16) with respect
to parameter Iext ∈ [−10 µA cm−2, 45 µA cm−2].

Note that, except for a few trivial cases, conductance-based single-neuron
models are not explicitly solvable, and numerically approximated solutions are
usually the only available possibility. As a consequence, numerical stability
and approximation issues can arise, and one need to be aware of these not to
invalid the simulation’s outcomes. Notably, the membrane potential and the
activation variables of Hodgkin-Huxley-type neuron models often exhibit very
different time scales, causing the resulting ODEs system to be stiff. Then, stiff
solvers should be used to solve them. In order to use an accurate fixed-step
solver, in our simulations of the toy model we employ a fourth-order Runge-
Kutta method with small time step (∆t = 0.01 ms). On the other hand, as far
as the multi-compartment BBP model is concerned, several other numerical
aspects need to be taken into account. In fact, its simulation require to dis-
cretize both in time and space of a unidimensional cable PDE (see page116).
However, most of these issues are already accounted for by the NEURON
simulation environment implementation, and we refer to [37, Chapter 4] and
reference therein for a complete overview of this matter. Let us just report the
matter of the numerical stability of the multi-compartmental model solver: to
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guarantee unconditional stability, the NEURON simulation environment only
allows the backward-Euler method and the Crank-Nicolson method as fixed-
step solvers. Note however, that although the latter is more accurate (o(∆t2)
versus o(∆t)) it is also oscillation-prone (see also [86, Section 3.3.5]) so that
we opted for the backward-Euler solver in our simulations.

5.4.3 More on well-posedness of single-neuron models

In this section, we briefly return on the well-posedness of single-neuron models.
In fact, in the previous sections we only mentioned neuron models with con-
stant input current Iext(t) ≡ Iext. Actually, classical Existence and uniqueness
theorem in principle apply to time-dependent input currents too, as long as
t 7→ Iext(t) is a continuous function. Unfortunately, the models we presented in
this chapter6 and which are used for data-assimilation experiments in Part III
all involve an input current Iext(t) which is discontinuous in time (see Sec-
tion 5.2.1 and Section 5.3.3). For such reason, in this section we present some
results concerning the existence and uniqueness of the solution of ordinary
differential equations systems of the form{

ż = F (t, z)

z(t0) = z0,
z ∈ Z ⊂ Rdz , t ∈ [t0, Tf ]; (5.17)

where the vector field F is discontinuous in the time variable t. Then, in
order to give a more comprehensive overview of the mathematical properties of
existing single-neuron models, we also mention some results concerning neural
models given in partial differential equation (PDE) form.

ODEs systems with time-discontinuous vector field

To begin with, consider that the following Carathéodory conditions are the
most widely known hypotheses which ensure the existence of a solution for an
ODE system with time-discontinuous vector field:

i) the function z → F (t, z) is continuous for almost all t ∈ [0, Tf ];

ii) the function t→ F (t, z) is measurable for all z ∈ Z;

iii) it exists an integrable scalar function m(t) (i.e., ∃m ∈ L1([t0, Tf ])) such
that |F (t, z)| ≤ m(t) for all z ∈ Z.

6Namely, the Morris-Lecar-like single-compartment single-neuron model (5.8) and the
BBP multi-compartment single-neuron model L23 PC cADpyr229 1 identified by equations
(5.11), (5.12), (5.13), and (5.14).
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Under these three conditions, the Carathéodory existence theorem [71,
Theorem 1] guarantees the existence of an extended7 solution of the initial
value problem (5.17).

Example 5.3 (Existence of the solution for the neuron toy model).
As an example, consider a function of the time variable t and the state

variable z = (z1, z2)T defined by

F (t, z) =

(
F1(t, z)
F2(t, z)

)
=

(
1
C

[
− ḡKz2(z1 − EK)− ḡNaf

(c)(z1)(z1 − ENa)− ḡL(z1 − EL) + Iext(t)
](

f (c)(z1)− z2

)
/τa

)
,

where f (c) is given by (5.3c). If we rename z1 = V and z2 = a, with such
definition the ODE system ż = F (t, z) corresponds to the toy model for a single
neuron with time-dependent input current (5.8). In practice, we assume that
the state variable z lies in a bounded state space of the form Z = [Vmin, Vmax]×
[0, 1], and that the input current Iext(t) is a piecewise constant function as
defined in (5.10) with parameter values fixed as those sampled in Section 5.2.1.

Then, it is elementary to verify that the vector field F satisfies the a.e.-
continuity and measurability Carathéodory conditions i) and ii). Moreover,
defining

m(t) :=
1

C

[
ḡK max

z∈Z

∣∣z1 − EK

∣∣+ ḡNa max
z∈Z

∣∣z1 − ENa

∣∣+
+ ḡL max

z∈Z

∣∣z1 − EL

∣∣+ |Iext(t)|
]

+
2

τa

the third Carathéodory condition iii) is fulfilled as well, guaranteeing the ex-
istence of at least one solution of neuron model (5.8) even when the input
current Iext(t) is discontinuous. ♣

In order to ensure uniqueness of such solution, a further condition is needed
[71, Theorem 2]:

iv) it exists an integrable scalar function k(t) (i.e., ∃k ∈ L1([t0, Tf ])) such
that for all t and for all z1, z2 ∈ Z, the vector fields F satisfies

|F (t, z1)− F (t, z2)| ≤ k(t)|z1 − z2|,
7Informally speaking, an extended solution of (5.17) is a local, absolutely continuous,

almost everywhere differentiable function which satisfies a.e. the ODE system conditions.
See [15, pag 135] and definitions therein for a more precise definition of extended solution
for discontinuous ODE systems.
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which is a sort of time-dependent Lipschitz condition, related to Giuliano’s
uniqueness theorem8 [15, Theorem 3.5.1].

Note that, for the moment, we completely disregarded vector fields which
are also discontinuous in the space variable. An example of such models in
the neurobiology context is the deterministic leaky integrate-and-fire neuron
model [33], whose stochastic counterpart is briefly described in the following
chapter. We redirect the interested reader to [71, Chapter 2], which presents
an overview of classical sufficient conditions for the well-posedness of ODE
initial value problems with vector field which is discontinuous in space.

PDE single-neuron models

Even though in this work we treat the realistic BBP model described in Sec-
tion 5.3 as a ODEs system, it is worth mentioning that multi-compartment
single-neuron models originate from a reaction-diffusion PDEs system of the
form of infinite unidimensional cable equations

C∂tV =
1

r
∂xxV + f (5.18)

where V (t, x) is the membrane potential of the neuron at position x ∈ R at
time t, and r is a diffusion coefficient proportional to the axial resistivity R (cfr.
(5.1)). The non-linear function f is what characterizes the neuron model, and
for conductance-based models it is of form f(V, {aion}ion) = −

∑
ion Iion(V, aion),

where the dynamics of the (in)activation variable is governed by

∂taion = caion∂xxaion +
(
aion,∞(V )− aion

)
/τaion(V ) (5.19)

with caion ≥ 0 being the corresponding diffusion coefficient. To give an ex-
ample, in the original Hodgkin-Huxley model aion = m,n, h. However, for
other reduced-order neuron models f may show a different form (e.g., in the
FitzHugh-Nagumo model, f is a cubic polynomial in the V variable).

For the sake of compactness, we henceforth adopt the notation V(t, x) to
denote the vector-valued unknown of the PDEs system (5.18)-(5.19) indepen-

dently of the precise form they assume (i.e. V(t, x) =
(
V (t, x), . . .

)T
including

8Giuliano’s uniqueness theorem states that, if F (t, z) satisfies the Carathéodory condi-
tions i)-iii) in (t0, t0 + a)×

{
|z|2 < +∞

}
, and for (t, z), (t, z′) ∈ (t0, t0 + a)×

{
|z|2 < +∞

}
(
F (t, z)− F (t, z′)

)
· (z − z′) ≤ k(t)g

(
|z − z′|22

)
for some k(t) ≥ 0 integrable (according to Lebesgue’s definition) in [t′0, t

′
1] for all t0 < t′0 <

t′1 < t0 +a, and some continuous function g(x) > 0 defined for x > 0 and such that g(0) = 0

and limε→0+

∫ ε+a′
ε

dx
g(x) = +∞, then the ODE system (5.17) has at most one extended

solution in (t0, t0 + a). Taking g(x) = x results in the above condition iv).
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all (in)activation variables considered in the model). For unbounded domains,
the PDEs system is normally coupled to the initial condition V(0, x) = V0(x)
whereas boundary conditions are needed too if the spatial domain is a bounded
interval. In what follows, we mention two type of results concerning the solu-
tion’s existence and uniqueness that can be applied to this type of models.

First, as far as well-posedness is concerned, in [43] the existence and unicity
for all t > 0 of the solution of the PDE four-dimensional Hodgkin-Huxley model
is proved for bounded and uniformly continuous initial conditions that tend
to zero9 for |x| → 0 (see Example 1 at page 208). The proof is based on
the existence of invariant rectangles in the state space which are mapped into
themselves by the differential operator defined by (5.18)-(5.19). Note that the
same argument holds for the PDE version of the two-dimensional FiztHugh-
Nagumo model (see page 209 of the same reference). Consult [192, Chapter 14]
for a more extensive discussion of the invariant-region method.

Then, what one usually looks for are solutions of the PDE problem in form
of travelling waves. By travelling wave we mean a solution of (5.18) such
that

V (t, x) = U(x+ ct),

where, defining ξ = x+ ct, U(ξ) is called the shape of the travelling wave,
and c ∈ R is the (constant) speed of the travelling wave. In 1977, G.
Carpenter proved the existence of such type of solutions for the Hodgkin-
Huxley PDE model [38]. Note that travelling wave solutions are extremely
important in neuronal modelling as they describe the propagation of action
potentials in the axon and the dendritic tree.

Applying the above-mentioned change of variable to (5.18) leads to a ODE
problem that has U as unknown, and proving the existence (and unicity) of a
c∗ that guarantees the existence of a physiologically meaningful U is one of the
main aims of the analytical study of (5.18). For neuron models for which f(V )
is cubic-shaped, it is possible to perform analytic considerations to prove the
existence and unicity of c∗ through shooting arguments and, in some specific
cases even exactly compute it (see [113, Section 6.2.1, Section 6.3.1]). However,
the shooting argument can only be applied numerically in the Hodgkin-Huxley
model, as the authors did in their original paper to estimate the propagation
speed of action potential across the squid axon. To conclude, consider that
another useful reference to delve into the existence, uniqueness and stability
of travelling wave solutions in unidimensional cable-equation-like PDE models
is [66, Chapter 6].

9i.e., V0(x) such that lim|x|→0 V0(x) = 0.
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Chapter 6

Neural network models

In this chapter, we address the concept of biological neural networks. In par-
ticular, in Section 6.2 we present a network model of leaky integrate-and-fire
(LIF) neurons which is then used in Part III to test a novel methodology for
parameter estimation in systems that involve a large number of parameters.

But first, in Section 6.1 we give a very brief overview of the composition
of the neocortical microcircuit studied by the BBP and document the reason
behind the choice of model L23 PC cADpyr229 1 in Section 5.3 as an instance
of neuron model from the BBP neural network.

6.1 Neocortical microcircuit composition

The in silico reconstruction presented in [149] represents a 0.29 mm3 portion of
Winstar rat neocortex constituted of about 31 000 neuron models. The neuron
models are subdivided in six layers and the quantity of neurons per layer is
the following:

Layer 1 338 neurons
Layer 2 and 3 7 524 neurons
Layer 4 4 656 neurons
Layer 5 6 114 neurons
Layer 6 12 651 neurons.

All neuron models are classified first according to their morphological type
(m-type), and then according to the electrophysiology they exhibit, i.e. their
electrical type (e-type). There is a total of 55 m-types (see Figure 6.1), such
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as the model of interneuron1 morphology of bipolar cells (BP), of bitufted
cells (BTC), chandelier cells (ChC), double bouquet cells (DBC), large basket
cells (LBC), Martinotti cells (MC), nest basket cells (NBC), small basket cells
(SBC), and neurogliaform cells (NGC). Also, examples of principal (excitatory)
cell morphology include the one of pyramidal cells (PC), but also of the star
pyramidal cells (SP) and the thick-tufted pyramidal cells with a late bifurcating
apical tuft (TTPC1). On the other hand, the electrophysiological types are
eleven in total (see Figure 6.2) and, combined with the possible morphological
types, they generate a total of 208 morpho-electrical types (me-type), since
not all combination are present in the microcircuit).

Let us now focus on layer two and three. A summary of the in-layer and
in-microcircuit me-type frequency for neuron models of the second and third
layer is given in Table 6.4. While the interneuron model with highest in-
layer incidence is the continuous accommodating (cAC) layer 2 and 3 (L23)
Martinotti cell (MC) model (3.59% of the neuron models for layer 2 and 3),
the model with highest frequency is the model of continuous adaptive (cAD)
pyramidal cell L23 PC cAD (78.11% of the neuron models across layers two
and three are of this me-type) which we described in detail in the previous
chapter.

Now, we move to a complete model of biological neural networks whose
units are modelled as leaky integrate-and-fire neurons.

6.2 Network model of leaky integrate and fire

neurons

In this section we present a simple model of neural network constituted by
a total of nE + nI neurons: the first nE neurons are excitatory cells, and
the second nI are inhibitory neurons. In what follows we assume that the
excitatory neurons are labelled by the integer index i = 1, . . . , nE, whereas the
inhibitory neurons are labelled by i = nE + 1, . . . , nE + nI . Simplifying the
underlying biology, one can think of the neurons connectivity as an adjacency
matrix A = (aij)

nE+nI
i,j=1 , where aij = 1 if neuron i and j are connected through

chemical synapses, whereas aij = 0 if no synapse between neuron i and neuron
j exists.

One can consider different models both for the neurons and for the synapses,
obtaining different network models. In our case, we consider that each neuron
activity is described by a leaky integrate-and-fire (LIF) neuron model [33,
13] (model adapted from the original 1907 proposal [133], translated in English

1An interneuron is a inhibitory neural cell
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Layer m-type e-type #neurons in-layer% circuit%
L23 BP bAC 3 0.04% 0.01%

bIR 4 0.05% 0.01%
bNAC 7 0.09% 0.02%
cAC 7 0.09% 0.02%

cNAC 4 0.05% 0.01%
dSTUT 3 0.04% 0.01%

BTC bAC 15 0.19% 0.05%
bIR 7 0.09% 0.02%

bNAC 23 0.31% 0.07%
cAC 41 0.54% 0.13%

cNAC 18 0.24% 0.06%
ChC cAC 23 0.31% 0.07%

cNAC 23 0.31% 0.07%
dNAC 15 0.19% 0.05%

DBC bAC 12 0.16% 0.04%
bIR 32 0.43% 0.10%

bNAC 70 0.93% 0.22%
cAC 61 0.81% 0.19%

LBC bAC 35 0.74% 0.11%
bNAC 27 0.36% 0.09%
cAC 108 1.44% 0.34%

cNAC 74 0.98% 0.24%
cSTUT 22 0.29% 0.07%
dNAC 188 2.50% 0.60%

MC bAC 10 0.13% 0.03%
bNAC 10 0.13% 0.03%
cAC 270 3.59% 0.86%

cNAC 33 0.44% 0.11%
dNAC 10 0.13% 0.03%

NBC bAC 14 0.19% 0.04%
bNAC 6 0.08% 0.02%
cAC 65 0.86% 0.21%
cIR 6 0.08% 0.02%

cNAC 80 1.06% 0.26%
dNAC 97 1.29% 0.31%

NGC bNAC 5 0.07% 0.02%
cAC 5 0.07% 0.02%

cNAC 41 0.54% 0.13%
cSTUT 5 0.07% 0.02%

PC cAD 5 877 78.11% 18.75%
SBC bNAC 60 0.80% 0.19%

cAC 60 0.80% 0.19%
dNAC 46 0.61% 0.15%

Table 6.4: Frequency of layer 2 and 3 me-types in both the in-layer and in-
microcircuit composition. The blue-highlighted L23 MC cAC model is the interneu-
ron model with highest in-layer incidence, whereas the red-highlighted L23 PC cAD
model is the model with highest in-microcircuit incidence.
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in [29]), which is a popular choice for simulating the large neural network
dynamics while including a microscopic detail [49, 30].

In particular, we consider LIF models in stochastic differential equation
(SDE) form, with resting potential Vrest, leakage constant Li, and incoming
input given by the sum of a constant applied current Iext and synaptic inputs
from both inhibitory and excitatory neurons. In formulae this writes,

dVi =

(
− Vi − Vrest

Li
− IEsyn − IIsyn + Iext

)
dt+ σV dW, (6.1)

for i = 1, . . . , nE +nI , where W denotes a standard Weiner process (also called
white Brownian motion). The above equation describes the membrane poten-
tial dynamic in the sub-threshold regime. On the other hand, in a LIF model
when the membrane potential Vi reaches the threshold Vth, the i-th neuron
emits a spike and its potential is reset to the resting value Vrest. Furthermore,
we set a lower bound Vlow such that, if the membrane potential Vi goes below
such value Vi < Vlow, then it is automatically restored to the lower bound,
Vi = Vlow. For a thorough discussion of both the concept of solution of an SDE
and the numerical methods that can be employed to produce approximate so-
lutions, we refer to [117]. Consult [183] for a synthetic tutorial on the same
topic.

Now, to complete the description of the LIF model (6.1), we need to specify
the form of the synaptic currents IEsyn and IIsyn.

6.2.1 Synaptic current modelling

Both excitatory and inhibitory synaptic currents are assumed to be ohmic, i.e.
Isyn(V, g) = g(V − Esyn), with a simple model for the synaptic conductance g
which involves an instantaneous jump of amplitude ḡsyn (the maximal synaptic
conductance) in each moment tpre when a pre-synaptic spike is evoked, followed
by an exponential decay with rate τsyn

g(t) =

{
ḡsyn exp

(
− t−tpre

τsyn

)
t ≥ tpre

0 t < tpre

.

In case of multiple pre-synaptic spikes, a linear post-synaptic summation is
assumed, so that the synaptic conductance dynamics can be described by the
following ODE equation

ġ = − g

τsyn

+

#spikes∑
j=1

ḡsyn,jδ(t = tj). (6.2)
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Figure 6.5: Sample time course of a single-exponential synapse s(t) as given in
(6.2). Parameter values are τsyn = 10ms and ḡsyn = 1S. The spike time sequence

{tj}#spikesj=1 is such that the corresponding inter-spike intervals are independent draws
from an exponential distribution of mean µ = 50ms, i.e. tj − tj−1 ∼ Exp(µ) where
t0 = 0ms.

Here {tj}#spikes
j=1 is the sequence of pre-synaptic spikes, δ(t = tj) is the Dirac

mass centred at t = tj, and ḡsyn,j is the maximal synaptic conductance relative
to the j-th spike. Indeed, maximal conductances are usually different whenever
the pre-synaptic source is different. Nonetheless, for the sake of simplicity in
this model it is assumed that the maximal conductance for synapses of a given
type only depend on the post-synaptic target, i.e. ḡsyn,j = ḡsyn for all j. Such
assumption also allows the use of a fast exponential solver for equation (6.2).
We refer to [145] for more details on this specific matter, and to [182] for a
review of more realistic models of synaptic current. A sample time course of
the synaptic ODE model (6.2) is given in Figure 6.5.

As for the original LIF neuron (6.1), the excitatory synaptic current acting
on the i-th neuron is given by

IEsyn(Vi, gE,i) = gE,i(Vi − Vth),

where the choice of Vth as reversal potential guarantees that IEsyn(Vi, gE,i)
is always negative2. The corresponding synaptic state variable dynamic is
governed by

ġE,i = − gE,i

τEsyn,i

+ ḡEsyn,i

nE∑
j=1

aijδ(Vj = Vth), (6.3)

where Vj denotes the membrane potential of the j-th neuron in the network.
The model for the inhibitory synaptic current is analogous to (6.3), except for

2Note that the general convention requires a minus sign in front of all synaptic currents.
As a consequence −IEsyn(Vi, gE,i) ≥ 0 guarantees an excitatory effect.
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the reversal potential which is given by Vlow in order to enforce the correct sign
to the inhibitory current.

In conclusion, the complete model for the i-th LIF neuron in the neural
network is given by the system of stochastic differential equations

dVi =

[
− Vi − Vrest

Li
− gE,i(Vi − Vth)− gI,i(Vi − Vlow) + Iext

]
dt

+ σV dW

dgE,i =

[
− gE,i

τEsyn,i

+ ḡEsyn,i

nE∑
j=1

aijδ(Vj = Vth)

]
dt

dgI,i =

[
− gI,i

τIsyn,i

+ ḡIsyn,i

nE+nI∑
j=nE+1

aijδ(Vj = Vth)

]
dt

, (6.4)

where i = 1, . . . , nE + nI . The first equation in (6.4) is intended to hold for
Vi ∈ [Vlow, Vth), whereas if Vi(t) ≥ Vth then Vi(t+ dt) = Vrest and if Vi(t) < Vlow

then Vi(t+ dt) = Vlow.

6.2.2 Network parameters

For the sake of simplicity, we assume that in model (6.4) both decay constants
for inhibitory synapses τIsyn,i and their maximal conductances ḡIsyn,i are equal,
i.e. τIsyn,i = τIsyn and ḡIsyn,i = ḡIsyn for all i. In the same fashion, the leakage
decay constants for inhibitory neurons are assumed to be all identical, i.e.
Li = LI for i = nE + 1, . . . , nE + nI .

On the other hand, we assume that the remaining parameters are differ-
ent for each neuron. However, it is assumed that the different values across
the neural population are homogeneous, in the sense that they are indepen-
dent draws of a given probability distribution which is parametroptimisd by
a single hyperparameter. In practice, we assume that the leakage constant
for excitatory neurons are independent draws of an exponential distribution of
parameter L†E, i.e. Li ∼ Exp(L†E), for i = 1, . . . , nE. Analogously, the maximal
conductances for excitatory synapses are i.i.d random variables of parameter
ḡ†Esyn, i.e. ḡEsyn ∼ Exp(ḡ†Esyn). In the data assimilation process we presented
in Section 4.1.2 the target object to be estimated is indeed this couple of
hyperparameters. Such methodology – estimating the hyperparameter which
parametroptimiss the probability distribution of a very large number of param-
eters – is, to the best of our knowledge, new to the domain of computational
neurobiology.

In the following section we describe what type of collective network dy-
namics can be recorded and how these can be mathematically modelled.
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6.2.3 Neural population activity measure

There is a number of experimental recordings which can be used to measure the
population activity of a neural network. These can be rather direct but invasive
measurements, such a (multi-)electrode LFP or not invasive but indirect, such
as EEG, positron emission tomography (PET), magnetic resonance imagining
(MRI), blood oxygenation level dependent (BOLD) fMRI, etc.

To start off, we consider a very simple model for LFP as a quantity repre-
senting the population activity. This is

hLFP

(
V1, . . . , VnE+nI

)
=

1

nE + nI

nE+nI∑
i=1

Vi, (6.5)

i.e. a representation of local field potential as average population membrane
potential. We stress that such choice is an extremely naive proxy for LFP
which is not intended to be realistic. It can be improved by considering other
simple models based on LIF network (see for instance the synaptic-activity
based LFP proxy used in [152]) or even considering sophisticated models based
on multi-compartment single-neuron models which take spatial effects into
account [139]. However, more realistic LFP data models go beyond the scope
of the preliminary work we intend to carry out on the LIF network model
presented in this section.

In the following chapter we illustrate the notion of spike train metrics
and present some examples of such measures of spike train synchrony. Many
of these distances can also be generalised to measures of neural population
synchrony, so that they can be used on neural network models too. But first,
we illustrate the neural network model introduced in this chapter by picturing
its sample dynamics.

6.2.4 Sample network time course

In order to illustrate the neural network model (6.4), in Figure 6.6 we plot a
sample time course for a network of nE = 800 excitatory neurons and nI = 200
inhibitory neurons. The corresponding SDEs system is solved with the Euler-
Murayama scheme with computational time step ∆t = 0.1 ms. The remaining
network parameters are given by σV = 0.1, Vrest = 0 mV, Vth = 20 mV, Vlow =
−20 mV, Iext = 0.1, L†i = 3, g†Isyn = 4, τ †Isyn = τ †Esyn = 1. The initial condition
for all neurons is distributed as a Gaussian random variable Vi(0) ∼ N (0, σV )
whereas the initial synaptic conductances are all deterministically initialised
at zero.

The above panel in Figure 6.6 plots the spike times of all neurons in the
network. Indeed, the y-axis lists the label i for each neuron in the network (i.e.,
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i spans from 1 to nE +nI = 1 000), whereas the horizontal axis represents time
in the millisecond scale. In conclusion, the raster plot in Figure 6.6a contains
a black dot with coordinates (t, i) if the i-th neuron emits a spike at time t.
On the other hand, in Figure 6.6b shows the profile of the corresponding LFP
proxy (6.5).

128



0 20 40 60 80 100 120 140 160 180 200

1

100

200

300

400

500

600

700

800

900

1000

t (ms)

(a) Raster plot for model (6.4). The y-axis denotes the
index labelling an individual neuron in the network.
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(b) Mean activity (6.5) (proxy for local field potential)
with Gaussian measurement noise with σy = 0.1 mV.

Figure 6.6: Graphical representation of a sample trajectory of model (6.4) with
nE = 800 excitatory neurons and nI = 200 inhibitory cells. The other network
parameter values which produced such trajectory are stated in Section 6.2.4.
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Chapter 7

Spike train metrics

In this chapter, we introduce the concept of spike-train distance. In fact, the
absolute p-metric (4.11) defined in Section 4.4.1 is a distance on the space of
vector-valued discrete-time trajectories {0, . . . , J} × R` which, as a particu-
lar case, can be applied to membrane potential traces. Using this canonical
mathematical notion of distance, we have a metric which compares membrane
potential profiles and also quantifies possible dissimilarities in the shape of
the action potentials. However, small differences in two voltage traces which
potentially have little impact on the respective neurobiological properties, are
prone to be excessively penaloptimisd by such non-specific metrics. Fortu-
nately, other notions of distances exist which can be defined on the space of
spike trains and which are conceived precisely to be applied in neurobiology.

Indeed, from a given membrane potential trace, the corresponding spike
train can be extracted. A spike train is the sequence of time points t = {ti}
at which the membrane potential trace exhibits a spike. By definition, such
sequence disregards any information related to the action potentials shape (e.g.
action potential amplitude, length of the refractory period, resting potential
value etc.) and only retains the spike timing. We remark that there exist a
number of spike train metrics, but describing them completely goes beyond the
scope of this chapter. Nevertheless, we now present a general but sufficiently
comprehensive introduction to the main groups of such metrics, and specify
only some notable examples in detail.

Note that in the current section we denote a spike train A as

tA = {tA1 , tA2 , . . . , tA#A} =
{
tAi
}#A

i=1
⊂ [0, Tf ],

where #A denotes the number of spikes in the spike train and Tf denotes the
end of the recording time window (assumed to be the same for all spike trains
which are to be compared).
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As synthetically reviewed in [208], we can broadly distinguish between
spike-train metrics which are

i) based on cost-dependent transformations of one spike train into the other
one (Section 7.1);

ii) based on embeddings of the spike trains onto a normed space (Sec-
tion 7.2);

iii) time-adaptive distances (Section 7.3).

Note that an alternative overview of different spike metrics is available at [124].
First, let us consider the cost-based metrics.

7.1 Cost-based spike metrics

In such approach, a limited set of elementary transformations are established,
and a cost is associated to each of these transformations. Then, in order to
well-define the distance between two spike trains, the least expensive set of
transformations needed to turn the first spike train into the second one is
selected.

Among cost-based spike metrics, the family of Victor-Purpura distances
[209, 210] is probably most commonly known. This includes DSPIKE and DISI,
which are both dependent on a scale parameter q, i.e. DSPIKE = DSPIKE

q and
DISI = DISI

q .

7.1.1 Victor-Purpura SPIKE distance

If we consider the first Victor-Purpura SPIKE metric, the set of legitimate
transformations include: removing a spike (cost of deleting a single spike set
to be 1), adding a spike (cost 1), and moving a single spike time of ∆t (cost
q∆t). See Figure 7.1 for a graphical example of how to convert a spike train
tX into another spike train tY only via these three transformations.

Here, the free parameter q is measured in the reciprocal of the unit of
time (e.g. s−1) and it represents the cost of moving a single spike of one unit
of time. The larger q, the more sensitive DSPIKE

q is to exact spike timing.
Indeed, it can be easily shown that it is convenient to compare two spikes
by shifting their spike times only when these occur within an interval of 2/q.
Otherwise, deleting and adding a new spike is preferable in such metric. On
the other hand, for the limit value q = 0, changing spike times is free, and the
corresponding metric only compares the number of spikes in the two trains.
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Figure 7.1: Courtesy of Thomas Kreuz. Original caption: “Victor-Purpura spike
train distance. Two spike trains X and Y and a path of basic operations (spike
deletion, spike insertion, spike shift) transforming the one spike train into the other.
Modified from [209]”. Source: [124] c

Indeed DSPIKE
q=0 (tA, tB) = |#A − #B|, which is an integer quantity directly

proportional to the difference of spiking rates.
Note that for all spike trains tA and tB, and independently of q, we have

that DSPIKE
q (tA, tB) ∈

[
|#A − #B|,#A + #B

]
. In fact, the lower bound

corresponds to the case in which no time shifting or deletion of spike is needed
because all spikes already match. Only the adding transformation is required
to append possible extra spikes in one of the sequences. The upper bound on
the other hand, corresponds to the case where no couple of spikes occur closer
than 2/q. Thus, the matching procedure can only be enforced by removing all
spikes from a sequence and adding new ones in correspondence of the other
train spikes.

7.1.2 Victor-Purpura ISI distance

Instead of comparing spike times, the second Victor-Purpura inter-spike
interval distance DISI compares inter-spike intervals (ISI). In this case, the
transformations allowed are the exact analogue of the SPIKE case, except that
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they act on ISIs: adding or removing a inter-spike interval costs 1; shortening
or extending a ISI of a ∆t-wide time interval costs q∆t.

Note that, if the time resolution of the spiking activity exhibited by the
spike trains is not known in advance, assessing a reasonable value of q can be
rather cumbersome for both DSPIKE and DISI. Many other cost-based distances
can be introduced, but we refer to more specific literature for a more complete
presentation (e.g. [207]).

We now turn to the second family of metrics, the one characteroptimisd by
an embedding of the spike train onto a normed space

(
X, ‖ · ‖

)
.

7.2 Embedding-based spike metrics

First, let us introduce the representation of a spike train tA =
{
tAi
}#A

i=1
⊂ [0, Tf ]

as a sum of Dirac delta functions

δA(t) :=

#A∑
i=1

δ(t− tAi ).

Such a distribution can then be projected onto a normed space using, for
instance, a kernel-based transformation T

T A(t) := (K ∗ δA)(t) =

∫ ∞
−∞

K(t− s)δA(s) ds. (7.1)

In most cases, the normed space is chosen to be Lp
(
R
)
, the space of real

functions endowed of the Lp norm, for some p ≥ 1.

7.2.1 Van Rossum distance

As an example, consider the popular van Rossum distance which stems
from taking an exponential kernel1 K(t) = q exp(−qt) in equation (7.1) and
setting the distance to be the L2-norm of the transformed spike trains, i.e.

DRoss(tA, tB) =

(∫ ∞
0

[
T A(t)− T B(t)

]2
dt

)1/2

.

Note that, exactly as in the Victor-Purpura family, the parameter q sets the
time scale for the comparison of the two spike trains2.

1Defined for t ≥ 0
2We report that in the original reference [181] the inverse parameter tc = 1/q is employed.
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Figure 7.2: Courtesy of Thomas Kreuz. Original caption: “Van Rossum spike
train distance and Schreiber et al. similarity measure. From top to bottom: Two
spike trains X and Y, exponential convolutions, Euclidian difference [181], Gaussian
convolution and normaloptimisd point-wise multiplication [185]”. Source: [124] c

7.2.2 Similarity measures

In addition, when the projection is performed onto a normed space which is
also endowed of a scalar product (which is the case for L2(R)), the correlation
coefficient

ρ(A,B) =
〈T A, T B〉
‖T A‖‖T B‖

can be considered as a similarity measure, i.e. a measure which increases when
the similarity between two trains augments and attains the zero value when
the dissimilarity is maximal. The measures proposed by Haas-White [82] and
by Schreiber et al. [185] are two examples of such similarity measures. The
former results from considering a exponential kernel in the projection operator
(7.1), while the latter corresponds to a Gaussian kernel. Note that any simi-
larity measure ρ(·, ·) can be turned into a proper metric by a composition with
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the arccosine function, D(tA, tB) = cos−1
(
ρ(A,B)

)
, or with the decreasing

linear function f(x) = 1− x, D(tA, tB) = 1− ρ(A,B).
As a conclusion, we observe that the convolution of a spike train with an

exponential kernel approximately matches the post-synaptic potential gener-
ated by such train (cfr. (6.2)). As a consequence, both van Rossum and
Haas-White distances are metrics which compare the post-synaptic effect of
two spike trains. See Figure 7.2 for a graphical representation of the embed-
ding framework in case of the exponential-kernel-based van Rossum distance,
and the Gaussian-kernel-based Schreiber et al. similarity measure.

We now conclude our presentation by discussing the rather new class of
time-adaptive distances.

7.3 Parameter-free spike metrics

In the last decade, a novel family of time-scale adaptive metrics has been
proposed by several authors, among which Thomas Kreuz stands out for the
mole and consistency of his work. Such family includes the ISI-distance [126],
the SPIKE-distance [128, 129], and the SPIKE synchronization [125]. From
our perspective, what is more appealing is that such metrics have the desirable
property of being parameter-free. Indeed, they introduce a local firing-rate
adaptation which allows one to consider multiple time scales at once.

7.3.1 ISI- and SPIKE-distance

Given a time point t ∈ [0, Tf ] and two spike trains tA and tB, both the ISI-
distance DI and the SPIKE-distance DS require the definition of the spike
time preceding t

tXP (t) := max
tXi ≤t
{tXi }, t ∈

[
tX1 , t

X
#X

]
,

and the spike time following t

tXF (t) := min
tXi >t
{tXi }, t ∈

[
tX1 , t

X
#X

]
,

as well as the local inter-spike interval

xXISI(t) = tXF (t)− tXP (t).

The last three definitions read for X = A,B. To avoid ambiguity, two extra
spike are inserted at t = 0 and t = Tf to any spike train. A schematic
representation of the quantities we just defined is given in Figure 7.3.
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Figure 7.3: Courtesy of Thomas Kreuz. Original caption: “Illustration of the
local quantities (relative to time instant t) needed to calculate the instantaneous
dissimilarity values on which the ISI- and the SPIKE-distance (and its real-time
variant) are based. Modified from [129]”. Note that in the figure, the superscripts

identify the spike train, i.e. x
(1)
ISI corresponds to what in the main text is referred to

as xAISI. Analogously x
(2)
ISI corresponds to xBISI(t) and equivalently for the remaining

quantities. Source: [124] c

Then the dissimilarity profile for the ISI-distance I(t) is defined as the ratio
between the difference of the two instantaneous inter-spike intervals and the
largest of the two. Namely,

I(t) =
|xAISI(t)− xBISI(t)|

max
{
xAISI(t), x

B
ISI(t)

} ,
which is a piecewise constant function with discontinuities at the spike times
contained in both tA and tB. Notice that the quantity I(t) we just introduced
ranges from zero (identical ISIs in tA and tB) to approximately one (one ISI
much larger than the other one). As a consequence, the ISI-distance defined
by

DI(t
A, tB) =

1

Tf

∫ Tf

0

I(t)dt

is a [0, 1]-valued metric which attains the value zero for two spike trains with
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the same profile but with a possible time-lag.
As for Kreuz et al.’s SPIKE-distance, it was first proposed in [128] and

then refined in [129] to allow a more flexible framework in which a spike time
is compared against its closest counterpart in the other spike train. For the
latter refined version, new definitions are required. Given t ∈ [0, T ], we already
defined the preceding and following spike times in both spike trains, i.e. tAP (t),
tAF (t), tBP (t), and tBF (t). These four spike times are named the corners of time
t. For each corner, the distance to the nearest spike in the other train is
considered, i.e.

∆tAP (t) = min
tBi ∈tB

{|tAP (t)− tBi |},

and analogously for tAF (t), tBP (t), and tBF (t). Then, for X = A,B, each inter-
spike interval xXISI(t) is split in the two t-punctuated subintervals of amplitudes

xXP (t) = t− tXP (t), xXF (t) = t− tXF (t),

respectively, so that xXISI(t) = xXF (t) + xXP (t). Such subinterval amplitudes are
then used to compute the following weighted sum for spike train tA (for the
sake of readability we drop the time dependence in the quantities appearing
in the r.h.s.)

SA(t) =

(
∆tAP
xAP

+
∆tAF
xAF

)/(
1

xAP
+

1

xAF

)
=

∆tAP x
A
F + ∆tAF x

A
P

xAISI

.

The tB-counterpart, SB(t), is defined analogously. Finally, the dissimilarity
profile for the SPIKE-distance S(t) is defined as a weighted and normalopti-
misd sum of the contribution from the two spike trains

S(t) =
SA(t)xAISI(t) + SB(t)xBISI(t)

2〈xISI(t)〉2
,

where 〈xISI(t)〉 = (xAISI(t) + xBISI(t))/2 is the mean inter-spike interval. Note
that such a dissimilarity profile is a piecewise linear function bounded in [0, 1].
Analogously to the ISI-distance, the SPIKE-distance is given by the tempo-
ral average of the dissimilarity profile

DS(tA, tB) =
1

Tf

∫ Tf

t=0

S(t)dt, (7.2)

and it is consequently bounded in [0, 1] as well. Note that the complex adapta-
tion introduced in the definition of DSPIKE makes it particularly appealing for
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practitioners who deal with spike trains which exhibit multiple time patterns
(a fast activity within an overall slower rhythm, for instance) or whose main
time scale is not known in advance. In this latter case, the computational
load is considerably lightened by avoiding the assessment of the time-scale
parameter beforehand.

As for the ambiguity regarding the very first and last spikes, in the case of
SPIKE-distance inserting two fictitious action potentials at t = 0 and t = Tf
introduces an undesired spurious synchronization. For such reason, the authors
later proposed a different strategy to deal with such edge issue. We refer to
[125] for details in this respect and for further information about variants of
the SPIKE-distance.

To conclude this section, we present the SPIKE synchronization, the last
metric proposed by Kreuz et al. in [125].

7.3.2 SPIKE synchronization

Such measure shadows the event synchronization coincidence measure de-
scribed in [172] and, as such, it requires the introduction of a coincidence
time window. Such time window is a local maximal distance τABij such that,
if two spikes tAi ∈ tA and tBj ∈ tB occur in a time interval smaller than τABij
(i.e. if |tAi − tBj | < τABij ), then the two spikes are considered coincident. In the
SPIKE synchronization, the coincidence interval is adaptively set to be

τABij =
1

2
min{tAi+1 − tAi , tAi − tAi−1, t

B
j+1 − tBj , tBj − tBj−1},

so that no parameter is introduced and the time scale is automatically adapted
to local firing rate of both spike trains. Then, the coincidence indicator CA

i

defined by

CA
i =

{
1 if ∃j : |tAi − tBj | < τABij
0 otherwise

,

flags whether the spike tAi is in the coincidence interval of some spike tBj ∈ tB.
The coincidence indicator CB

j can be defined analogously. Using these two
indicators, the SPIKE synchronization can be defined as

SC(tA, tB) =

( #A∑
i=1

CA
i +

#B∑
j=1

CB
j

)/(
#A+ #B

)
.

It is easy to verify that such quantity sums to one if all spikes have a coincident
counterpart in the other train, whereas it is zero when no spike has. As
a consequence, just as Haas-White and the Schreiber measures, the SPIKE
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Name Notation Bounds

Cost-based metrics

Victor-Purpura SPIKE distance DSPIKE
q

[
|#A−#B|,#A+ #B

]
Victor-Purpura ISI distance DISI

q R+

Embedding-based metrics
van Rossum distance DRoss

q R+

Parameter-free metrics
ISI-distance DI [0, 1]

SPIKE-distance DS [0, 1]
SPIKE synchronization DSYNC [0, 1]

Table 7.4: Summary of the main spike-train metrics described in this section, along
with the bounds of each distance. Legend: ISI=inter spike interval, R+ = [0,+∞),
and #A and #B denote the number of action potentials in spike trains A and B,
respectively.

synchronization SC(·, ·) is a similarity measure which can be turned into a
proper [0, 1]-valued distance by considering its reciprocal

DSYNC(tA, tB) = 1− SC(tA, tB).

Note that in Part III, whenever parameter-free spike metrics are employed,
we take advantage of the implementation included in the pyspike Python
module (version 0.5.1) [160], available at [7]. On the other hand, cost-based
and embedding-based metrics are computed employing the elephant (acronym
for electrophysiology analysis toolkit) Python module (version 0.3.0) available
at [8].

7.4 Population extensions

We conclude the chapter by highlighting that some of the above mentioned
metrics can be generalised to populations of neurons. In particular in [18]
a generalization of Victor-Purpura distance is proposed, whereas [93] gives a
generalization of the van Rossum distance and [208] a generalization of the
embedding-based metrics. As for time-scale adaptive metrics, the neural-
ensemble ISI-distance is defined in [127], whereas in [125] a population version
for both the SPIKE-distance and the SPIKE synchronization is provided.
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Part III

Results on data assimilation
experiments
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Introduction to Part III

In the third and concluding part of this thesis, we present the results obtained
by applying some of the data assimilation methods described in Part I to
the single-neuron models illustrated in Part II. Most of the experiments we
performed are synthetic, meaning that we tested the methods with the sure
knowledge that the prior model is able to reproduce the observations, since it
is the one which produced the artificial dataset. However, in the last chapter
we also try to assimilate experimental data into a realistic neural model.

Let us start off with the general introduction about the philosophy behind
the design of each experiment. We conceived the twin experiments sequen-
tially, moving to next one only when the preceding one was implemented and
satisfactorily concluded. The idea was to start with a simple estimation job
in a twin-experiment setting to familiarize with some of the studied DA meth-
ods. In particular, we wanted to assess and compare some filters effectiveness
in tracking down the hidden state variables dynamics, but more importantly
to estimate the model parameters and predicting the “future” behaviour of the
model. In addition, we were also interested in evaluating the algorithms’ effi-
ciency in order to assess the applicability in large-dimensional models. Keeping
in mind our final goal (assimilating real experimental data in a given realistic
single-neuron model), we then moved to increasingly challenging assimilation
tasks by introducing some obstacles to parameter estimation one after the
other. Morally, we wanted to perform parameter assessment with the aim
of predicting the out-of-sample model behaviour in more and more realistic
conditions, while remaining in a controlled environment. Only after these pro-
gressively difficult preliminary tests, we moved to assimilating experimental
data into a realistic neuron model, taking advantage of the insight each twin
experiment gave us.

In practice, we started from the single-neuron toy model presented in Sec-
tion 5.2, and on such model we tested three filtering algorithms: two sequential
Monte Carlo methods (the bootstrap filter and the optimal sequential impor-
tance resampling) and the ensemble Kalman filter. The experiment settings
and its results are presented in Chapter 8. In particular, the experiment ob-
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jectives were: i) estimating the hidden variables dynamics when presenting
the same stimulus which generated the data, as well as the model parameters,
with high accuracy (see Section 8.2); ii) using the estimated parameter values
to predict the neuron response to new stimuli the DA algorithm is not aware
of (Section 8.3). We report here that we found the ensemble Kalman filter
to be the most accurate among the filters in all tasks we were interested in.
Specifically, we found it is able to yield to a parameter estimation accuracy
which is almost as good as the state-of-the-art variational method minAone,
while requiring a significantly smaller computational load.

Then, in the following twin experiments we describe in Chapter 9, we
took a more detailed model into account, namely the morphological neuron
model described in Section 5.3. Thisbu has been considered in the Blue Brain
Project to simulate all pyramidal cells of cortical layer two and three (see the
supplementary material of [149] and the NMC portal [173]). One of the main
motivation was that, thanks to the collaborative philosophy of the Blue Brain
Project and direct contacts with the Neuroinformatics division, we had wide
access to its sophisticated models and, partially, to its experimental datasets.
However, many technical issues arose when using the BBP model. In fact,
Neuron is a relatively closed simulation environment which is conceived to
be easily usable by neurobiologists rather than to be toggled with for specific
mathematical analyses. For instance, we incurred very soon in some possible
bugs which occur when some of the activation variables became negative or
larger than one. Due to the relatively complex structure of Neuron, which
integrates different old-fashioned programming languages, it was difficult to
locate the origins of such issues, and we had to enforce the physical bounds
on state variables in order to implement a Gaussian state-space model. In
particular, we adopted the transformation approach described in Section 4.3,
which allows to also impose the positivity of the maximal conductances.

Apart from considering real-valued transformed variables and parameters
rather than physical ones, in the first experiment (Section 9.1) we essen-
tially tested the same settings as in the toy-model twin experiment (see Sec-
tion 9.1.1), but only applied the filter we previously identified to be the most
effective in that case. What we wanted was to select and then justify the set-
ting values of the EnKF that in the toy-model case were informally identified
as the ones that allowed the three filters to obtain reasonable estimates. In
particular, since multi-compartmental models require large computational load
to be executed, we wished to reduce the EnKF ensemble size if possible. Then,
focusing exclusively on the signal prediction quality, we ran several ANOVA
tests (Section 9.1.3) which highlighted that N = 100 particles are enough to
obtain the best possible outcomes in the conditions we put ourselves in.
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Then, we also noted that we always used initial parameter guesses cen-
tred on the true parameter values. This means that the resulting parameter
estimates are good, but actually worse than the initial guesses. As a conse-
quence, in the second twin experiment (Section 9.2) we considered a biased
initial conditions for the parameters, i.e. random initial means for the pa-
rameter values 35 times larger than the true ones, in average. Our results
showed that it is still possible to obtain good out-of-sample predictions with
the EnKF, but there are tolls to pay. The first one is that the mean estimation
results are not particularly precise, and only a bunch of good solutions give
satisfactory predictions (Section 9.2.1). The second one is that the parame-
ter estimates become less accurate, and that good predictions not necessarily
come from accurate parameter estimations (see Section 9.2.2). Nonetheless,
we were still confident the EnKF would have allowed us to predict some exact
potential profiles with higher accuracy than the parameter values selected by
the Blue Brain Project. Indeed, rather than reproducing specific single traces,
the BBP estimation procedure aims at fitting the statistics of several electro-
physiological features aggregated from different cells. As we discuss in the final
Chapter 10, our optimistic perspective was not confirmed by the outcomes of
our subsequent investigation.

In fact, we then proceeded with the objective of assimilating the BBP
experimental data into the same model used in the twin experiments. Thanks
to the direct help and support by S. Jimenez, S. Kerrien, C. Rössert, and
W. Van Geit from the project’s Neuroinformatics division, we received and
previewed the dataset that was used in the BBP estimation procedure for all
pyramidal cells in the microcircuit (i.e., the same step-current recordings as
described in Section 10.1)3. After selecting some suitable potential traces, we
then proceeded in applying the EnKF using similar settings to those applied
in the last twin experiment. As we mention in Section 10.2, these conditions
did not allow the EnKF to obtain any estimate of the assimilated true signal,
not to mention predicting out-of-sample behaviours. In addition, subsequent
consecutive attempts to make the EnKF conditions more favourable were vain.
In particular, we first made the parameter search space bounded, and then also
further reduced its size (see Section 10.2.2), but this was not enough to obtain
good estimates from the EnKF. However, this work was not useless. Indeed,
we employed such reduction in the last partly-successful data assimilation we
performed.

In fact, since the filtering method we tested appeared not to be usable, we
decided to resort to a brute-force minimization method. In particular, thanks

3At the present date, it appears these data are still not publicly available on the NMC
portal.
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to an efficient Python library developed by researchers at the European Space
Agency, we were able to exploit the notion of spike trains distance in order to
fit both in-sample and out-of-sample experimental traces (see Section 10.4). In
the concluding Section 10.5, we propose some possible explanation of why the
EnKF failed and analyse the consequences on the applicability of Bayesian DA
methods on neuronal models in relation to the available experimental data.
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Chapter 8

Twin experiment on the
single-neuron toy model

In this chapter we describe the results of a twin experiment we carried out on
the Morris-Lecar-like single-neuron single-compartment model (5.8) introduced
in Section 5.2. Recall that in twin experiments, instead of using experimental
recording, noisy data are generated from the same mathematical model which
is then used to perform data assimilation. This guarantees a controlled en-
vironment where only DA method performance is tested rather than specific
model-dynamics suitability for a given dataset.

For the sake of readability, we report the model formulation as an ODEs
system, namely

V̇ =
[
− ḡKa(V − EK)− ḡNab∞(V )(V − ENa)
−ḡL(V − EL) + Iext(t)

]
/C

ȧ = a∞(V )−a
τa

,

, ∀t ∈ [0, Tf ].

Since we are interested in estimating not only the state variables V (t) and
a(t) but also some relevant modelling parameters, for such model we adopt
the augmented state-space model (4.7)-(4.8) discussed in Example 4.3. In
particular, the dataset for the twin experiment is the quantity y1:J = {yj}Jj=1

defined in Section 5.2.1 (recall that for this model we assume no measurement
is taken at j = 0), and whose first 200 ms are pictured in Figure 5.5. In

addition, the true solution underlying the data y1:J is x†0:J =
(
V †0:J , a

†
0:J

)T
,

where the length of the discretized data assimilation time window is J =
50 000. This implies that the true set of parameters θ† is the one given in

Table 5.4, where θ =
(
ḡNa, ENa, ḡK, EK, ḡL, EL, K

(a), V
(a)

1/2 , K
(b), V

(b)
1/2

)T
, whereas

parameters C and τa are assumed to be fixed and known.
This chapter is structured in the following way. First, in Section 8.1 we de-

scribe the twin experiment setting, consisting in the list of applied assimilation
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algorithms, the values of their parameters, and the software and the hardware
used to implement and then run the methods. Then, Section 8.2 illustrates
the filters estimation output both graphically and quantitatively. The ability
of the resulting parameter estimates to reproduce an out-of-sample trajectory
is tested in Section 8.3, while the final Section 8.4 presents the conclusion of
the first twin experiment we performed.

8.1 Twin experiment design

Since we want to test and compare the results of different data assimilation
methods, we consider the following Bayesian filtering methods:

i) the ensemble Kalman filter (EnKF) summarised in Algorithm 3.4,

ii) the bootstrap particle filter (BF) presented in Algorithm 3.5,

iii) and the variant optimal importance resampling (OPT-SIRS) given in
Algorithm 3.6.

For these three filters we employ an ensemble size N = 2 000 and unbiased
initial condition mean, i.e. µx0 = (V †0 , a

†
0)T and µθ0 = θ†. Moreover, the initial

covariance matrices is set to be Cx0 = diag(25 mV2, 0.1) and Cθ0 = 25 Idθ (units
of measure as in Table 5.4), where in general Id stands for the d × d identity
matrix. Random dynamical noises of the BF and the OPT-SIRS is designed
to have the same covariance matrix Σx = 10−4 Idx , and Σθ = 10−5 Idθ . On the
other hand, for the EnKF Σx = 10−6 Idx , and Σθ = 10−6 Idθ .

In what follows, we address the analysis of the results these data assimi-
lation methods yielded. Note that the ensemble Kalman filter, the bootstrap
filter and the optimal sequential importance resampling were implemented in
MATLAB® (version 2015b, The MathWorks Inc., Natick, Massachusetts). In
particular, the results described in the following sections are obtained by run-
ning 100 instances of every filtering algorithm. Clearly, in each run all random
variables involved in the method are sampled independently. The hardware
used is a Dell® PowerEdge T630 Tower Server with two ten-core Intel® Xeon®

E52650 v3 CPUs and 128GB RAM running Ubuntu Server 14.04.
In addition, we also compare the parameter estimates of the three filters to

a state-of-the-art variational method. Specifically, 25 independent runs of mi-
nAone (which is implemented in a series of Python scripts invoking the IPOPT
optimiser, as described in Section 2.2.2) are launched with the constraint that
the parameter vector has to lie inside the hypercube centered at θ† and having
edge length 10 (independently of the unit of measure of the component).
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Figure 8.1: True trajectory x†j (black line) and variables component of filtering
mean µxj for the ensemble Kalman filter (red line), the bootstrap filter (blue line)
and the optimal sequential importance resampling (green line). Membrane potential
V is measured in millivolt (mV).

8.2 Signal and parameters estimation

Figure 8.1 illustrates each filter’s performance by plotting the variables com-
ponent of the filtering mean in a representative run. Note that the plot is
restricted to the first 100 ms of [0, Tf ].

As shown in the top panel, in a typical run the true membrane potential
V † substantially overlaps the mean values of all DA methods, which implies
that the three filters can recover the true membrane potential values with
good accuracy. However, in the lower panel of Figure 8.1, the true unobserved
state variable a† is well estimated by the OPT-SIRS (green line) from the very
beginning of the time window [0, Tf ], but precisely estimated by the EnKF only
after the first 60 ms (red line), and by the BF only after 200 ms in the time
window (not visible here). This suggests that the time window length J plays
an important role, affecting the estimation quality of unobserved variables.

An equivalent plot representing the filtering mean of the parameter compo-
nents in the data assimilation time window is given in Figure 8.2. However, in
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Figure 8.2: True parameter values θ† (black dashed lines) and parameter com-
ponent of the filtering mean µθ0:J for the ensemble Kalman filter (red line), the
bootstrap filter (blue line) and the optimal sequential importance resampling (green
line).

our perspective it is more informative to investigate the parameter component
of the corresponding filtering error |µθj − θ†|. Such quantity is represented in
Figure 8.3 across the whole data assimilation window [0, Tf ]. The picture shows
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Figure 8.3: Parameter component of the filtering error |µθj − θ†| for the ensemble
Kalman filter (red line), the bootstrap filter (blue line), and the optimal sequential
importance resampling (green line).

that the errors of almost all parameters estimated by the EnKF are relatively
large at the beginning (essentially in the first 100 ms), but they do approach
zero by the end of the data assimilation window. For neural parameters ḡL,
EL, V

(b)
1/2, K(b), and K(a), the OPT-SIRS produces parameter errors comparable

to the EnKF, but the errors for the other parameters are larger. However, in
this run the BF gives the lowest performance with only few parameter errors
tending to zero.

In addition, it can be remarked that filtering parameter errors usually pass
through some initial transient states, and then eventually stabilize on some
asymptotic value. This fact is exploited in order to get a scalar estimate of
every parameter by an average estimator

θ̂ =
1

J − J1 + 1

J∑
j=J1

µθj . (8.1)

We take J1 = 35 000 iterations in practice, i.e. the average is performed over
the last three tenths of [0, Tf ], which allows one to discard the initial transient
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Figure 8.4: Graphical representation of (8.1) (the definition of θ̂) for component ḡL.
(a) posterior distribution mean µθ0:J for component ḡL (detail from Figure 8.2); and
(b) posterior distribution mean µθj for j ∈ {J1, . . . , J} with corresponding empirical

histograms 1
J−J1+1

∑J
j=J1

δµθj (right panel).

states. Such averaging procedure is illustrated in Figure 8.4a, which represents
the filtering mean for parameter ḡL along with a vertical dashed grey line
placed at time tJ1 = J1∆t. Then, the empirical distribution 1

J−J1+1

∑J
j=J1

δµθj
resulting from the values of the filtering mean in the interval {J1, . . . , J} is
plotted in the right panel of Figure 8.4b. We highlight that (8.1) is exactly
the mean of such empirical distribution.

A more comprehensive analysis of the estimation results is available in
Table 8.5, where the estimated parameters means and standard deviations are
listed. In the first three columns, such values are computed by evaluating
the sample mean and standard deviation from the 100 independent runs we
launched for every filtering method. In addition, the last column displays the
estimated parameter vector provided by minAone.

For every parameter value, we performed a one-sample t-test to check
whether the difference between the mean estimate and the corresponding true
value is statistically significant. Our results proved that for EnKF this is in-
deed the case (for all parameters p < 5%). On the other hand, the same tests
for both the BF and the OPT-SIRS showed that this difference is statistically
significant only for the four (out of ten) parameters ḡK, ḡL, K(b), K(a).
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θ̂ EnKF BF OPT-SIRS minAone

ḡNa
mean 18.56 20.74 19.86 20.77
SD 1.41 4.40 3.80

ENa
mean 61.43 60.23 59.99 58.86
SD 2.11 4.76 5.00

ḡK
mean 9.99 12.97 12.41 9.99
SD 0.06 3.55 3.89

EK
mean −89.90 −90.62 −90.17 −90.00
SD 0.25 4.73 4.72

ḡL
mean 7.65 7.14 6.50 8.10
SD 0.35 3.72 3.10

EL
mean −77.27 −78.58 −77.31 −78.25
SD 0.63 4.41 4.83

V
(b)

1/2

mean −20.77 −20.89 −19.96 −19.58
SD 0.75 5.02 4.83

K(b) mean 14.61 16.84 16.24 15.14
SD 0.35 2.53 2.72

V
(a)

1/2

mean −45.01 −44.65 −44.34 −45.00
SD 0.05 5.02 4.87

K(a) mean 4.92 5.92 6.77 5.00
SD 0.05 4.20 4.07

Table 8.5: Mean and standard deviation of estimated parameters, with respect
to the 100 independent runs of each filter. The last column shows the parameter
estimates for the best solution provided by minAone in its 25 independent runs (i.e.,
the one with minimal cost-function value)

As for the variability, the standard deviations of EnKF estimates are sig-
nificantly smaller than those of BF or OPT-SIRS. This is further confirmed by
observing that the average coefficient of variation1 of the EnKF (CV EnKF =
0.024) is one order of magnitude smaller than both the BF (CV BF = 0.240)
and the OPT-SIRS coefficient of variation (CV OPT = 0.230). In fact, the large
difference in standard deviations could explain the result of the t-tests.

Table 8.6 further investigates the matter of parameter estimation accuracy
by presenting, for every parameter, the average relative errors for each method.
Overall, the EnKF performs substantially better than both particle filters. In
fact, the average mean relative error of the EnKF is about 8 times smaller
than both BF’s and OPT-SIRS’s average error. Using a non-parametric Fried-

1 The coefficient of variation (CV) of a random variable with mean µ and standard
deviation σ is defined as CV = σ

|µ|
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|θ̂ − θ†|/|θ†| EnKF BF OPT-SIRS minAone

ḡNa 8.28 · 10−2 1.79 · 10−1 1.43 · 10−1 3.83 · 10−2

ENa 3.34 · 10−2 6.10 · 10−2 6.98 · 10−2 1.90 · 10−2

ḡK 3.90 · 10−3 3.62 · 10−1 3.65 · 10−1 8.51 · 10−4

EK 1.99 · 10−3 4.38 · 10−2 4.29 · 10−2 6.56 · 10−6

ḡL 5.12 · 10−2 3.82 · 10−1 3.47 · 10−1 1.30 · 10−2

EL 1.04 · 10−2 4.46 · 10−2 5.19 · 10−2 3.26 · 10−3

V
(b)

1/2 4.36 · 10−2 2.05 · 10−1 1.89 · 10−1 2.11 · 10−2

K(b) 2.94 · 10−2 1.72 · 10−1 1.54 · 10−1 9.39 · 10−3

V
(a)

1/2 8.81 · 10−4 8.92 · 10−2 9.09 · 10−2 1.07 · 10−4

K(a) 1.71 · 10−2 6.70 · 10−1 6.94 · 10−1 4.41 · 10−4

Average 2.75 · 10−2 2.21 · 10−1 2.15 · 10−1 1.06 · 10−2

Table 8.6: Mean of parameter estimation relative error, with respect to the 100
independent runs of each filter. The last column shows the relative error for the best
solution provided by minAone in its 25 independent runs (i.e., the one with minimal
cost-function value).

man test with the method as column effect and the parameter as row effect,
it was proved that the difference between the EnKF’s relative error and both
particle filters is indeed statistically significant (p < 5%), whereas the differ-
ence between the BF and the OPT-SIRS is not. In addition, the EnKF mean
errors are at most one order of magnitude larger than those resulting from
the minAone run which produced the minimal cost-function error, the only
exceptions being EK and K(a).

8.3 Signal prediction results

Now that the parameter estimator θ̂ has been defined and its distribution
explored, we want to validate the estimates we obtained by checking whether
they can provide good predictions of the model dynamics beyond the original
time window [0, Tf ].

In practice, we first partition the whole data assimilation time window
into two equal intervals, set Ti :=

Tf
2

= Ji ∆t, and then name the resulting
second half interval [Ti, Tf ] the generalization time window. Equivalently,
we can call [Ti, Tf ] the in-sample time window, referring to the fact that
we are presenting (part of) the same stimulus which was presented in the data
assimilation process. System (5.8) is then solved numerically in such interval

using the estimated parameter values θ̂ as modelling parameters and with
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Figure 8.7: Forecast skill in the first 100 ms of the generalization time window
[Ti, Tf ] of the ensemble Kalman filter (red line), the bootstrap filter (blue line),
and the optimal sequential importance resampling (green line) along with the true
trajectory (black line in upper panels) and the time-dependent input current Iext(t)
(black line in lower panel).

initial data (V (Ti), a(Ti))
T = µxJi . We write x̂

(in)
j for j ∈ {Ji, . . . , J} to denote

the resulting estimated trajectory.
Figure 8.7 shows that the EnKF estimate overlaps the true trajectory al-

most perfectly (x̂
(in)
Ji:J
≈ x†Ji:J), whereas both the BF and the OPT-SIRS have

rather similar profiles which are close to the true trajectory, but not as close
as the EnKF.

After verifying that the parameter estimator θ̂ produces a good estimate
of the system dynamics within the data assimilation window, its prediction
capability was further investigated. Estimates over the generalization time
window were continued “in the future” over the out-of-sample time window
[Tf , 3Tf ] (also called prediction time window), producing the out-of-sample

estimate x̂
(out1)
J :3J .2 Then, such estimate was tested against the continuation of

the true solution x
†(out1)
J :3J .

2Notice that the prediction time window is twice as long as [0, Tf ].
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∑
j |x̂j − x

†
j|∆t EnKF BF OPT-SIRS

in-sample V (mean) 223.3 4783.4 4576.1
window a (mean) 2.2 59.2 54.6

out-of-sample V (mean) 807.3 19075.2 18133.0
window a (mean) 7.8 236.8 217.7

∑
j |V̂j − V

†
j |
/∑

j

(
|V̂j − V †j |+ |V

†
j − yj|

)
EnKF BF OPT-SIRS

in-sample mean 52.21% 95.38% 95.13%
window st. dev. 8.62% 1.69% 1.80%

out-of-sample mean 48.97% 95.35% 95.10%
window st. dev. 8.33% 1.73% 1.82%

Table 8.8: Mean L1-error in generalization and prediction time windows (top panel)
and relative estimation error (lower panel)

Quantitative measures of how close estimated trajectories are to the true
one are presented in Table 8.8. These include the mean L1-error3 for each
variable in the in-sample window (upper panel, first row), in the out-of-sample

window (second row), and the mean and standard deviation of the d
(rel)
1 -error

defined in (4.12) in both in-sample and out-of-sample time windows (lower

panel). Recall that the d
(rel)
1 -distance is a [0, 1)-valued function which tends

to one if d1(V̂ , V †)� d1(V †, y), and approaches zero if the estimation error is
much smaller than the model-intrinsic measurement error. Note that in order
to compute the d

(rel)
1 -error in the out-of-sample time window, a new dummy

dataset y
(out1)
J :3J is generated from the continuation of the true solution x

†(out1)
J :3J

by adding a Gaussian noise N (0,Γ).

The top panel in Table 8.8 shows that the EnKF presents a cumulative
mean L1([Ti, 3Tf ])-error of variable V which is 1/22 of the OPT-SIRS and 1/23
of the BF. In addition, the OPT-SIRS presents a mean L1-error of variable
a which is smaller than the BF in both generalization and prediction time
window, but still one order of magnitude larger than the EnKF. Nonetheless,
no statistically significant difference between the BF and the OPT-SIRS was
detected applying the Friedman test.

3 The L1([Ti, Tf ])-error of the membrane potential component over the in-sample time

window is defined as d1(Ṽ , V †) =
∫ Tf
Ti
|V (t) − V †(t)|dt ≈

∑J
j=Ji
|Ṽj − V †j |∆t. The last

discrete sum shows the way this error is actually computed and it represents the value of
the integral approximated by the Euler integration method. Note that it is equal to the
d1-distance (4.11) scaled by ∆t. L1([Ti, Tf ])-errors for variable a and L1([Tf , 3Tf ])-errors
in the out-of-sample time window are defined analogously.
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Remarkably, in the lower panel, the first column shows that the EnKF
mean relative error is approximately 0.5. This means that the L1-error is as
large as the truth-data error in average, so that the EnKF produces such a
good estimate that the mean L1-error is comparable to the measurement error.
In addition, not only this is true in the in-sample window, but also in the out-
of-sample time window, even though the dummy dataset in the out-of-sample
time window was not used in the DA methods application. The relatively small
standard deviations prove the robustness of this result. Again, the BF and the
OPT-SIRS are hardly distinguishable, with a much larger relative error than
the EnKF and a small standard deviation.

8.4 Discussion and conclusions

In this chapter, we compared three filtering data assimilation methods in a
problem of simultaneous parameters and unmeasured variables estimation of
a neuronal model. This study was performed in a twin experiment setting in
which data were artificially generated by numerical simulation of the neural
model. Our results demonstrate that the ensemble Kalman filter, the boot-
strap filter and the optimal sequential importance resampling are all suitable
methods for parameter estimation and they all possess the capability to predict
the future activity of a single neuron.

As we saw, t-tests showed the mean EnKF estimate is significantly different
from the true value. On the other hand, the known fact that particle filters can
recover the true filtering distribution in the limit as N →∞ is consistent with
the BF and the OPT-SIRS being unbiased. Nonetheless, there is no guarantee
that a particle filter can provide a better performance in any single realization.

In fact, the EnKF is by far the best of these methods in the more telling
task of signal estimation prediction. Both particle filters provide similar re-
sults, with the OPT-SIRS performing slightly better than the BF but with
no statistically significant difference between them. Besides, further analysis
of the parameter estimation performance demonstrated that the EnKF has a
much smaller relative error that the two particle filters.

In addition, in Section 8.2 we found hints that the data-assimilation-window
length J can be an important factor for estimation accuracy. However, it
should be highlighted that in all simulations we ran the performance of the
EnKF is robust with respect to J and other preassigned quantities such as µx0 ,
µθ0 , Cx0 and Cθ0 .

The computation loads were also compared. It was shown that all filtering
methods require a similar computing wall time for each run (2 min 47 s ± 12 s
for the EnKF, 2 min 14 s ± 7 s for the BF, and 2 min 17 s ± 5 s for the OPT-
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SIRS). Note that we took advantage of the automatic parallelization of Matlab
2015b.

It is not surprising that the smoothing method minAone can estimate pa-
rameters with very good accuracy, since the whole dataset is used in this vari-
ational method. However, the computational time consumption of minAone
is much larger than the filtering methods. As we found, a single run took
on average 3 h 46 min 20s. Therefore, seeking a trade-off between accuracy of
estimates and the computing time efficiency, we conclude that the EnKF is
the best choice in this example.

In the following chapters, we further develop the application of Bayesian DA
methods in computational neuroscience by investigating the more biologically
accurate neuron models presented in Section 5.3.
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Chapter 9

Twin experiments on the BBP
single-neuron model

In this chapter, we present the results of two numerical experiments we carry
out on the multi-compartment neuron model proposed by the Blue Brain
Project described in Section 5.3. The aim of such synthetic experiments is
to test the ensemble Kalman filter (which in the preceding chapter was found
to be the most effective method for parameter estimation in a augmented
state-space model framework) on a realistic single-neuron model.

In particular, in Section 9.1 we describe a twin experiment aimed at iden-
tifying a good set of the filter parameters. Indeed, selecting suitable setting
parameters of the EnKF is of paramount importance to make the method ef-
fective while preserving computational efficiency. Consider, in fact, that simu-
lating a neuron behaviour for a few seconds through the complex BBP model
takes a non-negligible execution time, so that reducing the ensemble size to
its minimal effective size may lead to a considerable speed-up. On the other
hand, in the subsequent Section 9.2 we make twin-experiment conditions less
favourable by introducing a bias in the parameter initial conditions. This is to
inspect whether or not the EnKF is able to estimate parameters even when the
initial guess is not centred on the right values, which can give hints about its
applicability on more practical problems. In fact, in the following chapter, we
take an experimental dataset into account (i.e., true parameters are not known
in advance) and we try to assimilate such data in the same BBP neuron model
considered in these twin experiments.

Entering in the details, in the following two sections we present the results
obtained by assimilating the free parameters of model L23 PC cADpyr229 1
(namely, those marked with a Xsign in Table 5.7) plus the maximal conduc-
tance of the leakage current IL and the hyperpolarization-activated current IH.
In this case, the target model is the model for the continuous accommodating
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pyramidal cell of layer 2 and 3 identified by equations (5.11), (5.12), (5.13),
and (5.14). Note that, in this and the following chapter we only address the
estimation of state variables and modelling parameters of the somatic compart-
ment. As in the previous chapter, the state-space model adopted is augmented
(see page 60), Gaussian, and nonlinear.

Let us now specify which state variables and parameters enter the dynamic
component of the signal variable x and the parameter (i.e., static) component
θ. Focusing on the soma means that parameter θ has entries given by the
modelling parameters listed in the somatic column of Table 5.7, i.e. ḡ

(soma)
Nat2 ,

ḡ
(soma)
Kv3.1 , ḡ

(soma)
SK , ḡ

(soma)
CaHVA, ḡ

(soma)
CaLVA, ḡ

(soma)
L , ḡ

(soma)
H , γ(soma), decay(soma). All remaining

parameters are considered to be fixed to the values listed in the table. In the
same fashion, the random vector Xj has entries given by the noisy version

of all somatic variables, i.e. V (soma),m
(soma)
Nat2 , h

(soma)
Nat2 ,m

(soma)
Kv3.1 ,m

(soma)
CaHVA, h

(soma)
CaHVA,

m
(soma)
CaLVA, h

(soma)
CaLVA,m

(soma)
H , z

(soma)
SK , [Ca2+]

(soma)
in . All state variables for other com-

partments are kept out in this analysis and their dynamics is assumed to be
deterministic.

Note that we employ the transformation-based approach described in Sec-
tion 4.3. This is to deal with the boundedness of the activation variables, of
the maximal conductances, as well as the internal calcium concentration and
the parameters involved in its dynamics. We first introduced such precaution
because we found that the Neuron implementation of the BBP models crashes
when the state variables exit their natural bounds. In addition, enforcing
bounds on the model parameters allows the algorithm to explore the search
space only in the biologically-meaningful regions. Moreover, when the assimi-
lation task becomes difficult (as we encountered in some preparatory tests on
the experimental-data case), we expect that restricting the parameters search
space could in principle yield better prediction results.

As a consequence, in the experimental setting described in the current sec-

tion, the signal variable is given by the stochastic counterpart of x =
(
V (soma),

logit
(
m

(soma)
Nat2

)
, logit

(
h

(soma)
Nat2

)
, logit

(
m

(soma)
Kv3.1

)
, logit

(
m

(soma)
CaHVA

)
, logit

(
h

(soma)
CaHVA

)
,

logit
(
m

(soma)
CaLVA

)
, logit

(
h

(soma)
CaLVA

)
, logit

(
m

(soma)
H

)
, logit

(
z

(soma)
SK

)
, log

(
[Ca2+]

(soma)
in

))T
.

On the other hand the parameter is given by θ =
(

log
(
ḡ

(soma)
Nat2

)
, log

(
ḡ

(soma)
Kv3.1

)
,

log
(
ḡ

(soma)
SK

)
, log

(
ḡ

(soma)
CaHVA

)
, log

(
ḡ

(soma)
CaLVA

)
, log

(
ḡ

(soma)
L

)
, log

(
ḡ

(soma)
H

)
, log

(
γ(soma)

)
,

log
(
decay(soma)

))T
. Note that in the remaining part of this section we quit

denoting variable with the “(soma)” superscript, for the sake of readability.

Considering that in Section 4.2 we described how the discrete time map
gj−1(xj−1, θj−1) and its stochastic counterpart fj−1(xj|xj−1, θj−1) are constructed
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from a given vector flow F (t, x; θ), now that we explained what are the entries
of the augmented state variable z = (x, θ), we can proceed describing the first
twin experiment.

9.1 First experiment: fine tuning of EnKF pa-

rameters

In this twin experiment, we focus on identifying the most effective value for
some setting parameters of the EnKF algorithm, namely the size of the en-
semble N , the dynamical noise for the state variable components Σx and for
the parameter components Σθ. Note that, to the best of our knowledge, there
is no straightforward way to select a suitable value for the diffusion constants
entering matrices Σx and Σθ in a given application. The choice of a value for
Σv is part of the selection of the stochastic model, but in many cases there
is no quantitative measure of the noise level. On the other hand, the entries
of Σθ determine the exploration rate in the parameter space: a large value
for Σθ may lead to large variability in the parameter estimates or even diver-
gence, while a small value implies slow convergence. As a consequence, it is a
common practice to consider them as a further parameter to be estimated [55,
206]. Our experiment aims at avoiding such further extention of the parame-
ter space to only focus on the estimation of the model parameters. In order
to do this, we launch a series of independent runs of the EnKF algorithm we
implemented in the Neuron simulation environment using its Python interface
in a full factorial design.

All programs are launched requesting 8 computing nodes on a cluster with
one head node and 14 computing nodes. Each node of the cluster consists in a
Dell® PowerEdge R730 with two sockets, each mounting E5-2660V3 ten-core
Intel® Xeon® E5-2660v3 CPUs. All nodes mount a 128GB RAM, except for
the head node which mounts a 64GB RAM.

The experiment description is structured as follows. In Section 9.1.1 we
illustrate the design choices for the above-mentioned setting parameters. Then,
Section 9.1.2 describes a sample output of the ensemble Kalman filter, so that
in Section 9.1.3 we have some reference results in mind when illustrating the
application of a series of ANOVA tests aimed at identifying the best list of
setting parameters.
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9.1.1 Setting parameters for EnKF

First, we considered dynamical noise covariance matrices of the block-diagonal
form

Σx =


σ2
v 0 0 0

0 σ2
mI8 0 0

0 0 σz 0
0 0 0 σ2

[Ca2+]in

 =



σ2
v 0 0 . . . 0 0 0

0 σ2
m 0 . . . 0 0 0

0 0 σ2
m . . . 0 0 0

...
...

...
. . . 0 0 0

0 0 0 0 σ2
m 0 0

0 0 0 0 0 σz 0
0 0 0 0 0 0 σ2

[Ca2+]in


,

and Σθ = diag(σ2
gI7, σ

2
γ, σ

2
decay), which expanded writes

Σθ =

σ2
gI7 0 0
0 σ2

γ 0
0 0 σ2

decay

 =



σ2
g 0 . . . 0 0 0

0 σ2
g . . . 0 0 0

...
...

. . . 0 0 0
0 0 0 σ2

g 0 0
0 0 0 0 σ2

γ 0
0 0 0 0 0 σ2

decay


.

Such covariance matrices allow us to consider a noise amplitude which is the
same among all activation and inactivation variables (σm) and among all max-
imal conductances (σg), but differs from the noise amplitude for the membrane
potential (σv), for the internal calcium concentration variable (σ[Ca2+]in), and
for its modelling parameters γ and decay (σγ and σdecay, respectively). In what
follows we fix σm = σz = σγ = 1e-2 and σdecay = σ[Ca2+]in = 1e-3 and then
explore different values of the remaining setting parameters (namely σv, σg)
and the ensemble size N .

The remaining EnKF parameters include those involved in the stochastic
initial condition Z0. In this particular experimental setting, we start off by
considering a Gaussian initial condition centred in the true1 initial conditions,
i.e. µx0 = x†0 and µθ0 = θ†. The variance matrices for the initial conditions are
set to be Cx0 = diag(c2

v0
, c2
m0
I8, c

2
z0
, c2

[Ca2+]in0
) and Cθ0 = diag(c2

g0
I7, c

2
γ0
, c2

decay0
),

where cv0 = 10, cm0 = cz0 = cg,0 = cγ0 = 0.7, c[Ca2+]in0
= cdecay0

= 0.1 which
are relatively large values.

1Meaning those which produced the artificial datasets y
(in)
J:2J , y

(out1)
J:2J and y

(out2)
J:2J illustrated

in Section 5.3.3.
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9.1.2 Sample EnKF output

In this section we present the result of a sample run of the EnKF in the
setting just discussed, where the ensemble size is N = 100 and the remaining
dynamical noise parameters are set to be σv = 1e-2, σg = 1e-2.

In Figure 9.1 we picture a graphical representation of the filtering distribu-
tion p(x0:j, θ0:j|y0:j), for j = 0, . . . , J . Let us first focus on Figure 9.1a, where
the dashed black line denotes the hCaHVA-component of the true trajectory
x†0:J . The other lines are meant to illustrate the approximated posterior distri-
bution computed by the EnKF: the blue solid line is the (empirical) filtering
mean and the cyan solid bands denote the corresponding standard-deviation
confidence intervals (i.e. mean ± standard deviation).

As one can notice, the filtering mean is consistently close to the true trajec-
tory which, in return, always lies in the confidence interval. This suggests that
the filtering mean is a reasonable point-wise estimator for the time-evolving
true trajectory. In order to verify whether other standard estimators track
the true signal down better than the mean, we also inspected the filtering
mode (not shown here). However, it was conspicuously visible that the empir-
ical mode is too discontinuous on such a small ensemble, and, what is more,
it moves away from the true trajectory more than the mean. This supports
the choice of the filtering mean as estimator for the true trajectory over the
filtering mode.

Let us move to the other x-components (i.e. state variables). Unsurpris-
ingly, Figure 9.1b shows that the membrane potential is indeed well recovered.
In fact, the only measured variable is exactly the noisy voltage of the mod-
elled neuron. The remaining variables plotted in Figure 9.1c are also properly
tracked down, as one can deduce from the narrow cyan bands. It looks like
the less accurate estimation is the one for the hCaHVA variable in the top-right
corner of Figure 9.1c (magnified in 9.1a), but this due to the different range
of variable hCaHVA. In fact, while its variation in the logit-scale is of the order
1e-1, the other variables’ ranges are in the unit order.

A separate discussion should be done for the static θ-component of the aug-
mented signal variable. In Figure 9.2a we present the filtering distribution for
parameter ḡNat2. Although the true value (dashed black line) always remains
in the confidence interval (cyan bands) and the filtering mean (plain blue line)
generally hovers around it, we notice some large excursion from the correct
value in correspondence of the somatic spikes (compare with Figure 9.1b).
This likely to be due to the EnKF-update step (line 11 in Algorithm 3.4).
Indeed, a large innovation δj = yj −Hẑj caused by a wrongly predicted state
in correspondence of an action potential can result in a large correction in
the unmeasured variables at the analysis step. In case of parameter ḡNat2,
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Figure 9.1: Approximated filtering distribution computed by a single run of the

EnKF. The dashed black lines mark the true trajectory x
†,(step)
0:J and the blue solid

lines the filtering mean. The cyan bands represent the amplitude of the SD-
confidence interval. In the caption of (c) and (d) the variable names are listed
row-wise (from the left to the right), and then column-wise (from the top to the
bottom).

the correct region is eventually recovered after the spike, but this is not the
case for all parameters. For instance, the posterior distribution for parameter
ḡSK (depicted in Figure 9.2b) shows that such excursion occasionally drive the
filtering distribution away from the correct region.

This could be an issue related to a bad choice of the setting parameters N ,
σv, σg. Alternatively, it could even be a consequence of a bad choice of state-
space model (σg decreasing in time could be a solution) or a bad bad choice
of the parameter-estimation approach (a maximum likelihood estimator for
parameters could be employed). In the following explore the former of these
possible solutions.

164



0 500 1000 2000 2500 3000time (ms)
1.5

1.0

0.5

0.0

0.5

1.0

1.5

g
N

a
T
s2

_t

(a)

0 500 1000 2000 2500 3000time (ms)
4.0

3.5

3.0

2.5

2.0

1.5

1.0

g
S
K

(b)

Figure 9.2: Focus on two parameters (magnified from Figure 9.1d): posterior
distribution for parameter component ḡNat2 (a) and ḡSK (b), both in a log-scale.
The dashed black lines mark the true parameter values, the blue solid lines the
filtering mean, and the cyan bands represent the amplitude of the SD-confidence
interval for the filtering distribution.

Now, when we execute a single run of the EnKF, we have a time-dependent
filtering distribution for both the variable component x and the parameter com-
ponent θ of the augmented signal variable. For the dynamic component x, this
provides a point estimator of the signal at each time step (hidden unobservable
variables mion and hion included). Note that if the initial condition is badly
initialised (unreliable choice for µ0 and C0), this estimation is only credible
after several filtering steps.

On the other hand, a time-dependent filtering estimation is not desirable
for the modelling parameters, since these are static by definition. Then, some
trick to get a static estimator θ̂ from the time-evolving filtering distribution
is needed. Denoting (µxj , µθj)

T = E[(Xj, θj)|y0:j] the approximated filtering
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mean at time j, a possible choice is to consider µθJ – the mean of the filtering
distribution at the end of the data assimilation time window – as an estimator
for θ†. However, Figure 9.2 shows that the filtering distribution can be driven
away from a good region right at the end of the data assimilation window.
Thus, a more robust approach consists in considering a time-average over a
final portion of the data assimilation window, as we do in the twin experiment
presented in the previous chapter. In practice, in this experiment we take the
average of the filtering θ-mean over the second half of the data assimilation
window2

θ̂ =
1

J − (J/2 + 1)

J∑
j=J/2+1

µθj , (9.1)

which provides a point estimator for the modelling parameter θ†.
In order to test the estimates we obtain for both hidden variables and

modelling parameters, we run a forecast-skill analysis. In particular, for each
of the stimuli I

(in)
ext , I

(out1)
ext , and I

(out2)
ext defined in Section 5.3.3, a new simulation

is launched (same solver and same numerical step) using the filtering mean at
time j = J as initial condition (i.e., x(t0) = µxJ ), and parameters given by

the θ̂ defined in (9.1). We denote the resulting trajectories x̂
(in)
J :2J , x̂

(out1)
J :2J , and

x̂
(out2)
J :2J , respectively.

An example of estimated trajectory for the particular run described in
this section is given in Figure 9.3. We remark that all estimated trajectories
(plain red lines) anticipate the true spike train (dashed black lines) of some

millisecond, with a lag which increases in time. For input current I
†(out1)
ext , there

is even an extra spike in the estimated trajectory (Figure 9.3c).
Although the estimation is, all in all, good, the presence of both asyn-

chronous and extra spikes is a clear sign that this run did not produce a
satisfactory estimation considering that we are in a twin experiment setting.
As a consequence, in the following section we investigate if adjusting the EnKF
parameters N , σv, and σm can be enough to ameliorate the prediction perfor-
mances. However, we need a metric on the space of estimated trajectories to
compare the outcome of different possible adjustments to the DA algorithm.
To this aim, we adopt the performance score s defined in (4.13).

9.1.3 ANOVA tests results

Since the estimation result we obtained for N = 100, σv = 1e-2, and σg =
1e-2 is not satisfactory, we look for a better collection of setting parameters.
In particular, we consider two levels of dynamical noise for the membrane

2 i.e. over j ∈ {J/2 + 1, . . . , J} corresponding to the interval tj ∈ [1500.25ms, 3000ms]
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(a) x̂
(in)
J :2J (plain red line) versus x

†(in)
J :2J

(dashed black line).
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(b) x̂
(out2)
J :2J (plain red line) versus

x
†(out2)
J :2J (dashed black line).
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(c) x̂
(out1)
J :2J (plain red line) versus x

†(out1)
J :2J (dashed black line).

Figure 9.3: Signal estimation in the in-sample time window (a), the first out-of-
sample time window (b) and the second out-of-sample time window (c).

potential variable V and for the maximal conductances ḡion (σv = 1e-2, 1e-3
and σg = 1e-2, 1e-3) and five ensemble sizes (N = 50, 100, 200, 500, 1000). For
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each set of parameters, ten independent runs were executed in order to have a
minimal representative statistics for each set of parameters. Then, an analysis
of variance (ANOVA) test is performed in order to rank the results obtained
from a full-factorial design (i.e. all possible combination of parameters are
tested).

First, let us inspect the results of the new setting parameters in a graphical
way. Figure 9.4 shows all results obtained, by representing the box-and-whisker
plot for the performance score statistics as defined in (4.13). The box plots are
grouped for level of the three factors we considered, namely the ensemble size
N , the standard deviation for the dynamical noise acting on the membrane
potential σv, and the standard deviation for the dynamical noise acting on the
ḡion components σg.

In particular, Figure 9.4a shows that the best median score of approxi-
mately s = 0.65 is attained for N = 100. The first-third quartile region is
similar for both ensemble sizes N = 100 and N = 200, but the latter appears
to be more skewed towards larger values of the performance score (worse es-
timation). The largest dispersion is obtained for the smallest ensemble size
N = 50, whereas the distribution dispersion appears to decrease substantially
for the largest ensemble sizes N = 500, 1000. However, the performance score
statistics for these large-ensemble sizes is consistently larger than for smaller
ensemble sizes. A few outliers, representing extremely good estimation scores,
appear for N = 50, 100 and 200. In conclusion, in accordance to previous
findings [76], an ensemble of one hundred particles seems to be the best choice
in this example.

As for Figure 9.4b and Figure 9.4c, both graphs show that a larger standard
deviation (σv = 1e-2 and σg = 1e-2) produces less variability in the perfor-
mance scores. However, for both σv = 1e-3 and σg = 1e-3, the distribution
appears to be more skewed towards the small performance score region (corre-
sponding to a very good estimation). Nevertheless, in both graphs the median
scores appears to be the same for both levels of dynamical noise, suggesting
that these parameters do not play a crucial role.

Then, we look for a quantitative confirmation of these results. To this end,
we performed a series of ANOVA tests, considering many different statistical
models, with and without interactions. Although none of the statistical models
we considered turned out to be explanatory enough (very small adjusted R2

value), in all cases the p-value for the N -effect was smaller than the significance
threshold α = 5%, whereas neither the σg-effect or the σv-effect was significant.
This suggests that the effect of the ensemble size N is indeed relevant while, on
the contrary, the effect of σg or σv does not affect the estimation performance
with any statistical significance. Also, applying a Tukey’s honest significant
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difference (HSD) test for the N factor, we verified what groups are actually
significantly different. In fact, Figure 9.5 shows that the ensemble size of 100
particles produces estimation performances which are significantly different
from the results obtained with an ensemble of either 50, 500, or 1000 particles,
respectively. No other differences were detected with this set of results.

Although we verified the difference is not statistically significant for all
factors, we tried to identify the triple (N, σv, σg) which produces the best
performances. To this end, we further investigated the results obtained by
plotting the factor plots for all performance scores. In accordance with what
noted in the previous figure, Figure 9.6 shows that the smallest performance
scores are obtained for N = 100, but also that for such ensemble size σg = 1e-3
(left panel) produces substantially smaller confidence intervals.

Besides, both values of σv produce similar profiles (especially for σg = 1e-3),
even though σv = 1e-3 appears to produce slightly smaller mean performance
scores. In conclusion, in this experimental setting, the best triple of setting
parameters appears to be (N, σv, σg) = (100, 1e-3, 1e-3), even though both
graphical inspection and statistical tests suggest that σv does not play a crucial
role.

As a concluding remark, note that a larger ensemble size N corresponds
to a larger computational load. In fact, increasing tenfold the ensemble size
results in a computational load that is over 8 times larger in our experiment,
as reported in Table 9.7 and graphically represented in Figure 9.8.

9.2 Second experiment: biased initial condi-

tion for parameters

We remark that in the experimental setting described in the previous section,
the stochastic initial conditionN (µ0, C0) is centred on the true initial condition
and the true parameter, i.e. (µx0 , µθ0) = (x†0, θ

†), where µ0 = (µx0 , µθ0)
T . Since

we take the filtering mean as point-estimator of the signal, this means that the
method always starts from an initial guess which is very close to the true

value. In fact, the i.i.d. ensemble
{
Z

(n)
0

}N
n=1
∼ N (µ0, C0) will always have

an ensemble mean
∑N

n=1 Z
(n)
0 which is very close to the initial mean µ0. This

is a very simple case which is not realistic in real-world application. In fact
in an experimental-data setting, the true initial condition is not known at
all, especially the one of the modelling parameters. Also, this means that the
parameter approximation is very likely to worsen from such a good initial guess,
even when the overall signal estimation is good enough. For instance, compare
the distance between the filtering mean (blue line) and the true parameter value
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(a) Performance score versus ensemble size N : N = 50 (blue),
N = 100 (green), N = 200 (red), N = 500 (violet), and N = 1000
(ochre).
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(b) Performance score versus σv,
the standard deviation of dynam-
ical noise for the V -component:
σv = 1e-3 (dark blue), and σv =
1e-2 (light blue).
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(c) Performance score versus σg,
the standard deviation of the dy-
namical noise for the maximal
conductances (ḡion’s): σg = 1e-3
(dark red), and σg = 1e-2 (light
red).

Figure 9.4: Box-and-whisker plots of the performance scores (defined in (4.13))
obtained among all 100 simulations, grouped by ensemble size N (a), by σv (b),
and by σg (c). The bottom (respectively top) of the coloured boxes mark the first
quartile (respectively third). The bar inside the coloured boxes mark the median
(i.e. the second quartile), whereas the whiskers extension is of 1.5 times the in-
terquartile range. Individual points outside the whisker region identify the outliers
of the distribution.
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Figure 9.5: Tukey’s honest significance difference (HSD) test for the ensemble
size. The dark green points represent the mean difference in the performance score
between two groups, whereas the vertical bars represent the confidence interval for
the mean. Whenever the confidence interval does not cross the horizontal line s = 0,
the difference between the two groups is statistically significant.

(black dotted line) at the beginning of the data assimilation time window to
the same distance at its end (t = 3000 ms) in Figure 9.2b. Hence, we need
to address the case of a biased initial condition in order to make steps further
in the direction of applying the DA methods described in Chapter 1 to real
experimental data.

In what follows we show the result of applying the ensemble Kalman filter
as described in the previous section, but assuming the initial parameter mean
µθ0 is a random vector not centred on the true parameter set (i.e. E[µθ0 ] 6= θ†).

In practice, we assume the initial variables to be still centred around the
true initial condition (µx0 = x†0). but the parameter component of the initial
mean is assumed to be a r.v. which takes values in a neighbourhood of the
true parameter set. In particular, we set

µθ0 ∼ U
(
0, 2r · θ†

)
, (9.2)

for the untransformed (i.e. positive) parameters, so that its expected value is
E[µθ0 ] = rθ†. Since we chose a unbounded confidence interval for all parame-
ters, we decided to limit the support of the initial mean to a bounded interval
of size proportional to the true value. Other distributions on R+ could have
been employed, but the r introduced in (9.2) allows one to deal with the dif-
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Figure 9.6: Mean performance score and error bars as a function ofN , for σg = 1e-3
(left panel) and σg = 1e-2 (right panel). The dark blue lines correspond to σv = 1e-3
and the light blue lines to σv = 1e-2.

ferent scales of the single modelling parameters (the components of θ) while
parametrizing the expected value of the initial relative error from the true
value.

As a test study, we run 40 instances of the EnKF with r = 35, dynamical
noise parameters σv = σg = 5e-3, σm = σγ = 1e-2, σz = σ[Ca2+]in = 1e-4,
σdecay = 1e-3 and initial condition as described in Section 9.1.1. In addition, the
measurement noise standard deviation is reduced to Γ1/2 = 0.3 mV. Finally,
note that in this section, we employ the base-performance score given by the
SPIKE-distance DS (see Chapter 7) instead of the d(rel)-distance proposed in
Section 9.1.

9.2.1 Signal estimation results

A brief summary of the signal estimation performance statistics is given in
Table 9.9, which lists the mean, the standard deviation and the coefficient
of variation3 across the 40 runs of the DS-distance between the estimated
membrane potential trace and the true spike train in:

• in – the in-sample time window (first row);

• out1 – the first out-of-sample time window (second row);

3The coefficient of variation of a random variable with expected value µ and standard
deviation σ is defined as cv = σ/|µ|
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wall time mean sd
N = 50 0.13 0.01
N = 100 0.43 0.03
N = 200 0.51 0.11
N = 500 1.81 0.33
N = 1000 3.61 0.62

Table 9.7: Mean and standard devi-
ation of the computational wall time
(in hours) for different ensemble sizes.
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Figure 9.8: Graphical representa-
tion of the computational wall time
as a function of the ensemble size N .

• out2 – the second out-of-sample time window (third row).

We note that these three average values are consistent in all three windows,
with a mean DS-error approximately valued 0.210, an average standard devia-
tion of about 0.120, and a coefficient of variation 0.570. As a consequence, we
expect the signal estimation quality to be similar in both the in-sample and
the out-of-sample time windows.

The last two columns shows the DS-score for two notable runs which we
later use as a benchmark to assess the actual estimation quality:

1) the best run, which we define as the run for which the sum of the
DS-distance in the three time-windows is minimal;

2) the run which produced the in-sample performance score closest to the
mean value. We name such run the mean-DS run.

We also present a more explanatory representation of the performance dis-
tribution in Figure 9.10. The figure shows a scatter plot of the bivariate
dataset formed by the performance score in the in-sample time window (hor-
izontal axis) and the average out-of-sample performance score 1

2

[
DS(out1) +

DS(out2)
]
, along with the contour plot of the estimated joint p.d.f.. First,

we note that the high positive correlation (ρ = 0.93) suggests that a good
in-sample performance is a reasonable predictor for obtaining a good out-of-
sample estimation: if the in-sample potential trace is tracked down accurately,
it is likely that the out-of-sample prediction will be accurate too. Note that this
is not the case for the DS-performance score of the filtering mean, which is typ-
ically very good independently of the actual estimation quality. In fact, Pear-
son’s correlation coefficient between the DS-performance of the filtering mean
and the average out-of-sample performance is significantly lower (ρ = 0.42).
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DS mean sd cv best mean-DS

in 0.211 0.119 0.567 0.049 0.202
out1 0.209 0.128 0.610 0.016 0.141
out2 0.209 0.112 0.534 0.009 0.261

Table 9.9: Mean, standard deviation, and coefficient of variation for the voltage-
estimation performance across 40 runs of the twin-experiment with biased initial
parameter distribution (9.2) for r = 35 in all time windows. The last two columns
list the performance score for the best run and the run which produced the in-sample
performance score closest to the mean.

In addition, we note that the estimated joint p.d.f. has two peaks. The
first one is an absolute maximum located around the point of planar coor-
dinates DS(in) = 1

2

[
DS(out1) + DS(out2)

]
≈ 0.27 (i.e. performance scores

slightly larger than the mean). On the other hand, the second maximum
corresponds to much better performance scores (the peak in the lower-left cor-
ner of Figure 9.10). Note that the value corresponding to the best run lies
in the neighbourhood of the second peak (red dot in the figure). Also, the
value for the run which produced an in-sample performance in the mean range
(DS(in) ≈ 0.211 as listed in Table 9.9) is highlighted in orange.

Now, in order to better understand what these values correspond to in
estimation performance terms, we present in Figure 9.11 the raster plot of the
filtering mean, the in-sample, and the two out-of-sample estimates for both the
best and the mean-DS runs. Although estimation resulting from runs in the
higher-peak region essentially does not fit the data (in the best case scenario,
only the first spike is predicted in every time window in these runs – not shown
in the picture), the raster plot in Figure 9.11a shows that the performance for
the best run is essentially perfect. In addition, the raster plot for all other runs
with performance score in the lower-peak region (the second-best runs) are
very close to the one of the best result. In fact, eight out of ten second-best
runs have the correct number of spikes – although their timing is not as precise
as the almost perfect match of the best run (see Figure 9.16). As for the run
in the mean range, the estimation output is reasonable but far from providing
a sufficient matching of the assimilated data (see Figure 9.11b).

In conclusion, we remark that the overall performance distribution is cen-
tred around values that do not predict out-of-sample response appropriately.
Nonetheless, the presence of a peak in the performance distribution and a
whole bunch of good runs in the best-run vicinity suggests that the EnKF can
be effective in the biased initial parameter regime too, but only if focusing on
those few runs which produce the smallest prediction errors. Note that this
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Figure 9.10: Scatter plot and estimated joint p.d.f. of the DS-performance score in
the in-sample time window (x-axis) and the average performance in the two out-of-
sample time windows (y-axis), along with marginal histograms and corresponding
univariate kernel density estimates. The value corresponding to the best run is
marked in red (see the raster plot in Figure 9.11a) and the mean-DS run in orange
(Figure 9.11b).
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(a) Raster plot corresponding to the
best run.
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(b) Raster plot for the mean-DS run.

Figure 9.11: Raster plot of the filtering mean [filter], the estimated trajectory
in the in-sample [in], the first out-of-sample [out1], and the second out-of-sample
time window [out2] for: (a) the best run; (b) the mean-DS run.
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procedure is similar to the common practice, in the machine-learning com-
munity, to select the successful runs if the training procedure by testing the
prediction on some validation data, which are different from both the training
set and the test set, as we detail in Section 9.2.4.

9.2.2 Parameter estimation results

Up to now we only analysed the signal estimation performances in terms of
the predicted voltage trace. But what about the parameter estimation per-
formance? Before proceeding in this direction, we remember that in case of
parameters we are entitled to consider errors computed on both the logarith-
mically transformed parameters or on the untransformed physical parameters.
(In the case of signal estimation performances no transformed variable had to
be taken into account because only the estimation of the unbounded membrane
potential is considered).

Only looking at the mean and standard deviation of the log-transformed
parameter relative error in Table 9.12a it looks like the average parameter esti-
mation output do not provide reliable results. In fact, some mean errors appear
significantly large (for instance, | log(ĝNat2) − log(g†Nat2)|/| log(g†Nat2)| ≈ 9). In
addition, some of those parameters that do not have a very large relative error,
have a relatively large variability (see ḡKv3.1 for instance). Overall, Table 9.12a
seems to suggest that the typical output of the EnKF will not be of much use
in terms of parameters estimation.

However, what about the relative error for the physical counterpart of
the parameters? Does the situation change when these are turned into their
physical version? Well, the situation does change but not in a positive sense.
Indeed, turning to the real scale unveils the true amplitude of the typical
relative errors. Table 9.12b shows that such errors inflate of several orders of
magnitude in the physical scale, even for those parameter that have a small
relative error in their log-version. In addition, we remark that the error range
is very variable across different parameters. For instance, ḡKv3.1, ḡSK, and
decay have mean relative errors larger than 108 in the physical scale, whereas
ḡCaHVA and ḡNat2 have mean errors smaller than 101. As a consequence, the
average value presented in the last row of the table does not really capture
the overall performance across different parameters, because it is dominated
by the large ones. Only the coefficient of variation keeps having similar orders
of magnitude for all parameters also in the physical scale. However, the fact
that all the coefficients of variation are larger than two demonstrates a very
large variability in the parameter estimation performances.

In conclusion, we can draw three messages from Table 9.12:
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∣∣ log θ̂−log θ†

log θ†

∣∣ mean sd cv

ḡNat2 9.29 3.62e1 3.90
ḡKv3.1 5.80e-1 2.12 3.68
ḡSK 1.37 2.02 1.48

ḡCaHVA 2.40e-1 4.70e-1 1.95
ḡCaLVA 5.80e-1 4.40e-1 0.77
γ 3.20e-1 3.30e-1 1.02

decay 1.03 1.25 1.22

Average 1.91 6.12 2.00

(a) Transformed case (logarithmic scale).

∣∣ θ̂−θ†
θ†

∣∣ mean sd cv

ḡNat2 8.78 5.39e1 6.14
ḡKv3.1 5.15e8 3.22e9 6.24
ḡSK 4.06e9 2.53e10 6.24

ḡCaHVA 2.53 7.77 3.07
ḡCaLVA 8.18e1 2.16e2 2.64
γ 3.64e2 1.58e3 4.34

decay 2.07e12 1.27e13 6.14

Average 2.96e11 4.86e12 4.98

(b) Untransformed case (physical pa-
rameters).

Table 9.12: Mean, standard deviation (sd) and coefficient of variation (cv) of
parameter estimation relative error of the log-scaled parameters (a) and the un-
transformed physical parameters (b).

i) looking at the parameter estimation errors in the transformed version (in
this case logarithmic) is misleading, especially in evaluating the relative
estimation performance across different parameters;

ii) the mean performance of the EnKF in the physical scale is not good
in terms of parameter estimation (and actually extremely bad for many
parameters)

iii) the parameter estimation variability is significantly large, not only in
absolute sense but also when compared to the mean value.

As for the prediction results, what we found is that the typical outputs of
the EnKF (i.e. those in the (mean ± SD)-range) are not reliable in terms of
parameter estimation. Does this also mean that the parameter estimation is
always unreliable? In order to answer this question we need to identify and
explore the output of some relevant runs.

Instead of identifying the best runs relying on the parameter errors statis-
tics (e.g. inspecting the run with the minimum average parameter error), we
decide to base our investigation on the DS-performance score for the signal
estimation, as presented in the previous section. Such choice is motivated by
the fact that in an experimental setting we are not aware of the true parame-
ters set. Hence, any kind of parameter error is incalculable when dealing with
experimental data. On the other hand, exploring the in-sample (or out-of-
sample) signal prediction distribution is possible even when no information on
the true parameters is available. As a consequence, we decide to check the
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parameter estimation performance for the two runs identified in the preceding
section: the best run (marked in red in Figure 9.10) and the run which pro-
duced a signal estimation error in the mean DS-range (orange raster plot in
Figure 9.11a).

As shown in Figure 9.13, in both runs the filtering mean does approach the
true value (dashed black line) despite the initial mean is much larger. This
is true in the logarithmic scale (left column), but even more in the physical
scale, i.e. the one that actually matters. Indeed, even those parameters whose
final values do not exactly match the true value in the logarithmic scale (e.g.
ḡSK, ḡCaLVA and γ) actually get very close to the true value in the physical
scale (right column). The only exceptions are parameters γ and decay (not
shown) in the mean-DS run. We report that the other second-best runs (i.e.
the other runs with DS-score located in the region of the lower-left corner
peak of Figure 9.10) produce qualitatively similar filtering profiles. In such
runs parameters ḡCaLVA and γ are the only ones that occasionally do not track
down the true parameter value (not shown here).

In order to quantify what Figure 9.13 shows only qualitatively, the param-
eter relative errors for the best run and for the mean-DS run are presented
in Table 9.14. First, we note that the best run has parameter relative errors
significantly smaller than the corresponding mean values (compare Table 9.14
and Table 9.12). Indeed, in the mean relative error is at least twice as large as
the best run log-transformed parameter error. But the difference is even more
clear in the physical scale, where the ratio is of at least one order of magnitude
(and up to twelve orders for parameter decay!). However, this is likely to be
due to the extremely large errors of some few bad runs which move the mean
error towards very large values.

The situation is partially similar for the mean-DS run, which has relative
errors in the physical scale slightly larger than the best run for most param-
eters. However, the presence of a few very badly estimated parameters (note
the large errors in the rows corresponding to ḡCaLVA, γ, and decay in Ta-
ble 9.14b) is likely to be the cause the significantly different signal-estimation
performances illustrated in Figure 9.11. Once again, we remark that the cor-
responding values in the log-scale table do not give any insight in this sense.
As a consequence, we argue that it should not be taken into account in future
references: only the physical scale is meaningful and it is hence the only one
that should be employed to evaluate parameter estimation quality.

In conclusion, as for the signal-estimation performance distribution, al-
though the typical parameter estimation performance is not good at all, focus-
ing on the best results allows one to obtain reasonable parameter estimates.
However, since not all parameter errors are small even in the best run, we argue
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∣∣ log θ̂−log θ†

log θ†

∣∣ best mean-DS

ḡNat2 1.03 2.25
ḡKv3.1 7.29e-2 1.69e-1
ḡSK 3.37e-1 2.69

ḡCaHVA 1.09e-1 1.16e-1
ḡCaLVA 2.15e-1 7.62e-1
γ 1.02e-1 5.68e-1

decay 7.38e-2 1.36

Average 2.77e-1 1.13

(a) log-transformed parameters

∣∣ θ̂−θ†
θ†

∣∣ best mean-DS

ḡNat2 7.55e-2 1.57e-1
ḡKv3.1 1.53e-1 3.20e-1
ḡSK 5.41e-1 9.98e-1

ḡCaHVA 5.77e-1 5.97e-1
ḡCaLVA 3.67 2.33e2
γ 1.16 7.11e1

decay 5.38e-1 2.76e3

Average 9.59e-1 4.39e2

(b) Untransformed case (physical pa-
rameters)

Table 9.14: Relative errors for both the best run and the mean-DS run (marked in
red and orange, respectively, in Figure 9.10) for all estimated parameters computed
on: (a) the logarithmically transformed parameters, and (b) the untransformed
physical parameters.

that one should take with care the parameter estimates the EnKF provides.

9.2.3 Improvement rate of the parameter estimation

Lastly, let us discuss the parameter estimation improvement rate: is the pa-
rameter estimate θ̂ defined in (9.1) better than the initial guess µθ0? In case
it is, can we quantify how much the estimation improve? To answer these
questions we consider the improvement rate defined as∣∣∣µθ0 − θ†

θ̂ − θ†

∣∣∣,
i.e. the absolute error of the initial mean divided by the final estimate error
(no log-transformed scale is considered in this case). When this value is larger
than one it means that the estimation is indeed better than the initial guess.
On the other hand, an improvement rate smaller than one corresponds to an
estimate worse than the initial guess.

Starting from such observation, we remark that in Table 9.15 all entries
of the best run are larger than one, and that the average improvement factor
in this case is approximately of two order of magnitudes. The improvement
factor for the mean-DS run is often larger than one too, but the estimates for
ḡCaHVA, γ, and decay are worse than the initial guesses. This means that not
only the parameter estimate improves in the best run, but often also in the
run falling the expected-value range as well. However, we note that for the
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∣∣∣µθ0−θ†
θ̂−θ†

∣∣∣ best mean-DS

ḡNat2 3.08e2 1.42e2
ḡKv3.1 1.87e2 8.10e1
ḡSK 4.44e1 2.78e1

ḡCaHVA 4.84e1 4.26e1
ḡCaLVA 5.60 1.16e-1
γ 2.41e1 3.01e-1

decay 4.02e1 9.21e-3

Average 9.40e1 4.20e1

Table 9.15: Improvement rate for all estimated parameters in the best run and in
the mean-DS-range run.

mean-DS run even a few wrong parameter estimates can impair any accurate
prediction.

9.2.4 Validation in the first out-of-sample time window

In the previous sections, we remarked how a generic run of the EnKF does not
provide reliable estimates of the model parameters nor allows the model to pre-
dict out-of-sample response to new stimuli. However, we also remarked how
selecting those runs producing a small insample and prediction error (those
we called second-best runs) allows a reasonable tuning of the model. Such
an approach can be related to the common practice, in the machine-learning
community, to assess the ability of a given predictive model which has been
trained on a training set by first checking its performance on a validation
set which is not part of the training set to avoid overfitting, so to select the
best-performing predictive model. Only in a second moment, the selected
model is tested on the test set and the resulting error is considered as an
estimator of the true error (see, for instance, [187, Chapter 11]). Following
up on this parallell, in our dataset we may consider out1 as the validation
set used to identify the good runs, and out2 as the test set. In particular,
if we select the good runs to be those for which DS(out1) < 0.05, we ob-
tain a total of 8 successful runs (essentially those in the lower-peak region in
Figure 9.10) for which there is a high-quality prediction in the testing time
window (DS(out2) ≈ 0.04± 0.03). The out2-response is also reported graphi-
cally in Figure 9.16. Again, note that since we select the good runs only using
potential traces and no parameter values, such selection is possible not only in
a twin experiment setting, but also when using real-world data.

However, as far as the model parameters are concerned, we have that the
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Figure 9.16: Response of the fitted model in the second out-of-sample time win-
dow out2 for the “good runs” selected in the validation step, namely those EnKF
runs that produce a small validation error in the first out-of-sample time window
(DS(out1) < 0.05).

estimation quality is rather poor even if we only consider these “good runs”
(in a forecast-skill sense). In particular, analysing the mean relative errors
reported in Table 9.17a, it appears that only ḡNat2 and ḡKv3.1 are estimated
with sufficient quality, whereas all other parameters have relative error close
to 1 or much larger. Nevertheless, note that the parameters with the smallest
mean errors are also those whose estimates have minimal coefficient of variation
Table 9.17c), which is a quantity that can give some insight also when true
parameter values are not known in advance. Another positive note is that the
mean improvement rate is quite large for all parameters (see Table 9.17b).

9.3 Discussion and conclusions

In this chapter, we took the BBP model L23 PC cADpyr229 1 into consid-
eration and performed two twin experiments with the idea of progressively
approaching truly experimental conditions. In both cases, we applied the en-
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∣∣ θ̂−θ†
θ†

∣∣ mean sd

ḡNat2 9.72e-2 1.01e-1
ḡKv3.1 1.62e-1 1.19e-1
ḡSK 2.79 5.25

ḡCaHVA 9.09e-1 6.17e-1
ḡCaLVA 1.45e1 1.50e1
γ 1.26e3 3.08e3

decay 8.76e2 2.26e3

(a) Relative error.

∣∣∣µθ0−θ†
θ̂−θ†

∣∣∣
1.74e3
2.23e2
2.91e1
1.05e2
6.78

4.22e1
1.83e1

(b) Mean
improve-
ment rate.

θ̂-mean θ̂-cv

8.45e-1 1.19e-1
8.84e-2 1.70e-1
2.36e-1 2.43
5.14e-4 7.51e-1
1.19e-2 1.00
6.73e-1 2.44
3.00e5 2.58

(c) Estimated val-
ues.

θ†

9.27e-1
1.03e-1
9.94e-2
3.73e-4
7.78e-4
5.33e-4
3.43e2

(d) True
values.

Table 9.17: Parameter estimation quality for the “good runs” selected in the
validation step, namely those EnKF runs that produce a small validation error in
the first out-of-sample time window (DS(out1) < 0.05)

semble Kalman filter to an augmented state-space model, so to estimate the
model parameters in addition to the unmeasured activation variables and the
internal calcium concentration. The transformation approach described in Sec-
tion 4.3 was adopted to deal with the boundedness of state variables and model
parameters. Enforcing such bonds was necessary because of implementation
issues, but also to guarantee the interpretability of the parameter estimation
results.

In the first twin experiment, the objective was to fine tune the EnKF pa-
rameters (namely, the ensemble size N , and the dynamical noise variances for
the activation variables σ2

m and for the maximal conductances σ2
g) in order

to assess the most effective configuration which allows the model to fit the
data and predict out-of-sample responses to new stimuli, while confining the
computational cost if possible. In this preparatory test, we imposed initial
conditions centred on the true values of the model parameters (unbiased ini-
tial condition). Our results suggest that an ensemble of relatively small size
(composed of a total of N = 100 particles) performs significantly better than
larger ensembles in predicting the neuron behaviour. Since previous applica-
tions of the EnKF to a hydrodynamic models obtained good estimations for a
similar ensemble size and found no gain in further increasing the ensemble size
[76], this appears to be a relatively robust property of the EnKF. In addition,
note that other studies advocate such general belief in the practitioners com-
munity to motivate their effort aimed at theoretically justify the effectiveness
of the EnKF for small ensemble sizes [114, 184]. As a desirable side effect, we
found that an ensemble of 100 particles results in a computational wall time of
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about 25 min 35 s ± 2 min 4s, which reduces 4.2 times the computational load
with respect to a (N = 500)-sized EnKF (1 h 48 min 41 s ± 19 min 38s), and
8.4 times the average computational load of a (N = 1000)-sized EnKF run
(3 h 36 min 49 s ± 37 min 21s). As far as dynamical noise variances σv and σg
are concerned, our results suggest that their value do not play any major role,
at least in the range we tested (10−2, 10−3), but we found no confirmation of
such result in the literature and we suggest care in generalising such result to
other models.

Then, in the second twin experiment we made the initial condition for the
model parameter unbiased. In particular, we turned µθ0 into a hyperparam-
eter whose components are, in average, thirty-five times larger than the true
parameter values. In such way, the random walk of the parameters in the
Θ space is not pro forma, and the EnKF does need to explore the parameter
search-space in order to retrieve the correct parameter values. In this unbiased
case, our findings showed that:

i) there is a high correlation between the in-sample and the out-of-sample
DS-performance score, so that a very small in-sample error can be con-
sidered as a reasonable indicator that the out-of-sample prediction will
be good;

ii) the performance score distribution is bimodal, with the lower peak cor-
responding to essentially perfect in-sample estimations and rather good
out-of-sample predictions;

iii) one should only focus on the few best runs (measured according to the
forecast skill in a validation time window which is not part of the train-
ing dataset) when interested in foretelling the neuron behaviour in un-
observed conditions, because mean results are not satisfactory;

iv) small parameter errors do not guarantee good out-of-sample predictions,
so that we should scale down our expectations on the ability of aug-
mented state-space filters to consistently estimating model parameters.
Possibly, only few maximal conductances can be tracked down with suf-
ficient accuracy.

Finally, we report here that the average computational wall time for one of
the 40 EnkF runs in this biased twin experiment is 8 min 37 s ± 6 s, which is
significantly smaller than the one obtained using an ensemble of N = 100
particles in the previous twin experiment. The reason of such discrepancy was
not investigated, but a possible explanation is that a different amount of CPUs
was actually employed in the two experiments due to the shared usage of the
computing facility by other users.
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In conclusion, in light of the last twin experiments, we have more modest
hopes in the potentiality of the augmented state-space EnKF. In particular,
one cannot expect that all model parameters can be estimated with high accu-
racy. However, we are still confident that the method is able to provide good
predictions in relatively cheap execution time, although it is foreseeable that
only a few high-quality runs will provide reasonable prediction results.

In the next chapter, we move to a truly experimental setting where the
neuronal data to be assimilated are not generated by the prior model, but
they are recorded by experimentalists in a laboratory.
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Chapter 10

Assimilating experimental data
in a realistic BBP model

In the previous chapters, we applied some Bayesian inference methods to a
couple of single-neuron models and showed that we are able to recover the
dynamics of the unmeasured variables as well as the values of many modelling
parameters in different twin experiments. We drew the conclusion that these
methods can be effective, at least when the data are generated by the same
model that is then used for the data assimilation. However, this is not of much
use for practical purposes. In fact, in the real world one only has experimental
data and a proposed model which is not guaranteed to be suitable to reproduce
those data. Would the Bayesian methods employed so far be still effective?

In this chapter we address such problem by focusing on the application
of some inference methods, but only in the case of data obtained from ex-
periments. As we show, many practical issues arise when dealing with such
data.

In the first Section 10.1 we present the experimental dataset concerning
pyramidal cells which is used in this work, while in Section 10.2 we introduce
and propose a solution to some practical issues. Note that after several prelim-
inary attempts, we noted that the previously used model parameters bounds
prove not to allow any reasonable estimation when assimilating experimental
data on BBP neuron model L23 PC cADpyr229 1. As a consequence, in Sec-
tion 10.2 we describe our proposal for reducing the parameter search space
size. Disappointingly, not even such adjustment made the EnKF effective. So,
in Section 10.3 we describe our choice for another suitable data-assimilation
method. In conclusion, in Section 10.4 we present the data assimilation results
which finally gave some acceptable prediction and then draw our conclusions.
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10.1 Blue Brain Project experimental dataset

The experimental dataset we consider in this chapter contains the membrane
potential traces which characterize the electrophysiology of some layer-5 pyra-
midal cells of Wistar rats. Such traces were recorded in vitro according to
several different experimental protocols. Note that this is the dataset em-
ployed by the Blue Brain Project to fit the pyramidal cell models for all layers
of the neocortical microcircuitry described in [149]. We refer to this paper and
its Supplementary material for further details about the experimental protocol
conditions.

Unlike our approach, the BBP fine-tuning method is not Bayesian but it
employs a multi-objective evolutionary algorithm in order to fit the statistics
(namely, the mean and the standard deviation) of some relevant electrophysio-
logical features such as the resting potential, the spike rate, the action potential
height, etc. Note that such procedure does not fit any single trace, but uses
the same extracted values obtained recording different principal neurons to
evaluate the model parameters of all pyramidal cells in the microcircuit. The
exact procedure is described in [60] and, more recently, in [203] where the issue
of features extraction is addressed as well. In [85], the resulting algorithm is
applied in detail in order to generate realistic models of layer 5b pyramidal
cells. We acknowledge the Neuroinformatics division of the Blue Brain, di-
rected by Sean Hill at the École Politechnique Fédérale de Lausanne (EPFL),
for kindly providing us all the neurophysiology data mentioned and used in
this chapter. These data should be available on the NMC portal soon.

To give an idea of the traces contained in the dataset, a brief overview
of the various protocols is given in Figure 10.1, where the activity of a same
cell in response to different stimuli is depicted. First, Figure 10.1a exemplifies
the IDRest protocol, which consists in presenting a step input current of the
form (5.15): a negative hyperpolarizing current is injected in the cell for three
seconds in order to keep the membrane potential hovering around its voltage
base, and then a depolarizing current lasting two seconds is superimposed after
the first 700 ms in order to elicit some kind of response. On the other hand,
the ramp current protocol APThreshold results from considering an input cur-
rent which increases linearly from zero ampere up to a pre-decided value as
in Figure 10.1b. These are two experimental protocols which are commonly
known in the electro-neurophysiology community as they allow one to identify
some key properties of in vitro neurons. However, more exotic protocols are
available in the BBP dataset. For instance, the SineSpec protocol consists
in presenting a sinusoidal input current as the one pictured in the bottom
panel of Figure 10.1c, while the NoiseSpiking protocol results from inject-
ing an oscillating input current with a stochastic white noise overlapped (see
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(a) Step input current.
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(b) Ramp input current.
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(c) Sinusoidal input current.
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(d) Noisy input current.

Figure 10.1: Examples of external current profiles and corresponding membrane
potential traces for four different experimental protocols considered in the Blue Brain
Project dataset for pyramidal cells. In each subfigure, the bottom panel depicts
the input current profile whereas the top panel shows the corresponding membrane
potential time course. All traces in the picture refer to the same layer 5 pyramidal
cell (named C060109A1 in the dataset).
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Figure 10.1d).
Notice that in all panels of Figure 10.1 the x-axis (corresponding to the

time variable), has different time resolution in each protocol. For instance,
the IDRest protocol spans a 3000 ms time window with 12 000 points (i.e.
four points per millisecond) whereas the APThreshold protocol only spans
2100 ms with almost the double of total amount of points (ten points per
millisecond). Also note that in general, in correspondence of the membrane
action potentials, the underlying current profile has similar spikes. This is due
to the rapid membrane potential sign switch which influences the recording
device.

10.1.1 Experimental traces selected for data assimila-
tion

As for the simulated data we used in the twin experiments described in the
previous chapter, we here only consider data from the step current protocol
IDRest. In particular, we consider the trace represented in the top panel of
Figure 10.1a as the true data y0:J , where J = 19 999. As in the simulated
data generation process described in Section 5.3.3, the input current is a step
current of the form (5.15),

I
(in)
ext (t) =


Ihyp t ∈ [0, 700ms)

Ihyp + I
(in)
dep t ∈ [700ms, 2700ms)

Ihyp t ∈ [2700ms, 3000ms]

,

where the hyperpolarizing current amplitude is Ihyp = −0.0240728 nA and

the depolarizing current amplitude is I
(in)
dep = 0.3314559 nA. These values are

extracted from the experimental current trace (lower panel in Figure 10.1a) by
averaging the input current values in each regime.

In addition, two other experimental traces were taken into account in order
to test the data assimilation algorithms forecasts. These are represented in Fig-
ure 10.2, and they are the responses to the input currents I

(out1)
dep = 0.5522364

nA (the first out-of-sample trace, Figure 10.2a) and I
(out2)
dep = 0.6999846 nA (the

second out-of-sample trace, Figure 10.2b). The hyperpolarizing step current
assume the same value Ihyp ≈ −0.024 for all traces, although small O(10−4)-
deviations are possible because of the averaging of experimental traces. Fi-
nally, Figure 10.2c shows the raster plot relative to the in-sample and both
the out-of-sample traces, allowing a visual comparison between the respective
spike timing. For instance, we note that incrementing the depolarizing cur-
rent amplitude from I

(in)
dep = 0.3314559 (in-sample trace) to I

(out2)
dep = 0.6999846
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(a) First out-of-sample true trace
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(b) Second out-of-sample true trace
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Figure 10.2: Experimental dataset for assimilation: plots of the two out-of-sample
experimental traces (a-b) and raster plot of the in-sample trace and both out-of-
sample traces (c).

(second out-of-sample trace) results in an increased number of output spikes.
Indeed, the spike rate increases from 6.5 Hz (13 spikes in the two-seconds-long
injection time for the in-sample experimental trace) up to a 17.5 Hz for the
second out-of-sample trace.
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10.2 Choosing the parameter search space

First of all, we tried to apply the ensemble Kalman filter to the experimental
dataset pictured in Figure 10.2c in similar conditions to the twin experiments
described in the previous chapter. That is to say that only positivity con-
straints were considered on the modelling parameters. As a consequence, the
parameter state space was given by the first orthant of the dθ-dimensional space
Θ = (0,+∞)dθ in this bootstrap attempt. Without going into too many details
on the EnKF settings, we just report that we first assumed that the parameter
initial condition was centred on the Blue Brain Project value µθ0 = θBBP.

As this never yielded any acceptable output (all output traces never ex-
hibited more than one spike at onset of the excitatory input), we also tested
different parameter initializations, not only changing the mean but also testing
different variance amplitudes. Unfortunately, despite testing an uncountable
number of setting parameters configurations, no sufficiently good result was
obtained in such conditions. Then, we decided to try overcome such issue
by shrinking the search space for the parameter vector Θ in some meaningful
fashion.

Therefore, at the first attempt we resorted to the parameter bounds the
Blue Brain Project considered in its optimisation procedure. These are not
explicitly reported in [149], but they can be recovered from the newly imple-
mented Blue Brain optimiser bluepyopt [BLUE:werner˙bluepyopt], which
is available at the web page [9]. We summarise the BBP parameter search

intervals in Table 10.3 and henceforth refer to any of such intervals as I
(k)
BBP,

where the integer k is intended to index the components of the parameter
vector θ. Reading such table we notice, for instance, that the sodium and
potassium conductances have search interval rather large for both somatic and
axonal compartments (up to 4000 mS/cm2 for axonal ḡNat and ḡNap), especially
when compared to the calcium conductances.

However, despite the precaution of reducing the search space to a bounded
set, the estimation results were still highly unsatisfactory. Such reiterated
failure caused the necessity to understand what was going awry with the EnKF,
and to possibly identify some way of further reducing the parameter bounds
in an effective manner.

10.2.1 Likelihood profiles

Driven by the idea that Bayesian methods should in principle converge to the
vicinity of some absolute minimum θopt of the posterior distribution (which is
the case at least for smoothing methods), we decided to look at the likelihood
marginal profiles. Indeed, the likelihood term gives a substantial contribu-
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Parameter Somatic I
(k)
BBP Axonal I

(k)
BBP Apical I

(k)
BBP Unit

ḡNat [0, 4000] mS/cm2

ḡNat2 [0, 1000] [0, 40] mS/cm2

ḡNap [0, 4000] mS/cm2

ḡKt [0, 100] mS/cm2

ḡKp [0, 1000] mS/cm2

ḡM [0, 1] mS/cm2

ḡKv3.1 [0, 1000] [0, 2000] [0, 40] mS/cm2

ḡSK [0, 100] [0, 100] mS/cm2

ḡCaHVA [0, 1] [0, 1] mS/cm2

ḡCaLVA [0, 10] [0, 10] mS/cm2

γ [0.0005, 0.05] [0.0005, 0.05] 1
decay [20, 1000] [20, 1000] ms

Table 10.3: Search parameter intervals I
(k)
BBP for the optimiser considered in the

Blue Brain Project according to the examples implemented in [9]. Only the pa-
rameters that were considered free to fit the model in the BBP are reported (for
instance, no basal parameter appears in the table because all the modelling parame-
ters of the basal compartment were considered fixed in the BBP). The complete list
of model L23 PC cADpyr229 1 parameters and the corresponding values computed
in the Blue Brain Project are given in Table 5.7.

tion to the smoothing posterior (2.12), and it might very well be that some
large “energy barrier” separates the initial condition (which is close to θBBP)
from the target minimum θopt. This statement is motivated in more detail in
Remark 10.1.

To this end, we introduce the average sum of squared errors (SSE)

dSSE(θ, y0:J) =
1

J + 1

J∑
j=0

|yj − Vj(θ)|2. (10.1)

In the above expression, we denote V0:J(θ) the deterministic solution of model
L23 PC cADpyr229 1 (equations (5.11), (5.12), (5.13), and (5.14)) with mod-
elling parameters given by θ and a deterministic initial condition given by
V0 = y0 ≈ −70mV. The initial values for activation and inactivation variables
are given by the corresponding asymptotic values mion,∞(V0) and hion,∞(V0)
and the value of 5× 10−5 mM is taken as initial calcium concentration1. With

1Note that in the following Remark 10.1, the shorthand x0(V0) is used to denote the
complete initial state variable vector defined as a function of the initial membrane potential
V0 according to such asymptotic-value procedure.

193



such definition of V0:J(θ), we can look at the previous expression as a sort of
distance between the parameter vector θ and the experimental trace y0:J : the
smaller dSSE(θ, y0:J) gets, the closer θ is to the target parameter set θopt.

Remark 10.1. Note that the function θ 7→ dSSE(θ; y0:J) defined in (10.1) is
proportional to the (neg-log-) smoothing distribution (2.12) of the augmented
state space (x, θ) ∈ X × Θ for model L23 PC cADpyr229 1, in case of deter-
ministic dynamics.

In fact, suppose that Σz = diag(Σx,Σθ) = 0 (deterministic dynamics in both
x and θ), that Cz0 = diag(Cx0 , Cθ0) = 0 (the initial condition is deterministic),
and that the measurement covariance matrix is given by Γ1/2 = 1 mV. Then,
since the neg-log-smoothing function (2.12) writes2

S(x0:J , θ0:J ; y0:J) =
1

2
δx0(y0)(x0) +

1

2

J∑
j=1

δgj−1(xj−1)(xj) +
1

2

J∑
j=0

δθ0(θj)

+
1

2

J∑
j=0

|yj − Vj(θ0)|2,

we have that the posterior function only consists in the likelihood term. Indeed,
all Dirac delta terms can be seen as simple constraints. However, we notice
that in the r.h.s. of the above equation, the last sum can be written as the
squared L2-distance d2(V0:J(θ0), y0:J). Hence, in case of Gaussian state-space
model the likelihood derives from the Euclidean distance on the measurement
space Rdy(J+1) which, in return, is proportional to the average SSE.

In conclusion, we just showed that minimizing dSSE( · , y0:J) is equivalent
to find the maximum of the smoothing distribution in case of deterministic
dynamics and Gaussian state-space model. ♠

For θk = ḡNat2, ḡKv3.1, ḡSK, ḡCaHVA, ḡCaLVA, ḡL, ḡH, γ, decay, the generic k-th
panel of Figure 10.4 plots the marginal likelihood profile in case all model
parameters but the k-th are fixed to the value compute by the BBP, while
the k-th parameter spans the Blue Brain Project search interval I

(k)
BBP in a

univariate manner. Note that all BBP search intervals are listed in Table 10.3,
except for those of parameters ḡL and ḡH which were considered fixed in the
BBP. In our experiments, we chose these two search spaces to be both equal
to [0 mS/cm2, 0.01 mS/cm2].

In formulas, the k-th panel pictures the graph of the marginal univariate
dSSE-fit function

θk 7→ dSSE(θ
(¬k)
BBP, y0:J)

2We recall that we use the notation δx̃(x) to indicate the Dirac mass centred on the
singleton {x = x̃}.
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Figure 10.4: Graphs of the univariate dSSE-fit functions, i.e. the marginal average

sums of squared errors I
(k)
BBP 3 θk 7→ dSSE(θ

(¬k)
BBP, y0:J). The red crosses mark the

position of the parameter value computed from the BBP, while the orange, blue
and light blue crosses point out the parameter values that produced the traces in
Figure 10.5.

for θk ∈ I(k)
BBP, where θ

(¬k)
BBP = (θ1

BBP, . . . , θ
k−1
BBP, θ

k, θk+1
BBP, . . . , θ

dθ
BBP). A red cross

is reported in each panel to point out the parameter value θkBBP.

The first straightforward observation is that the red crosses are all located
at the far left of the search intervals, corresponding to conductances which are
very small with respect to the overall size of the search space. In addition, it
appears that the likelihood is small only in a neighbourhood of the BBP value,
whereas it gets almost constant approaching the supremum of the search space.

To investigate the reasons of such parameter-space structure, we plotted the
traces corresponding to some of the parameter large values. The specific values
are those corresponding to the orange, the dark blue, and the light blue crosses
in Figure 10.4a, Figure 10.4e, and Figure 10.4i, respectively. The resulting
trajectories are plotted in Figure 10.5, and we immediately note that most of
them do not really represent any plausible neuronal activity. In particular,
the dark blue trace and the orange traces (which result from setting all model
parameter to the BBP values, except for ḡCaLVA and ḡNat2, respectively) only
produce one action potential and then exhibit a somewhat unrealistic resting

195



0 500 1000 1500 2000 2500 3000
time (ms)

100

80

60

40

20

0

20

40

60
V

 (
m

V
)

θ= θBBP
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Figure 10.5: Numerical solutions of model L23 PC cADpyr229 1 for different val-
ues of the modelling parameter θ. The red trace exhibiting seven spikes corresponds
to θ = θBBP, whereas the other lines are produced modifying one single component
of the parameter vector (see the legend).

behaviour.

Then, we also plot the graph of the univariate DS-fit function

θk 7→ DS(θ
(¬k)
BBP, y0:J),

where DS is the SPIKE-distance defined in (7.2) and the distance between

the parameter θ
(¬k)
BBP and the dataset y0:J is intended in the same sense as

in (10.1). Analysing Figure 10.6, we remark that the plateau effect is even
more pronounced. Since that SPIKE-distance captures more accurately the
electrophysiological activity than SSE, we deduce that the electrophysiology
properties are substantially constant in that region. Hence, it looks like in a
very large portion of the search space, the model simply does not represent an
active neuron when the in-sample input I

(in)
ext (t) is presented!

We draw the conclusion that a large portion of the parameter space is
actually irrelevant to our search. Indeed, in such parameter region the model
seems to be no plausible candidate to reproduce the neuron activity we feed
it. In the following section we describe our choice of a criterion for reducing
the parameter search space size.
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(d) ḡCaHVA

2 6 10
0.20

0.24

0.28

0.32

0.36

(e) ḡCaLVA
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Figure 10.6: Graphs of the univariate DS-fit functions, i.e. the marginal SPIKE-

distances IkBBP 3 θ(k) 7→ DS(θ
(¬k)
BBP, y0:J). The red crosses mark the position of the

parameter value computed from the BBP, while the orange, blue and light blue
crosses point out the parameter values that produced the traces in Figure 10.5.

10.2.2 Reducing the parameter search space size

Analysing Figure 10.5, we choose to base our search-space shrinkage on whether
or not model L23 PC cADpyr229 1 produces realistic responses in a given
parameter region. Specifically, in order to perform such analysis in an non-
subjective manner, we decide to tell apart a plausible parameter configuration
from a non-realistic one based on whether the number of spikes elicited by the
input current I

(in)
ext (t) is smaller or larger than three.

Indeed, we report that most of the traces exhibiting less than three ac-
tion potentials that we inspected were similar to the orange and the dark blue
traces in Figure 10.5. These exhibit only one spike3 and then display a strange
resting behaviour which we consider as too odd to represent a neuron plausi-
ble response to an excitatory input. We think that searching the parameter
values in those portion of the parameter intervals would be a waste of time.
On the contrary, we deem desirable to leave enough room in the search space

3Using the elephant Python module, an action potential is detected only when the
membrane potential surpasses the 0 mV value and changes sign.
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to include traces like the light blue one. Indeed, although this one exhibits a
peculiar behaviour, it is still close to a plausible neural response to I

(in)
ext (t). In

fact, although the potential trace is significantly ragged, it could be that mod-
ifying other parameters the choice decay = 39.80 ms would result in realistic
trajectories.

Since, as hinted by Figure 10.4 and Figure 10.6, we observed a monotony in
the number of spikes, we argue that identifying the parameter values θk such
that V0:J(θ

(¬k)
BBP) exhibits exactly three action potentials is enough to effectively

reduce the search-space size. In order to do so in an automated manner, we take
advantage of the Victor-Purpura SPIKE distance introduced in Section 7.1.1
using q = 0. As for such value of the metric parameter only the number of
spikes are compared, in this chapter we write DCOUNT instead of DSPIKE

q=0 for
the sake of notation compactness. In particular, we compare the spike train
resulting from a given trace V0:J(θ) to an empty spike train (denoted 0 here),
and look for the zeros of the univariate function

θk 7→ DCOUNT(θ
(¬k)
BBP, 0)− 3.

Again, this means that we look for the parameter value such that the
resulting model exhibits exactly three action potential. We stress that this is
the only condition we impose to discriminate between realistic and unrealistic
parameter values: if for a given parameter set the model produces less than
three spikes, then the model’s response to I

(in)
ext (t) is considered as unrealistic

and that parameter set is hence discarded.
In practice, we choose to apply a bisection method with absolute tolerance

tol= 10−3 (i.e., the θk zero-point value has to be accurate to the third decimal
digit). We chose the bisection method as we are dealing with a discrete-valued
function (DCOUNT only assumes integer values) so no derivative-based method
or secant-like method would be particularly effective. Note that, theoretically
speaking, the bisection method only applies to continuous functions. How-
ever, we assume that the Victor-Purpura COUNT distance is continuous in
an integer-sense (i.e., for small changes in a single parameter value θk, the
function varies smoothly assuming all intermediate integer values), so that the
bisection method is guaranteed to converge to some zero of the target function.

In fact, θk 7→ DCOUNT(θ
(¬k)
BBP, 0)−3 assumes opposite sign at the boundaries

of I
(k)
BBP for most parameters. In particular, for all parameters but ḡNat2, decay,

and ḡH the function is positive in the lower boundary and negative (i.e., it pro-
duces less than three spikes) in the upper boundary. On the other hand, decay
and ḡH always produce realistic traces (the respective univariate DCOUNT func-
tions assume positive values at both edges), whereas the univariate DCOUNT

function relative to ḡNat2 is negative at both boundaries. For the latter, we pro-
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Parameter Somatic I
(k)
new Somatic I

(k)
BBP Unit

ḡNat2 [0.463353, 6.78065] [0, 1000] mS/cm2

ḡKv3.1 [0, 1.95312] [0, 1000] mS/cm2

ḡSK [0, 0.585938] [0, 100] mS/cm2

ḡCaHVA [0, 0.00585938] [0, 1] mS/cm2

ḡCaLVA [0, 0.136719] [0, 10] mS/cm2

γ [0.0005, 0.00755762] [0.0005, 0.05] 1
decay [20, 1000] [20, 1000] ms
ḡL [0, 0.00112305] [0, 0.01]∗ mS/cm2

ḡH [0, 0.01] [0, 0.01]∗ mS/cm2

Table 10.7: Updated search parameter intervals I
(k)
new compared to those of the Bue

Brain Project I
(k)
BBP. Only somatic parameters considered in our data-assimilation

experiment are reported. The intervals marked with an asterisk (*) were not con-
sidered by the BBP but arbitrarily set by the authors.

ceeded running the bisection method on two separate intervals: the first inter-
val ranges from the lower bound of ḡNat2’s I

(k)
BBP and θ

(k)
BBP = 0.926705 mS/cm2,

while the second ranges from θ
(k)
BBP to the upper boundary of ḡNat2’s I

(k)
BBP. This

is possible, because we know from Figure 10.5 that for θ = θBBP such func-
tion is greater than zero (the red trace exhibits seven action potentials). Such
bisection procedure resulted in the updated search intervals for the somatic
parameters I

(k)
new which are presented in Table 10.7.

Note that we could have included axonal and apical parameters as well.
However, in all tests we ran the influence of non-somatic parameters on the uni-
variate DS- and the dSSE-fit functions was several order of magnitude smaller
than the somatic ones. Then, we concluded that assessing non-somatic pa-
rameters would not be meaningful without including non-somatic data in the
assimilation.

Remark 10.2. We acknowledge that the bisection approach we propose here is
far from being ideal. Some of the main flaws we identified include the following.

 The main choices we made to come up with such procedure are extremely
application-dependent. In particular:

I only responses to the input current I
(in)
ext (t), starting from the single

specific initial condition x0(y0) are tested;

I assessing whether or not a model is able to represent a neuron only
based on the number of action potentials it produces is a choice which
neglects several aspects of a neuron electrophysiology.
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 The algorithm output depends on the “base point” θBBP. Using a different
parameter set as base point to univariately modify one parameter at the
time would result in different updated intervals.

 It is possible that there are multiple zeros and we only took the first one
reachable via the bisection method.

 Our procedure only considers a univariate approach. However, note that
a more complete multivariate analysis would be too expensive from a
computational point of view. Indeed, sampling the whole multidimen-
sional parameter space with a sufficiently dense mesh requires a huge
number of function evaluations. For instance 100 sample points per uni-
variate interval would result in O(1018) function evaluations. To give an
idea, considering that one hundred function evaluations (i.e. one hundred
model runs) take about 3 min 3s ± 43 s in average4, this would result in
an execution time of about ten billion years, approximately twice the age
of planet Earth. This is a clear example of the curse of dimensionality.

Nevertheless, such approach has the advantage of being simple, fast to be exe-
cuted, and, most importantly, it allows one to identify a good set of parameters
fitting the experimental trace in some sense, as we show in the following sec-
tions. ♠

After this adjustment, we ran the EnKF enforcing the new reduced bounds
I

(k)
new’s. However, all output traces turned out being absolutely unrealistic once

again, so that it is not even worth reporting them here. Then, since at this
point we got convinced the sequential algorithm was not effective to assimilate
experimental data in model L23 PC cADpyr229 1, we decided to double back
to some kind of variational method to explore the parameter search space in a
more direct way. In particular, we decided to apply a brute-force minimization
method of some cost function of choice. In the following section we describe
and motivate our final decision for such an objective function.

10.3 Selecting an effective assimilation method

In practice, we tested a number of objective functions and, in analogy to the
procedure which motivated the search-space size reduction, the first natural

4Value estimated running one hundred parameter configurations for 2500 ms in parallel
on the Fudan University Institute for Science and Technology for Brain-Inspired Intelli-
gence (ISTBI) computing cluster ten times. The cluster specifics are those reported at the
beginning of Section 9.1
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choice was to select the multivariate SSE-distance θ 7→ dSSE(θ, y0:J), or some
`p
(
Rdθ
)
-distance (i.e., a sort of parameter-equivalent of the absolute measure-

ment error defined in Section 4.4.1). Unfortunately, our preliminary studies
seemed to highlight that such metrics were not effective at all, even though we
tested different values of the distance parameters p.

In a second attempt, we also tried to augment the solution space with the
time derivatives (approximated via finite-difference methods) of both V0:J(θ)
and of y0:J , so to equip the `p-comparison of the two traces with some in-
formation regarding the time placement of action potentials. In fact, spikes
consists in a sudden depolarization followed by the swift hyperpolarization of
the neuron membrane potential, and such increase and decrease pattern has a
sharp counterpart into both the magnitude and the sign of the potential dif-
ference quotient

Vj+1−Vj−1

2∆t
. Disappointingly, not even this expedient improved

the performances with respect to the previously tested `p distance.
Then, we redirected ourselves to some metric more tailored to detect differ-

ences in two single-neuron activities. In particular, we dropped the ambition
to point-wisely estimate the membrane potential trace and focused on the
following spike train distances:

• the van Rossum distance, defined in Section 7.2.1, resulting in the van
Rossum objective function

θ 7→ DRoss
q (θ, y0:J);

• the Victor-PurpuraDSPIKE
q SPIKE train distance defined in Section 7.1.1,

resulting in the objective function

θ 7→ DSPIKE
q (θ, y0:J),

which we refer to as the Victor-Purpura objective function;

• and the parameter-free SPIKE distance defined in Section 7.3.1, corre-
sponding to the SPIKE-distance objective function

θ 7→ DS(θ, y0:J).

In all results we present in the following, we took advantage of the size reduc-
tion presented in the previous section. Namely, the parameter search-space
was set to be the dθ-dimensional hyper-rectangle Θ =

∏dθ
k=1 I

k
new.

Remark 10.3. Note that, using the same notation established at the beginning
of this chapter, when we mention the spike-train cost functions it is implied
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that the distance is computed between the respective spike-trains. For instance,
DSPIKE
q (θ, y0:J) denotes the Victor-Purpura spike distance between the spike

train extracted from the membrane potential trace V0:J(θ) and the spike train
extracted from the experimental trace y0:J . ♠

One may think that minimizing such objective functions essentially consists
in resorting to the 4DVAR smoothing method. However, this is actually true
only if we assume a uninformative prior distribution on the signal augmented
variable.

However, even assuming we are applying 4DVAR, resorting to minAone
code was not an option for implementation reasons. In fact, the code devel-
oped by H. Abarbanel’s research team requires that the complete ODE vector
field underlying the deterministic discrete-time map gj−1(xj−1, θj−1) can be
explicitly written in symbolic form. Although this is possible in many appli-
cations, it is not the case for the Neuron-implemented BBP models. In fact,
Neuron uses the compiled programming language nmodl5 to build its neuron
models, and linking the Python scripts which include the resulting executables
to the IPOPT minimization toolbox minAone hinges upon is not straightfor-
ward. As a consequence, we decided to take advantage of some other Python
optimisation toolbox.

However, since at this point we wished to use some ready-to-use library, we
first tested simulated annealing [204], a global metaheuristic and probabilistic
optimisation method which is related to Metropolis-Hastings methodology to
a certain extent. However, in addition to requiring a non-negligible fine tuning
of its setting parameters, such method appeared to converge extremely slowly
and it did not provide any useful solution in all runs we launched.

Then, we tested a different family of optimisation methods, namely meta-
heuristic population-based algorithms. In particular, we took advantage of the
efficient implementation of the particle swarm optimisation method (PSO, see
Remark 2.8) provided by the parallel Python module pygmo [25], developed by
F. Biscani and D. Izzo.

In the following section, we analyse the results obtained minimizing the
above-mentioned objective functions with the PSO methods .

10.4 Results analysis

In particular, we applied the canonical particle swarm method with constric-
tion factor, corresponding to variant 5 of algorithm PyGMO.algorithm.pso

5the Neuron version of the model description language (modl) [87], developed by the
NBSR (National Biomedical Simulation Resource, [119])
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Figure 10.8: Median result of van Rossum objective function for (a) q = 50 s−1

and for (b) q = 15 s−1

(refer to [168] for more details on such method) using the following values
of the method parameters: constriction factor ω = 0.7298, cognitive compo-
nent η1 = 2.05, social component η2 = 2.05, and maximum velocity coefficient
vcoeff = 0.5 (refer to [10] for more details on the pygmo implementation of the
PSO; such website also provides a general overview of the pygmo Python mod-
ule, its essential documentation, and some use examples). For all objectives,
we considered 100 independent runs of the PSO, using a swarm size of 25
particles, evolving for up to 150 generations.

First, we tested if the van Rossum objective function provided sufficiently
good solutions. Since in principle the larger the q-value, the more sensitive
the metric is to precise spike timing, we started off by selecting q = 50 s−1. A
trace representative of the resulting general output is represented Figure 10.8a,
where the estimated membrane potential time course corresponding to the
median DRoss

q=50-value is plotted against the assimilated experimental data. It is
evident that the average result produced by such metric is not satisfactory at
all, as the timing of about one action potential out of two is correctly estimated.
Nevertheless, we remark that the results obtained with such objective function
are still far better than those produced by any of the unreported attempted
methods (from EnFK, to previously tested minimization methods or metrics).

Then, we tested different values of the scale parameter q, to check if this
was enough to improve the estimation quality. The overall results for q =
15 s−1, 20 s−1, 30 s−1, 50 s−1 are presented in compact form trough the box-plots
pictured in Figure 10.9a. These highlights that selecting q = 15 s−1 actually
allows the minimization method to reach considerably smaller objective values
than any other tested q-value. The statistical significance of this statement was
confirmed by the application of a Tukey’s HSD test with p < 5% (note, in this

203



1.5

2

2.5

3

3.5

4

(a) van Rossum distance

2

4

6

8

10

12

14

16

18

(b) Victor-Purpura distance

Figure 10.9: Box-plot comparison of the in-sample results obtained minimiz-
ing (a) the van Rossum, and (b) the Victor-Purpura objective functions with
q = 15 s−1, 20 s−1, 30 s−1, 50 s−1, ranked according to the respective fitness values.
The box lower and upper edges mark the first and third quartile, respectively, while
the bar in the middle of the box denotes the median objective function value and
the notches its confidence interval. The whiskers extend up to 1.5 times the inter-
quartile range, and the points falling outside such ranges are considered outliers of
the distribution. The dark green crosses denote the distribution mean, while the
light green error bars their confidence intervals.
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sense, the non-intersecting confidence intervals of the group means marked by
light-green error-bars). In term of membrane potential traces, this translates
in the substantial improvement of the matching between the estimated spike-
train and the experimental one pictured in Figure 10.8b.

Aiming at identifying the objective function able to obtain the best estima-
tion results, we first performed the same test on the Victor-Purpura objective
function. Again, we obtained that q = 15 s−1 is the best choice for such metric
too (see Figure 10.9b). Then, we took the SPIKE-distance objective function
into consideration. In order to compare the results obtained with the best
q-value for both the van Rossum and the Victor-Purpura objective function
to the SPIKE-distance ones, we needed a single comparison criterion. Being
only parameter-free and uniformly bounded metric, we opted for ranking all
previously found solutions according to the DS-metric. This simply means
that we computed the performance scores DS(in), DS(out1), and DS(out2)
for all traces produced minimizing each of the cost functions (DS, DRoss

q=15, and
DSPIKE
q=15 ), and used such values to compare the quality of each run. Note that,

since, as we show in the following, once the suitable scale parameter q has
been identified the three metrics yield very similar results, we argue that using
any of these metrics to rank and compare the results would actually lead to
analogous outcomes. Nevertheless, we claim that the normalization consid-
ered in the [0, 1]-valued DS distance allows one to better compare the response
to stimuli with different amplitudes. Indeed, both van Rossum and Victor-
Purpura SPIKE distances are approximately linear in the number of spikes
contained in the spike train, and the comparing the response in, say, the out1

and out2 time window would lead to a larger bias. In fact, the different time
windows we considered contain a significantly different number of spikes. Note
that, before proceeding in the comparison, we first verified that q = 15 s−1

is the best value for both van Rossum and Victor-Purpura results also when
measuring the fitness-value according to the SPIKE-distance.

First, running a non-parametric Friedman test on the in-sample fitness
values DS(in) we observed that no statistically significant difference holds
between the results produced by these three metrics. Then, considering the
average error among all time windows [DS(in) +DS(out1) +DS(out2)]/3, we
found that the distribution of the predicted results across all time windows
is essentially the same (see Figure 10.10). All these evidences highlight that,
for the three cost functions considered, the procedure fits the assimilated data
reaching fundamentally the same in-sample precision and similar out-of-sample
predictions.

Furthermore, we found that unlike the biased twin experiment results, a
small in-sample error is not a good predictor for a good out-of-sample esti-
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Figure 10.10: Empirical p.d.f.’s of the DSPIKE
q=15 results (red line), the DS results

(bright green line), and theDRoss
q=15 results (blue line). The x-axis represents [DS(in)+

DS(out1) + DS(out2)]/3, i.e. the average value of the SPIKE-distance error in
the in-sample and both out-of-sample time windows. Box-plot description as in
Figure 10.9.

mation. Indeed, the absolute correlation coefficient |ρ| between the in-sample
error DS(in) and the average out-of-sample error [DS(out1) + DS(out2)]/2
is always smaller than 0.05. Then, if using the EnKF a good in-sample score
already gives some insight on the quality of the out-of-sample predictions (see,
the twin experiment described in Section 9.2 and, in particular, Figure 9.10),
using a cost-function minimization approach the successful runs can only be
selected based on some out-of-sample prediction.

10.4.1 Selection by validation in a forecast-skill sense

Then, to select the good runs obtained minimizing each of the three spike-train-
based cost function, we proceeded by a validation argument as in Section 9.2.4.
Namely, we checked how the model endowed of the estimated set of parameters

206



0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45

0

5

10

15

20

25

30

35

Figure 10.11: Empirical p.d.f.’s of the DSPIKE
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(bright green line), and the DRoss
q=15 results (red line). The x-axis represents DS(out1),

i.e. the SPIKE-distance score in the validation set (the first out-of-sample time
window).

θ̂ predicts experimental traces in the first out-of-sample time window out1

(consisting in experimental data which were not used to train the model).

The empirical p.d.f.’s represented in Figure 10.11 highlight that the re-
sulting DS(out1) statistics is substantially overlapping for all three cost func-
tions and the profile is extremely similar too. Then, in order to identify the
good runs produced by each cost function, we considered the best 10 runs
in a forecast-skill sense (those with minimal DS(out1) performance score) for
each cost-function. In particular, such runs correspond to the empirical 10-
percentile of the DS(out1) value (0.160 for the DSPIKE

q=15 cost function, 0.155
for the DS cost function, and 0.164 for the DRoss

q=15 results, respectively; see the
vertical dotted lines in Figure 10.11). Limiting ourselves to these good runs,
we were able to compute the prediction error in the second out-of-sample win-
dow out2. Note that such quantity represents an estimate of the prediction
quality of the neuron response to new stimuli. We obtained that the perfor-
mance score in such test dataset is analogous for all three metrics: for the
Victor-Purpura DSPIKE

q=15 good runs the DS(out2) score is 0.171 ± 0.007, for
the SPIKE-dist DS results it is 0.166 ± 0.024, and for the van-Rossum DRoss

q=15

results 0.174 ± 0.009. In addition, note that such values are fairly close to
the respective 10-percentiles, suggesting that if a parameter set θ̂ predicts an
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Parameter Victor-Purpura SPIKE-distance van-Rossum

mean cv mean cv mean cv
ḡNat2 5.51 0.23 5.79 0.21 4.37 0.38
ḡKv3.1 0.31 0.67 0.54 0.68 0.38 0.60
ḡSK 0.29 0.59 0.25 0.72 0.30 0.67

ḡCaHVA 0.0035 0.34 0.0039 0.45 0.0037 0.56
ḡCaLVA 0.0479 0.93 0.0278 0.78 0.0306 1.27
γ 0.0029 0.82 0.0034 0.56 0.0033 0.71

decay 20.33 0.03 24.36 0.35 28.95 0.47
ḡL 0.0003 1.02 0.0002 0.65 0.0003 1.37
ḡH 0.0033 1.01 0.0057 0.62 0.0047 0.69

Table 10.15: Mean and coefficient of variation of the parameter values underlying
the “good runs” resulting by the minimization of cost functions DSPIKE

q=15 , DS , and

DRoss
q=15.

out-of-sample trace accurately, it is reasonable to expect it predicts well other
out-of-sample traces too.

To give a graphical representation of the corresponding solutions, we show
the raster plot and the underlying out-of-sample predictions of one of the
ten selected runs for the Victor-Purpura cost function (Figure 10.12), for the
SPIKE-distance cost function (Figure 10.13), and for the van Rossum distance
(Figure 10.14). As one can notice, only the spike timing are predicted with
good (but not perfect) accuracy whereas the overall time course of the mem-
brane potential is not reproduced by any of the traces. In particular, the base
potential value of the predicted traces is lower than the one of the experimental
recordings, as well as the value of the after-hyper-polarization depth and the
action-potential height.

To investigate the values of the model parameters that underlie the selected
runs, in Table 10.15 we report the mean and the coefficient of variation of
the estimated parameters in the “successful runs” obtained minimizing each
cost function. Analysing the table, we observe that the smallest coefficient of
variation are those for parameters decay, ḡNat2, ḡCaHVA (all smaller or close to
0.5 for all cost functions), and then for ḡKv3.1, ḡSK and γ (usually between 0.5
and 0.75). On the contrary, the coefficient of variation of ḡCaHVA, ḡL and ḡH

appear to be close or larger than one, suggesting that their estimate cannot be
considered precise. As a consequence, we argue that the estimates for ḡNat2,
ḡKv3.1, ḡSK, ḡCaHVA, decay and γ may be considered sufficiently accurate in a
forecast-skill sense, meaning that the range of the estimated values is likely to
that one which allow the behaviour of the experimental recordings. Indeed,
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(a) Overall raster plot. The black bars indicate the spike times
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Figure 10.12: Output obtained minimizing the DSPIKE
q=15 -objective function repre-

sentative of the corresponding “good runs” (the lower 10-percentile). In (b) and (c)
the blue traces indicate the estimated potential trace, which is plotted against the
respective experimental trace (dashed black line).
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(a) Overall raster plot. The black bars indicate the spike times
of the experimental trace y0:J , while the orange traces denote
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Figure 10.13: Output obtained minimizing the DS-objective function represen-
tative of the corresponding “good runs” (the lower 10-percentile). Legend as in
Figure 10.12.
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Figure 10.14: Output obtained minimizing the DRoss
q=15-objective function represen-

tative of the corresponding “good runs” (the lower 10-percentile of the DS(out1)
performance score). Legend as in Figure 10.12.
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it appears that the values of the parameters estimates are rather consistent
across the three cost functions, and the resulting ranges are relatively small
compared to the search intervals of each parameters (see Table 10.7).

Computational cost of the PSO minimization procedure

As far as the computational load is concerned, the three metrics require es-
sentially the same execution time. In fact, running the neuron model is much
more time-consuming than computing any of the the spike-train distances.
To give a reference of the overall computational load, consider that running
ten optimisation procedures in parallel on the ISTBI computing cluster6 took
about 5 h 57 min 42 s ± 1 h 12 min 20 s (such statistics is computed considering
the wall time of all optimization results reported here). Then, ignoring pos-
sible slowdowns due to the usage of the shared facility by other users and
supposing a uniform distribution among all runs, we can estimate the mean
execution time of a single PSO run to be about 35 min 46 s± 7 min 14 s, which
is comparable to the average execution time of the (N = 100)-sized EnKF in
the first twin experiment on the BBP model (cfr. Section 9.3).

10.5 Discussion and conclusions

In this last experiment, we aimed at assimilating Blue Brain Project experi-
mental data produced by step input currents (see Figure 10.1a and Figure 10.2)
into the detailed neuron model used by the BBP to reproduce the data for layer
2 and 3 pyramidal cells. The objective was, on the one hand to test the meth-
ods we applied using simulated data in a completely experimental setting, and
on the other hand to check the quality of the BBP model by verifying its ability
to exactly reproduce part of the same experimental data they used.

In sharp contrast to the twin experiments carried out in the previous chap-
ters, we were not able to successfully apply the ensemble Kalman filter even
though we adopted some earlier identified precautions (e.g. enforcing positivity
constraints) and some new ones too (such as exploring a bounded search space
whose size decreased attempt after attempt). Point-wise assimilation of the
membrane potential trace was not possible even using a maximum-likelihood-
like approach or any brute-force minimization of other cost functions based
on `p-point-wise estimation of the experimental recording. Only resorting to
neuron-tailored objective functions resulting from spike-train metrics allowed
us to identify a suitable set of model parameters able to predict some features
of the real neuron response to out-of-sample stimuli. In particular, we used a

6the cluster specifics are those reported at the beginning of Section 9.1
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validation dataset (the experimental data in the first out-of-sample time win-
dow) to select the successful runs of the minimization procedure, and then
evaluated the quality of the DA method using a different test set (the experi-
mental data in the second out-of-sample time window). However, we first had
to substantially reduce the parameter search-space size to make the minimiza-
tion procedure work, but the size-reduction procedure is far from being solid
and can difficultly be proposed as a standard for future studies.

Nevertheless, renouncing to point-wise estimation in such way, we were able
to obtain some parameter estimates that produce reasonable out-of-sample
predictions of the experimental spike trains. In particular, let us highlight
that

i) we found both the prediction quality and the parameter estimates to be
rather stable with respect to the minimized spike-train metric (either the
parameter dependent Victor-Purpura SPIKE distance and van Rossum
distance or the parameter-free SPIKE distance);

ii) the parameter estimates we identified do make the model match and
predict the experimental spike trains significantly better than the BBP
value θBBP (for instance, compare the red trace in Figure 10.5 to the one
in Figure 10.8b).

However, let us discuss the results we obtained in relation to the prior
model and the type of experimental data used for the assimilation. To begin
with, what we found seems to highlight that the model proposed by the BBP is
not able to point-wisely reproduce the data they assimilated. This is testified,
for instance, by the fact that the traces which have a good agreement with the
assimilated spike trains, all undergo a small but persistent hyperpolarization
at the beginning of all time windows (see Figure 10.8, Figure 10.13b-c, and
Figure 10.14b-c). It appears that when the initial Ihyp current is injected,
the experimental traces are already at their resting state, whereas the model
always hyperpolarizes in order to reach its resting potential, although both
receive the same input current. In the BBP paper [149], it is reported that
the leak conductance ḡL “was manually fixed to a value that created a resting
potential [...] in accordance with reported values” for pyramidal cell models
(see the Supplementary material at the section “Neuronal physiology”), but
even considering such parameter as an unknown, our optimization procedure
did not yield any parameter configuration compatible with the experimental
data. This fact can also explain the EnKF failure: since such method has to
track down even the first values of the experimental potential time course, it is
immediately driven away from the good state-variables and parameters values
which agree with the experimental data.
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However, we do not think this is a proof that detailed single-neuron models
cannot be fine-tuned to membrane potential data using Bayesian DA meth-
ods in general, but only that data produced by step-current IDrest protocols
are not informative enough. Indeed, there are plenty of examples where this
task has been successfully carried out: see for instance [199, 122, 206, 164,
106]. However, all these works do assimilate neural responses to much more
complicated and dynamically diverse stimuli. In particular, it has been argued
that input currents should drive rapid changes in the neuronal activity and
explore wide dynamical ranges in order to allow parameter estimation through
single-trace fitting [88].

On the other hand, the BBP fitting procedure does not aim at point-
wisely fitting any potential trace produced by the IDrest protocol at all. In
fact, the targets of such multi-objective optimization are the statistics of sev-
eral electrophysiological features (resting potential, spike rate, action potential
amplitudes etc.). Note that the features are extracted from the responses of
different layer 5 pyramidal cells to step-currents of different amplitude, and
the statistics are built aggregating the traces with similar current-amplitude
to rheobase ratio. This is done so that a given neuron model accounts for
the electrophysiological diversity of neural populations but, as a result, any
of the inputs that generated their dataset elicits the same response as in the
experimental data. Nevertheless, paying the price of needing several potential
traces and aggregating them, the BBP procedure appears to get the best out of
the step-current data, to enforce more constraints than point-wise fitting does,
and to rely on those electrophysiological criteria that allow an experimentalist
to classify given neuron types.

Summarizing, we think that the compatibility of the model and the quality
of data we employed is the origin of the unsatisfactory results we obtained. If
only experimental step-current data are available, the BBP fitting procedure is
probably the best choice to fine-tune detailed neuron models, whereas a simpler
model may be considered to achieve better point-wise fitting through DA.
However, assimilating experimental recordings generated by more complicated
input currents one should still be able to reproduce and predict the neural
response to new stimuli employing Bayesian DA methods on realistic models
as the BBP one.

To conclude, we think that carefully selecting a prior model, ensuring the
dynamical richness of the data, and investigating the compatibility of the two
before performing DA is of paramount importance. In particular, in view of
future assimilation projects on neural networks models, one should first ver-
ify that, on the one hand, the model is able to exhibit various dynamical
behaviours (e.g., neural synchronization, reproduce some characteristic oscil-
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lation rates such as alpha waves, gamma oscillations, beta activity, etc.), and
on the other hand that the assimilated data are rich enough to explore several
network states.
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