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 will be held for five days – from Tuesday through  
Saturday – and this year, all workshops will be held during the first 
two days of the conference. Each workshop has its own website 
and submission requirements, all with deadlines after December. 
Visit www.ipdps.org for more information.

APDCM       Advances in Parallel and Distributed Computational Models
AsHES       Accelerators and Hybrid Emerging Systems 
CGRA4HPC   Coarse-Grained Reconfigurable Architectures for  

High-Performance Computing
EduPar       NSF/TCPP Workshop on Parallel and Distributed Computing 

Education
ESSA      Extreme-Scale Storage and Analysis
GrAPL      Graphs, Architectures, Programming, and Learning
HCW      Heterogeneity in Computing Workshop 
HiCOMB      High Performance Computational Biology 
HIPS       High-level Parallel Programming Models and Supportive  

Environments
HPAI4S*      HPC for AI Foundation Models & LLMs for Science
Intel4EC*      Intelligent and Adaptive Edge-Cloud Operations and Services
iWAPT      International Workshop on Automatic Performance Tuning
JSSPP      Job Scheduling Strategies for Parallel Processing 
PAISE       Parallel AI and Systems for the Edge
ParSocial       Parallel and Distributed Processing for Computational  

Social Systems
PDCO      Parallel / Distributed Combinatorics and Optimization
PDSEC      Parallel and Distributed Scientific and Engineering Computing
Q-CASA      Quantum Computing Algorithms, Systems, and Applications 
Q-SCIENCE*   Advancing Scientific Computing through Quantum and  

HPC Synergies
RAW      Reconfigurable Architectures Workshop

The IPDPS workshops complement the main conference technical program 
of contributed papers, invited speakers, and student programs and provide 
the IPDPS community an opportunity to explore special topics and present 
work that is more preliminary. This year, in Milan, holding the workshops 
on two consecutive days will also offer an opportunity to integrate other 
events like tutorials, special interest groups, and a hot topic panel.  
See www.ipdps.org.

GENERAL CO-CHAIRS
Marco D. Santambrogio, Politecnico di Milano, Italy
Ananth Kalyanaraman, Washington State University, USA

PROGRAM CO-CHAIRS
Karen Devine, Sandia National Laboratories, ret., USA 
Michela Becchi, North Carolina State University, USA

WORKSHOPS CO-CHAIRS
Suren Byna, The Ohio State University, USA
David Donofrio, Tactical Computing Laboratories, USA
Giulia Guidi, Cornell University, USA

IMPORTANT DATES 
Conference Preliminary Author Notification 
• December 19, 2024
Conference Final Author Notification 
• February 4, 2025
Workshops’ Call for Papers Deadlines 
• In January and February 2025 

IPDPS 2025 VENUE 
IPDPS 2025 will be held on the campus of Politecnico di Milano, the 
largest technical university in Italy. Milan is located in Italy’s northern 
Lombardy region and ranks as a global capital of fashion and design. It 
is home to the national stock exchange and is known for its high-end 
restaurants and shops. The Gothic Duomo di Milano cathedral and the 
Santa Maria delle Grazie convent, housing Leonardo da Vinci’s mural 
“The Last Supper,” testify to Milan’s centuries of art and culture. All of 
these factors promise an exciting IPDPS 2025 week.



ACM BOOKS
Collection III

http://books.acm.org

This book provides a comprehensive study of the many ways to interact with computers 
and computerized devices. An “interaction technique” starts when the user performs an 
action that causes an electronic device to respond, and includes the direct feedback from 
the device to the user. Examples include physical buttons and switches, on-screen menus 
and scrollbars operated by a mouse, touchscreen widgets, gestures such as flick-to-scroll, 
text entry on computers and touchscreens, input for virtual reality systems, interactions 
with conversational agents such as Apple Siri, Google Assistant, Amazon Alexa, and 
Microsoft Cortana, and adaptations of all of these for people with disabilities. Pick, Click, 
Flick! is written for anyone interested in interaction techniques, including computer 
scientists and designers working on human-computer interaction, as well as implementers 
and consumers who want to understand and get the most out of their digital devices.

Pick, Click, Flick!
The Story of Interaction 
Techniques

Brad A. Myers
Carnegie Mellon University

ISBN: 979-8-4007-0947-0
DOI: 10.1145/3617448

“Every UX professional should immerse themselves in this book. Not only does it unravel the fascinating 
and complex history of GUI widgets that will captivate any user interface nerd, but it also stands as 
the definitive guide to an incredibly diverse array of interaction techniques. This is not just an engaging 
read; it’s an essential toolkit. By delving into these intricate details, you’re not merely learning—you’re 
evolving into a more refined and effective designer.” - Jakob Nielsen, Principal, Nielsen Norman Group
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News

14 Is It Possible to Truly Understand  
Performance in LLMs?
Seeking to understand when, and 
how, emergence takes place.
By Samuel Greengard

17 AI Judging in Sports
Sports organizations are looking  
to artificial intelligence to provide  
unbiased umpires and referees.  
Are they making the right call?
By Esther Shein

20 A Camera the Size of an Average 
Grain of Salt Could Change Imaging 
as We Know It
The “meta-optics” camera is  
500,000 times smaller than 
comparable imaging devices.
By Logan Kugler

23 In Memoriam
E. Allen Emerson
ACM remembers A.M. Turing  
Award laureate Allen Emerson,  
who passed away on Oct. 15, 2024.
By Simson Garfinkel  
and Eugene H. Spafford

106 Careers

Last Byte

108 Q&A
Personalizing Interactions
Maja Matari discusses her career, 
and the surprising things  
that happen when humans  
and robots interact.
By Leah Hoffmann

Opinion

5 From the President
The 5th Paradigm:  
AI-Driven Scientific Discovery
By Yannis Ioannidis

7 Cerf’s Up
Warnings!
By Vinton G. Cerf

9 Careers in Computing
From Dot Matrix to Data: A Journey 
through Technology and Leadership
By Wei Lu

10 Letters to the Editor
Diversity Examples Inappropriate

12 BLOG@CACM
Considering Conference 
Contributions
Saurabh Bagchi ponders the extent 
to which one should offer to work on 
conference program committees.

24 The Profession of IT
An AI Learning Hierarchy
A hierarchy of AI machines organized 
by their learning power shows  
their limits and the possibility  
that humans are at risk of machine 
subjugation well before AI utopia  
can come.
By Peter J. Denning and Ted G. Lewis

Opinion

28 Opinion
Prompting Considered Harmful
As systems graduate from labs to the 
open world, moving beyond  
prompting is central to ensuring that 
AI is useful, usable, and safe for end 
users as well as experts such as AI 
developers and researchers.
By Meredith Ringel Morris

31 Opinion
Empower Diversity 
in AI Development
Diversity practices that mitigate 
social biases from creeping  
into your AI.
By Karl Werder, Lan Cao, 
Balasubramaniam Ramesh,  
and Eun Hee Park

35 Kode Vicious
Unwanted Surprises
When that joke of an API is on you.
By George V. Neville-Neil

37 Privacy
Notice and Choice  
Cannot Stand Alone
Privacy notice and choice has  
largely failed us so far because  
we are not giving it the legal  
and technical support it needs.
By Lorrie Faith Cranor

40 Opinion
AI Must Be Anti-Ableist  
and Accessible
Seeking to improve AI accessibility 
by changing how AI-based systems 
are built.
By Jennifer Mankoff, Devva Kasnitz,  
L. Jean Camp, Jonathan Lazar,  
and Harry Hochheiser
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Research and Advances

78 Ethics and Cultural Background  
as Key Factors for  
an Attractive Metaverse
The metaverse remains a work  
in progress, but improvements  
in how it handles ethical concerns 
and addresses cultural issues could 
push it further along the path to 
mass adoption.
By Tiziana Catarci, Giuseppina De Nicola,  
and Daniel Raffini

Research Highlights

86 Technical Perspective
How Exploits Impact  
Computer Science Theory
By Sergey Bratus

87 Computing with Time: 
Microarchitectural Weird Machines
By Thomas S. Benjamin,  
Jeffery A. Eitel, Jesse Elwell,  
Dmitry Evtyushkin, Abhrajit Ghosh, 
and Angelo Sapello

96 Technical Perspective
Mirror, Mirror on the Wall,  
What Is the Best Topology  
of Them All? 
By Michela Taufer

97 HammingMesh: A Network Topology 
for Large-Scale Deep Learning
By Torsten Hoefler, Tommaso Bonoto,  
Daniele De Sensi, Salvatore Di Girolamo, 
Shigang Li, Marco Heddes, Deepak 
Goel, Miguel Castro, and Steve Scott

Watch the authors discuss 
this work in the exclusive   
Communications video.  
https://cacm.acm.org/
videos/attractive-metaverse

Association for Computing Machinery
Advancing Computing as a Science & Profession

Practice

44 Confidential Computing or 
Cryptographic Computing? 
Trade-offs between secure 
computation via cryptography  
and hardware enclaves.
By Raluca Ada Popa

52 Transactions and Serverless  
Are Made for Each Other
If serverless platforms could wrap 
functions in database transactions, 
they would be a good fit for  
database-backed applications.
By Qian Li and Peter Kraft

 

 

  Articles’ development led by  
          queue.acm.org

Research and Advances

58 The EU AI Act and the Wager on 
Trustworthy AI 
As the impact of AI is difficult to 
assess by a single group, policymakers 
should prioritize societal and 
environmental well-being and 
seek advice from interdisciplinary 
groups focusing on ethical aspects, 
responsibility, and transparency in 
the development of algorithms.
By Alejandro Bellogín, Oliver Grau, 
Stefan Larsson, Gerhard Schimpf, 
Biswa Sengupta, and Gürkan Solmaz

66 Belt and Braces: When Federated 
Learning Meets Differential Privacy
Building federated learning with 
differential privacy to train and 
refine ML models with more 
comprehensive datasets can help 
exploit ML’s full potential.
By Xuebin Ren, Shusen Yang, Cong Zhao, 
Julie McCann, and Zongben Xu

Watch the authors discuss 
this work in the exclusive   
Communications video.  
https://cacm.acm.org/
videos/the-eu-ai-act

About the Cover: 
As we collaborate with and 
delegate more tasks to AI 
systems, a question that 
will remain at the forefront 
of such interactions is who 
is responsible for decisions 
made by those systems. 
The EU AI Act, which took 
effect in August 2024, 
attempts to address that 
question, to help usher in a 
new era of trustworthy AI. 
In this article, the authors 

discuss why while trustworthy AI seems to be the safest 
bet, there are still questions as to how to ensure it is the 
best one. Cover illustration by JaceyTec.
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from the president

some of its efforts toward the uncharted 
territories that are opening before us, 
and conquer new frontiers!

Excited by the current successes of 
AI in scientific discovery, some push 
further and raise intriguing existential 
questions: Can we expect AI to transform 
from a tool to an actual researcher itself, 
pose and investigate scientific hypothe-
ses, and eventually write papers about its 
work? If the work is reviewed by human 
experts who say the research is correct, 
novel, and interesting, why should we re-
ject it? Eventually, could AI become a full 
peer of human researchers? Even if we 
reach that point, should a human always 
be in the loop, validating the scientific 
discovery and reviewing the AI-written 
paper (or its AI-written reviews)? These 
are questions we must debate as a com-
munity. No matter what the answers may 
be, even the fact that we contemplate the 
existence of AI scientists is fascinating 
and a driver of exciting research ahead.

All of us researchers in academia 
and industry should be thrilled and proud 
of how Computing and AI have risen in 
prominence in the eyes of the entire scien-
tific community. A scientific revolution 
is happening before our eyes, powered by 
Computing and AI. We should join our 
fellow researchers in other sciences and 
harness the power that modern Comput-
ing and AI technologies offer to under-
stand the secrets of nature. In parallel, 
we should join forces with policymakers, 
governments, and civil society to ensure 
that our discoveries will be used respon-
sibly for the benefit of all. 

Yannis Ioannidis—ACM President—is professor of 
Informatics and Telecommunications at the National and 
Kapodistrian University of Athens and affiliated faculty at 
Athena Research Center, Greece.

© 2024 Copyright held by the owner/author(s).

H
OW  MA N Y  T IMES  must a phe-
nomenon occur before it grad-
uates from a coincidence to a 
pattern? Usually, the answer 
depends on how unlikely, how 

far from the ordinary, and how (seeming-
ly) inexplicable the phenomenon is. The 
more so, the lower the threshold.

I was very surprised (and pleased) to 
read of this year’s winners of the Nobel 
Prize in Physics: John Hopfield, a pro-
fessor of molecular biology and earlier 
of Chemistry and Biology, together with 
Geoffrey Hinton, a professor of Comput-
er Science. Their affiliations name three 
major scientific fields, none of them be-
ing Physics. The scientific community 
was shocked, some physicists were upset, 
but for all of us in Computing the citation 
was thrilling: “For foundational discover-
ies and inventions that enable machine 
learning with artificial neural networks.” 
Artificial intelligence (AI), an interdisci-
plinary field with Computing at its core, 
was the achievement being honored!

As if this was not enough, the next 
day came the announcement of this 
year’s winners of the Nobel Prize in 
Chemistry: David Baker, a professor of 
Biochemistry, cited “for computational 
protein design”, and Demis Hassabis, co-
founder and CEO of Google DeepMind, 
together with John Jumper, researcher 
at Google DeepMind, were cited “for 
protein structure prediction,” which was 
often elaborated in more extensive press 
releases as “using artificial intelligence 
models.” Both achievements advance 
our understanding of proteins, a central 
focus of (bio-)chemistry, the field of the 
award. Nevertheless, at the core of both 
were again computing and AI.

We were at center stage of two Nobel 
Prize announcements! Both events were 
so unexpected that I believe they are not a 

coincidence but form a pattern. Scientif-
ic walls and walls of prejudice are falling 
as Computing is becoming a fundamen-
tal discipline in the STEM family. These 
prizes put Computing and AI at the core 
of scientific discoveries, to the point that, 
as tools, they may be considered as wor-
thy of recognition as the scientific results 
they produce. Unprecedented!

We have entered the era of the 5th 
Paradigm of Science and the study of na-
ture. After the paradigms of empirical/
experimental science (followed for mil-
lennia), theoretical model science (for 
centuries), computational science (for 
decades), and data-driven science as en-
visioned by Jim Gray (for about 15 years), 
the 5th paradigm has emerged: AI-driven 
science. It is not just the speed at which 
AI generates and analyzes data; even 
more valuable are the correlations (and 
sometimes the causations) AI identifies 
that far exceed the reach of conventional 
research. Computing and AI are trans-
forming our scientific discovery pro-
cesses. Science represents an amazingly 
exciting frontier for AI, and AI repre-
sents the most exciting new instru-
ments in the hands of scientists.

The two Nobel Prizes also highlight 
the importance of interdisciplinarity be-
tween Computing and other fields. The 
mission of ACM calls for “… advancing 
the art, science, engineering, and appli-
cation of computing …”. With few ex-
ceptions, the application of computing, 
that is, interdisciplinarity, has been out-
side of ACM’s radar. Given the centrality 
of our technologies in other sciences, 
ACM is now establishing collaborations 
with prominent sister societies to serve 
the needs of emerging areas formed as 
their corresponding disciplines meet 
with Computing and AI. Our commu-
nity should seize the moment, redirect 

The 5th Paradigm:  
AI-Driven Scientific Discovery

DOI:10.1145/3702970  Yannis Ioannidis

https://dx.doi.org/10.1145/3702970
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cerf’s up

A
S I  W R I T E this at the end of 
October 2024, artificial in-
telligence (AI) continues to 
be Topic A in many discus-
sions. So too are recom-

mendation algorithms in social media. 
Misinformation and disinformation 
rank high across many areas of socio-
economic concerns. We are even see-
ing misinformation about the Federal 
response to severe storms interfering 
with our ability to render aid. Why is it 
that we are attracted to and respond so 
readily to alarming information?

I have a rather unscientific theory 
about this. Well, it isn’t grounded in sol-
id data, but it is a cartoon model of the 
way I think of the phenomenon. I think 
sensitivity to warnings is likely a genetic 
survival trait for all species, especially 
those with some level of cognition. I in-
clude non-human species in that cate-
gory. Warning calls are common across 
many species. Humans have benefited 
from such warnings by surviving to 
contribute to the gene pool. Many who 
ignored warnings did not survive and 
did not contribute. Thus, when we read, 
see, or hear warnings, we respond al-
most automatically. “It’s a bear! Run!” 
(Actually, I hear running from a bear is 
actually bad advice).

Social media influencers take advan-
tage of recommendation algorithms 
that steer users toward perceived inter-
ests and the scale at which these sys-
tems operate. The same mechanisms 
that might select advertisements of 
interest may also steer users toward in-
formation, including warnings that ap-
pear to be of interest or concern. None 
of this is a new realization. My long-
time friend and colleague, Peter G. Neu-
mann, drew attention to this in a 2001 
Communications Inside Risks column,a 

a https://cacm.acm.org/opinion/inside-risks-
what-to-know-about/

which is as relevant now as it was then, 
maybe even more so.

This is not the first time I have writ-
ten about this phenomenon. The mix of 
accurate and inaccurate and deliberate-
ly misleading information reinforces 
my belief that training in critical think-
ing is needed now more than ever. We 
rely on many more sources of informa-
tion today than we have in the past, in 
part because virtually anyone who has 
access to the Internet and World Wide 
Web is in a position to post their views 
to a global audience. In the past, fewer 
sources might have meant that infor-
mation consumers could exercise more 
due diligence on the sources they chose 
to rely on. The proliferation of sources 
increases the need for and utility of 
provenance of content and concomi-
tant assessment of sources.

This kind of filtering is not new. We 
don’t read every book, newspaper, or 
magazine; watch every movie or televi-
sion show; or listen to every broadcast. 
We don’t even pay attention to every 
social media site on the ‘Net. We select 
these based on recommendations from 
parties we trust, often including our 
friends or organizations we belong to.

We could use some technical help, 
however, as we wrestle to assess the prov-
enance of the information we encoun-

ter. Digital signatures and reliable reg-
istration of information sources might 
help. Anonymous speech, while of value 
in some circumstances (such as whistle-
blowing), is generally prone to harmful 
abuse because the source may believe 
it is immune from the consequences of 
spreading disinformation. The problem 
is exacerbated by people who spread 
information without checking, either 
deliberately or out of naive belief that it 
is correct or relevant. Elections in this 
century have been affected by deliber-
ate misinformation campaigns sourced 
anonymously or by parties whose iden-
tity is deliberately obscured.

I have become persuaded that iden-
tity, provenance, and accountability 
are our friends in this proliferated, on-
line space. Of course, I subscribe to the 
idea that privacy is an important soci-
etal value but not at the expense of po-
tential harms arising from the abuse 
of anonymity. The veil of anonymity 
may need to be pierced under the right 
judicial conditions. I am not in favor 
of so-called “backdoor” processes as 
they can be abused and have been in 
the recent past; for example, by hijack-
ing wire-tapping provisions to gain 
unauthorized access to telephone con-
versations. I remember well the debate 
of the so-called “Clipper chip” in the 
early 1990s that would have provided 
“authorized parties” with the ability to 
decrypt content encrypted by the chip. 
Eventually, some unauthorized party 
will find a way to abuse the capability.

Plainly, we computer technologists 
have work to do to help our societies 
cope with the potentially harmful ef-
fects of media scale while protecting 
the provisions of the Universal Decla-
ration of Human Rights. 

Vinton G. Cerf is vice president and Chief Internet Evangelist 
at Google. He served as ACM president from 2012–2014.

© 2024 Copyright held by the owner/author(s).
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career paths in computing
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there I first discovered the joy of com-
puting. I found great joy in creating and 
playing rudimentary computer games. 
Of course, we also used the computer to 
perform serious tasks.

Though I found computing fun, nei-
ther myself nor my family expected it to 
be my career. I went to university first as 
an economics major because my par-
ents thought it more suitable for a wom-
an. Imagine my surprise upon discov-
ering “computer science” listed on my 
offer letter from Xi’an Jiaotong Univer-
sity. I started university as a reluctant 
computer science (CS) student, but I lat-
er realized how fortunate I was to have 
discovered my passion for CS. In fact, 
upon graduation, I decided to pursue a 
CS Ph.D. My mother’s first impression 
was “You won’t be able to find a man 
who dares to marry you if you pursue a 
Ph.D.” While disconcerting, it did not 
deter me. I went to Tsinghua University 
to pursue my Ph.D. degree in Computer 
Graphics and Computer-Aided Design.

My mentor, Professor Jiaguang Sun, 
inspired his students to excel not just 
in research but also in developing sys-
tems that could revolutionize people’s 
lives. He was also an entrepreneur; he 
founded a start-up developing comput-
er-aided design software for the archi-
tecture and mechanics industries, so 
I had the opportunity to work there as 
engineering leader while pursuing my 
degree. The software my team built sold 
more than 10,000 copies in its first year. 
This experience helped me realize that I 
preferred leading a group to build soft-
ware that could solve real-world prob-
lems and transform user’s lives. After I 
earned my Ph.D., I joined IBM.

At IBM, I learned that truly excep-
tional products emerge from the con-

vergence of understanding user needs 
and applying cutting-edge technology, 
as well as how to balance making tech-
nology advances with solving real-world 
problems. What I benefited from most 
was the Global Technology Outlook 
(GTO) study and execution. GTO is an 
annual report IBM Research releases to 
spotlight the year’s most promising CS 
advancements. I was a key team mem-
ber of the Internet of Things (IoT) GTO 
study, which imagined the potential 
applications of a world with sensors ev-
erywhere and explored enabling tech-
nologies in that world. I served as global 
technical leader in the execution of IoT 
GTO, collaborating with IBM research-
ers from labs worldwide to prototype a 
new product for managing and analyz-
ing data from connected devices. At the 
same time, we worked with IBM client 
teams to find pilot customers to validate 
if there was a market for a new product 
and if our technology filled the need. Af-
ter three years, IoT GTO officially drew 
to a close; however, the process was like 
a mini-CEO training course: I learned 
about drawing up a business plan, get-
ting sponsors, leading teams, selling 
products, and more.

Even today, as I lead my own start-up, 
K2Data, I continue practicing the prin-
ciple of creating exceptional products 
with advanced technology to address 
real-world challenges.

Looking back at my career, the fol-
lowing tenets have guided me thus far:

 ˲ Trust your instincts rather than re-
lying solely on logic

 ˲ The value of technology is to im-
prove the world and people’s lives.

 ˲ Go outside your comfort zone. 

© 2024 Copyright held by the owner/author(s).

M
Y  F I R S T E NC O U N T E R with 
a computer at the age of 
10 was a serendipitous 
moment I could never 
have foreseen would de-

fine my career path. At a time when 99% 
of the Chinese population was unfamil-
iar with computers, I was among three 
fourth-grade students selected to repre-
sent my school in a local computer com-
petition. My first lessons in computer 
class involved using a rudimentary 
computer, barely more advanced than a 
typewriter, to perform basic mathemat-
ical tasks and create simple drawings. 
The results were painstakingly printed 
on a dot matrix printer.

Then, the middle school I attended 
was designated as the Computer Olym-
pics School of my province. It had a 
state-of-the-art lab equipped with the 
latest Apple II computers and offered 
computer classes to all students. It was 
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coding and programming is often 
lost. In the early days, coding required 
little analytical skill, only the ability to 
unconsciously translate (an important 
facility in WWII codebreakers). It was 
quickly recognized this was an auto-
matable task, ideal for computers.

Programmers could express them-
selves in programming languages 
and let a compiler code generator 
take care of the mechanical transla-
tion. The function of coder as a per-
son disappeared.

Whether the authors recognize 
the coder/programmer distinction 
or not, it clearly exists, or at least 
between the activities of program-
ming and coding. Many people 
degenerate programming to cod-
ing as something machine-oriented 
and cryptic. Since the 1950s, we have 
tried to remove that impediment to 
programming. Programming should 
be expressive, literate, and an “art” 
(in the Donald Knuth and Bob Bar-
ton sense). Programming is removed 
from the machine to abstract compu-
tation. Many of us have learned how 
specific computers work, later (per-
haps decades) realizing that is the 
wrong view.

It is not the computer (they are 
fleeting), but the invariant subject of 
computation and how we think that 
is important. Too much teaching is 
about how machines work, neglect-
ing that the lasting subject is about 
computation. The distinction between 
machine-oriented coding and prob-
lem-oriented abstract programming is 
clear-cut. We should also distinguish 
between system programming, which 
is platform and machine oriented as 
a physical resource manager, and gen-
eral programming that deals in logical 
problem-oriented resources. Program-
ming languages should reflect the dis-
tinction and aid and express the activ-
ity of design at different levels.

System programming, which also 
should not be coding, is about manag-
ing the container (memory manage-
ment); most programmers should be 
concerned with the contents—what 

I 
R E A D  T H E  O P I N I O N column 
“Science Needs You: Mobiliz-
ing for Diversity in Award Rec-
ognition” (Communications, 
August 2024), written by dis-

tinguished computer scientists, with 
mixed feelings. In 2024, the impor-
tance of diversity is well established, 
and it is universally recognized as a 
valuable goal. However, I believe that 
while diversity should be encouraged, 
it does not directly pertain to the core 
of computer science and technology 
professions.

The authors cite studies suggest-
ing diverse groups may outperform 
less diverse but more talented teams. 
Yet, there is little convincing evi-
dence that anything other than abil-
ity, knowledge, and communication 
skills drives the success of teams 
working in software and hardware 
development. In fields that are inher-
ently merit-based, such as computer 
science, the focus should remain on 
these essential qualities.

Rather than emphasizing how 
many women and minority individu-
als have received specific awards, 
the focus should be placed on the 
outcomes achieved by professionals 
in science and business, regardless 
of demographic factors. While it is 
important to support underrepre-
sented groups in pursuing careers in 

technology, awards should be granted 
based on merit alone.

Patronizing underrepresented 
groups does them a disservice and 
may undermine both scientific prog-
ress and business innovation. Let us 
focus on creating equal opportunities 
and ensuring all individuals, regard-
less of background, can succeed on 
their merits.

Leonard Gradus, Marblehead, MA, USA

Authors’ response:
We thank Leonard Gradus for engaging 
with our Opinion column. Our perspective 
is that it is important for organizations 
such as ACM to be considerate of all of 
their members. Not everyone starts on the 
same footing or has the same connections, 
so some deserving of recognition may 
not receive it if we continue as we have 
historically. Importantly, our aim is not to 
change how award winners are chosen but 
to increase the pool of nominees from 
backgrounds that may have lower chances 
of being considered in the first place. We see 
little downside to offering more choices for 
award committees.

 Elizabeth Novoa-Monsalve,  
 Boulder, CO, USA 
David A. Patterson, Berkeley, CA, USA 
Stephanie Ludi, Denton, TX, USA 
Daniel E. Acuna, Boulder, CO, USA

Myths Are Not Myths
I was a little mystified as to where the 
Opinion column “The Myth of the 
Coder” (Communications, September 
2024) was going. If the endpoint were 
that AI won’t automate programming 
and that the idea has been hyped, I 
would agree.

However, the authors seem to deny 
there is a clear distinction between 
coder and programmer. They cite his-
torical precedents in von Neumann and 
Goldstine and then Grace Hopper, but 
then conclude there was little historical 
evidence for this as common thinking. 
I would go with the great minds rather 
than what is commonly believed.

The essential difference between 

Diversity Examples Inappropriate
DOI:10.1145/3701555  
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is the information we are processing, 
what is its nature, and what are the 
abstract operations applicable to that 
data? System software maps logical 
requirements (contents) to physical 
resources (container).

Again, much teaching is system 
oriented, and higher-level thinking 
is missed, particularly that it is the 
job of system programming to pro-
vide the platforms on which general 
programming can take place. System 
“coders” became the high priests of 
computing with their mystical incan-
tations holding onto their power 
(Turing, Backus, Barton). We need 
computational thinking, and should 
think like programmers, not coders.

But even before Barton and Backus,a 
Alan Turing noted in a 1947 lecture to 
the London Mathematical Society “The 
masters (programmers) are liable to 
get replaced because as soon as any 
technique becomes at all stereotyped 
it becomes possible to devise a system 
of instruction tables which will enable 
the electronic computer to do it for it-
self. It may happen, however, that the 
masters will refuse to do this. They may 
be unwilling to let their jobs be stolen 
from them in this way. In that case 

a Bob Barton (first recipient of the ACM Eckert-
Mauchly Award for hardware design) noted 
“Systems programmers are the high priests of 
a low cult.”; https://bit.ly/48rbxjE. John Backus 
also noted how the priesthood holds onto 
their arcane tools: see https://bit.ly/4e4ZrhA

they would surround the whole of their 
work with mystery and make excuses, 
couched in well-chosen gibberish, 
whenever any dangerous suggestions 
were made. I think that a reaction of 
this kind is a very real danger.” 

Ian Joyner, Sydney, Australia

Authors’ response:
It is argued in our Opinion column that, 
while there is a clear distinction between 
the activities of coding and programming 
in the late 1940s and early 1950s, this 
does not translate to a socioeconomical 
distinction between the professions of 
programmer and coder. People who 
programmed also coded. The claim 
that coding required only “the ability to 
unconsciously translate” underestimates 
this practice and we challenge any reader to 
try and do the exercise with an original flow 
diagram of von Neumann and Goldstine.

The fact that developing the first 
compilers and high-level programming 
notations took over a decade actually 
illustrates this difficulty of transitioning 
from a manual to a partially automated 
practice. It is only after the development of 
higher-level programming languages that 
people like Barton will make the argument 
that higher-level thinking should influence 
how computers are designed, but by then 
we are already in the 1960s.

As historians, it is our “job” not to 
confirm or support what the “great minds” 
claimed but to critically examine those 
claims and to follow the facts. Here, the 
facts show that there was no separate job 
for the “coder” (though hierarchies on the 
workfloor did exist and changed through 
automatic programming). Today, when the 
high priests of Big Tech make all kinds of 
claims to sell their products, such critical 
examination is perhaps even more needed 
than ever before.

 Liesbeth De Mol, Lille, France 
Maarten Bullynck, Saint-Denis, France

Communications welcomes your opinion. To contribute 
a letter to the editor, please limit your comments to 500 
words or less and send to letters@cacm.acm.org

© 2024 Copyright held by the owner/author(s).

It is not the 
computer (they are 
fleeting), but the 
invariant subject of 
computation and 
how we think that is 
important.  Advertise with ACM!

Reach the innovators 
and thought leaders 

working at the 
cutting edge 
of computing 

and information 
technology through 

ACM’s magazines, 
websites 

and newsletters.

Request a media kit 

and pricing:

Ilia Rodriguez
+1 212-626-0686

acmmediasales@acm.org

◊◆◊◆◊



In each issue of Communications, we publish selected posts 
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are meant to help us get the most out 
of the substantial time and effort we 
put into serving on PCs.

1. How many PCs is enough?
This is, of course, a very personal 

decision. For me, and for many sane 
colleagues of mine who run active and 
fair-sized research programs, we would 

say yes to 4–6 PCs in a year, for systems 
or security conferences, and 5–8 for AI/
ML conferences. The AI/ML conferences 
tend to have much fewer number of sub-
missions assigned to each reviewer. A 
good balance is needed in choosing the 
number of PCs to which one commits. 
We need to say no to some requests to 
serve on PCs so that we can really do jus-
tice to the ones to which we do commit. 
Reviewing is time-consuming, since you 
want to do it well. 

On the other hand, too many de-
clines means you are not playing your 
part in keeping your technical commu-
nity vibrant. Further, that sends off the 
wrong vibe that you are not a good citi-
zen of your technical community and 
are more of an extractor than contribu-
tor—submitting lots of papers, but not 
stepping up to review submissions.

2. Are review submission deadlines 
just made up?

Not at all. They are real deadlines, 
of course with some slack built in. The 
slack is usually 2–5 days, meaning if 
you slip by that, you do not seriously 
derail the subsequent steps of the re-
view process. This means when you 
are on the PC, you better stick to your 

SAURABH BAGCHI
Everything You Always 
Wanted to Know  
About PCs, But Were 
Afraid to Ask
DOI:10.1145/3695859

https://bit.ly/4e4JoAx
August 30, 2024

Okay, PCs in the title could be Politi-
cal Correctness or Personal Comput-
ers or even Peace Corps. But it is not. 
It stands for Program Committees. 
As researchers, in academia or in-
dustry, we often are asked to serve on 
Program Committees of conferences 
in our fields of expertise. Serving on 
PCs signals one is a good citizen of 
our global technical village and has its 
own altruistic rewards. Beyond that, 
it has substantive and far-reaching 
impact on our professional careers—
through building connections, getting 
our names out there, and learning the 
art and the science of getting our work 
published at the prestigious confer-
ences. Here I share a few lessons I have 
learned serving on PCs, chairing PCs, 
and being part of leadership of profes-
sional organizations that run confer-
ences (IEEE, in my case). These lessons 

Considering  
Conference Contributions
Saurabh Bagchi ponders the extent to which one should offer  
their efforts to conference program committees.

 https://cacm.acm.org/blog

Read more blogs and join the discussion 
at https://cacm.acm.org/blog.
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lessons I have 
learned serving 
on PCs (Program 
Committees), chairing 
PCs, and being 
part of leadership 
of professional 
organizations that 
run conferences. 
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end of the bargain and submit your re-
views, if not before the deadline, then 
at least within the slack period.

I know one matter that infuriates 
PC chairs is when a member batches 
up all her reviews and submits them 
all together, rather than uploading 
when each review is done. We all may 
have our good reasons for batching; 
we want to calibrate across all our re-
views, we want a certain minimum or 
maximum number of submissions in 
our pile that we want to recommend 
for acceptance. But this approach 
throws a wrench in the review pro-
cess. The Chairs cannot plan for miss-
ing reviews, such as by asking others 
to review the ones that you are likely 
to blow off, or in cases of asking for 
tie-breaking reviews when the exist-
ing ones are deadlocked. So do stick 
to your review submission deadlines. 
We all know how to live by strict dead-
lines—for our own paper and proposal 
submissions. Just bring that same 
mindset to the reviewing process.

3. Panglossian or Downbeat: Where is 
the balance?

I learned this new word “Panglos-
sian” recently and finally this is my 
chance to use it! It means excessively 
optimistic and is not a complemen-
tary term. It is based on the fictional 
Dr. Pangloss from Voltaire’s satirical 
novel, Candide.

Anyway, coming to the question 
at hand, of course each of us falls 
somewhere in the spectrum from the 
super-grouch to the super-optimistic. 
Some of us are firmly stuck to one 
point in this spectrum, while some 
calibrate this based on the quality of 
the submissions. All of us are influ-
enced by other things going on in our 
lives when we review; reviewers, af-
ter all, are humans, only too human 
some would say. Knowing all this to 
be a pragmatic fact of life, the only 
exhortation I can make is to go in 
with as open a mind as possible when 
starting to review a submission and 
calibrate your bar for acceptance with 
the quality of the conference—the his-
torical acceptance rate for the confer-
ence serves as an imperfect and yet 
valuable metric for quality.

So, get the most out of the substan-
tial time and effort we put into serving 
on PCs. “Do not expect a submission to 

be perfect for you to champion its ac-
ceptance.” This has been said almost 
universally in instructions by PC chairs, 
so much so that it has become akin to 
a mantra, but this is an often-ignored 
mantra. I would like to reinforce that 
message here. Your submissions may 
come out without any rough edges, but 
those of mere mortals always do. And 
such submissions also deserve to see 
the light of day.

4. Can I hide behind my anonymity?
One only has to look at the corro-

sive nature of comments sections on 
Internet forums to be convinced about 
the ill-effects of anonymity in posting 
something. As reviewers, our identities 
are always hidden from the authors 
(for very good reason) and to the world 
at large. Sometimes, we tend to lose 
our commonsense notion of civility 
or rationality due to the seeming Pot-
teresque cloak of invisibility that this 
anonymity bestows upon us. But be-
ware, this cloak of invisibility is merely 
an illusion. Your fellow PC members 
get to see when one is being uncivil or 
unjust in one’s reviews. The PC Chairs 
and sometimes the Steering Commit-
tee members get to see your behavior 
as PC members. And the sum total of 
the PC members, aggregated over a few 
conferences, comprises your technical 
community. So does what you do when 
you are not anonymous: You are civil 
in your arguments, backing them up 
with evidence, and you are not a flame 
thrower just to enjoy the light show 

that will ensue. The “Golden Rule” is 
as true here as in anything else.

5. To ask researchers in my group to 
help with reviewing or not?

If you are a purist, you will not like 
my view here. My view is that it is a 
useful exercise to ask junior research-
ers in your group—senior Ph.D. stu-
dents, post-doctoral scholars—to 
help you with reviewing. This serves 
the self-serving purpose that it reduc-
es your own reviewing load, and then 
it serves the broad-minded purpose 
of teaching these junior researchers 
an essential skill. This is a good ap-
proach in my view, but with some im-
portant caveats. 

First, you should discuss the re-
view with the junior researcher and 
have confidence in presenting the 
opinion on the submission in front 
of the PC. Second, you should review 
parts of the submission, even large 
parts, if you find the opinion of the 
researcher you delegated the review 
to is suspect. Finally, if the submis-
sion is contentious (that is, there are 
good arguments both for and against 
it), then you should dive in and do a 
full-blown review yourself because 
you may end up being the tie-breaker.

In Summary
To sum up, publications at our top con-
ferences act as the paramount indica-
tor of research excellence. The Program 
Committees of these conferences act 
as the sole gatekeepers and Program 
Committees are composed of us, not 
some omniscient entities. So there are 
important ground rules, often learned 
only through experience, that one 
needs to follow to make the process 
fulfilling for us and fair and produc-
tive for our technical communities. In 
this post, I have shared my opinionated 
view of five such ground rules. I would 
love to hear if you have contrarian 
views on them.

This post was originally published 
on Distant Whispers (https://bit.
ly/4hbJAjO).

Saurabh Bagchi is a professor of Electrical and Computer 
Engineering and Computer Science at Purdue University, 
where he leads a university-wide center on resilience 
called CRISP. His research interests are in distributed 
systems and dependable computing, while he and his 
group have the most fun making and breaking large-scale 
usable software systems for the greater good. 
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show that will ensue. 
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“How people measure and inter-
pret results has a significant impact on 
AI tooling and training,” said Sanmi 
Koyejo, an assistant professor of com-
puter science at Stanford University. 
Recently, Koyejo and a pair of Ph.D. stu-
dents embarked on a mission to better 
understand the somewhat-cryptic but 
critical factors that define emergence 
and effective scaling. They wanted to 

T
H E  L I G H T N I N G - FA S T G R OW T H 

of large language models 
(LLMs) has taken the world 
by storm. Generative artifi-
cial intelligence (AI) is radi-

cally reshaping business, education, 
government, academia, and other parts 
of society. Yet, for all the remarkable ca-
pabilities these systems deliver—and 
they are clearly impressive—a major 
question emerges: How can data scien-
tists measure model performance and 
fully understand how they gain abili-
ties and skills?

It is far from an abstract question. 
Constructing high-functioning AI 
models hinges on critical metrics and 
benchmarks. These criteria, in turn, 
require an understanding of what con-
stitutes correctness. As data scientists 
drill down into models, they soon rec-
ognize the choice of metrics and what 
key performance indicators they plug 
into a model influence outcomes. This 
includes everything from real-world 
reliability to the amount of energy and 
resources required to construct an 
LLM.

That is where a concept called emer-
gence enters the picture. In LLMs, cer-
tain skills and capabilities appear or 
dramatically improve on larger-scale 
models. This process does not take 

place along a predictable trend line. 
It’s advantageous to know what this 
threshold for emergence is, because it 
is a key to building better models and 
allocating time, energy, and resources 
efficiently.

There’s a catch, however. How data 
scientists interpret model accuracy 
may determine whether emergence oc-
curs, or how and when it occurs.

Is It Possible to Truly Understand  
Performance in LLMs?
Seeking to understand when, and how, emergence takes place.

Science  |  DOI:10.1145/3695860 Samuel Greengard
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know whether spikes in performance 
are real, or whether the measurement 
system creates the appearance of 
emergence.

The research appeared in a 2023 pa-
per titled Are Emergent Abilities of Large 
Language Models a Mirage?a “It’s es-
sential to build models that behave in 
predictable ways and understand why, 
when, and where we’re hitting critical 
mass,” added Rylan Schaeffer, who col-
laborated with Koyejo on the research.

Metrics Matter
It is a widely accepted concept in the 
artificial intelligence space: more 
data leads to better models. There’s 
plenty of evidence to support this 
contention. A 2022 study, dubbed BIG-
bench, revealed a surprising finding: 
both GPT-3 and LAMDA, two leading 
LLMs, struggled with basic arithme-
tic when given fewer parameters.b 
Yet, when GPT-3 hit 13 billion param-
eters, it could suddenly solve addition 
problems accurately. LAMDA demon-
strated a similar breakthrough at 68 
billion parameters.

This “emergent” capability occurs 
in several key areas: arithmetic prob-
lems, word dexterity, language trans-
lations, logical and analogical rea-
soning, and so-called zero-shot and 
few-shot learning. The latter refers to 
the need to fine-tune smaller LLMs 
on specific tasks, while larger models 
learn on their own. For example, Chat 
GPT-3 demonstrated an ability to solve 
a wide array of problems with little or 
no specific task training.c

This suggests there is a critical 
mass of parameters required for LLMs 
to grasp fundamental mathematical 
concepts. Yet, this sudden jump—
emergence—remains mysterious and 
somewhat random. At times, advances 
within models take place in steady and 
anticipated ways; in other moments, 
abilities and skills suddenly leap for-
ward for no explicable reason, other 
than the model has reached a certain 
number of parameters.

Understanding why emergence 

a Are Emergent Abilities of Large Language Mod-
els a Mirage? https://arxiv.org/abs/2304.15004

b Beyond the Imitation Game: Quantifying and 
extrapolating the capabilities of language 
models. https://arxiv.org/abs/2206.04615

c Language Models are Few-Shot Learners 
https://arxiv.org/abs/2005.14165

occurs, if it occurs at all, is part of a 
broader desire to shine a light inside 
the black box of LLMs. Despite re-
markable performance advances over 
the last couple of years, little is known 
about how systems “learn,” connect 
words and concepts, and arrive at an 
answer. “Assessing the intelligence 
and actual abilities within systems 
is difficult,” said Melanie Mitchell, a 
professor at the Santa Fe Institute. For 
example, “LLMs can now pass a bar 
exam, but they would fail at practic-
ing law. High performance on bench-
marks and real-world results are en-
tirely different things.”

Nevertheless, understanding 
whether emergence is real or an arti-
fact that results from specific measure-
ment methods is a crucial piece of the 
overall puzzle. Data scientists typically 
rely on a straightforward method to 
gauge accuracy: is the information cor-
rect or not? In many instances, they as-
sign one point for a correct answer and 
zero points for an incorrect answer. 
“On the surface, it often seems like a 
simple determination, but once you 
dive into a model, you discover things 
can become incredibly complicated. 
How you measure things determines 
what results you obtain?” Schaeffer 
asked.

Consider: if you ask a group of bas-
ketball players to shoot 100 three-point 
shots and track each player’s results, 
it’s possible to rank each player by an 
exact percentage. However, if you al-
ter the measurement method—say 
you group players into two categories, 
based on whether they made 90% of 
their shots—perhaps one player reach-
es the benchmark while the other 99 

fail. “Yet it’s possible that all the rest 
shot just under 90%. That would indi-
cate a 1% success rate when the aver-
age score was around 88%, Schaeffer 
explained.

Change the measurement criteria 
and you change the results. For exam-
ple, if you add 100 players, and three 
players from the second group sud-
denly meet the 90% threshold by each 
hitting only one more shot, the aver-
age percentage for the entire group of 
200 will tick up by a percent. Yet, the 
success rate at the 90% cutoff appears 
to have improved by 300% (like emer-
gence in an LLM model)—despite little 
or no actual improvement.

“A sharp increase may simply be an 
artifact of the measurement system 
that’s being used,” Mitchell said. “It 
may appear there’s a sharp spike when 
the real outcome is smoother and more 
predictable.”

When the Stanford team drilled 
into 29 different metrics commonly 
used to evaluate model performance, 
they found that 25 of them demon-
strated no emergent properties. With 
the use of more refined metrics, a 
continuous, linear growth pattern 
emerged as the model grew larger. 
Even the other four metrics had ex-
planations for emergence, Schaeffer 
said. “They’re all sharp, deforming, 
non-continuous metrics. So, if an error 
occurs because one digit is wrong, it 
causes the same outcome as if a billion 
digits are wrong.”

Partial Credit
All of this is relevant because software 
engineers and data scientists lack un-
limited resources to train and build 
LLMs. Depending on the specific mod-
el, design, and purpose, it often is nec-
essary to condense or round off data to 
conserve time and resources, includ-
ing the high cost of using GPUs.

There also are considerations for 
how the model works in the physical 
world. How an LLM behaves and what 
it does can impact economic decisions, 
public policies, safety, and how auton-
omous vehicles and other machines 
act and react to real-world situations 
and events.

A simplistic “pass or fail” approach 
to LLMs doesn’t cut it, the researchers 
argue. “Not allowing for a partial credit 
and not building this information into 

“It’s essential to 
build models that 
behave in predictable 
ways and understand 
why, when, and 
where we’re hitting 
critical mass.”
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system that performed nearly as well 
as humans tapped statistical clues in 
the dataset to achieve random accura-
cy.d It performed this feat by analyzing 
certain keywords, such as “not,” and 
their position in a sentence. Once the 
researchers eliminated the words, per-
formance plummeted. In the end, the 
high scores were merely an illusion—or 
artifacts based on the scoring method.

Truth and Consequences
Some in the scientific community con-
tend that if a system gets to the right 
answer, it doesn’t matter how or why. 
Others, such as Tianshi Li, an assis-
tant professor in the Khoury College 
of Computer Sciences at Northeastern 
University, believe a lack of explain-
ability and transparency in LLMs and 
other AI systems undermines public 
trust, particularly in critical areas such 
as data security, privacy, and public 
safety. “Transparency is in dire need at 
many layers,” she said.

Yet despite questions about unpre-
dictability that could arise from emer-
gent systems, the scientific commu-
nity isn’t completely sold on the idea 
that emergence is merely a function of 
measurements, metrics, and scoring 
systems. Some data scientists argue 
that even with more robust tools and 
techniques, sudden jumps in knowl-
edge likely will continue to occur when 
LLMs reach a critical size. They argue 
the research conducted by the Stan-
ford team does not fully account for 
emergence.

The Stanford researchers concede 
further exploration of the topic is 
needed, and a deeper understanding 
of various factors is required. This in-
cludes studying other dimensions of 
model behavior, such as generaliza-
tion, robustness, and interpretabil-
ity. In July 2024, the trio co-authored 
another paper that further explored 
the concept of predictability in terms 
of downstream performance.e They 
found that performance typically de-
grades — even when a more-nuanced 

d Probing Neural Network Comprehension of 
Natural Language Arguments. https://aclan-
thology.org/P19-1459.pdf

e Why Has Predicting Downstream Capabilities 
of Frontier AI Models with Scale Remained 
Elusive? http://rylanschaeffer.github.io/con-
tent/research/2024_arxiv_downstream_pre-
dictability_elusive/main.html

multiple choice scoring system is in-
troduced—if scoring is based only on 
correct answers and does not incorpo-
rate incorrect data.

A deeper understanding of LLM be-
havior and its real-world impacts could 
change the way data scientists gauge 
results—and build models. If perfor-
mance is a result of the measurement 
techniques used, then it is vital to 
consider factors like model size and 
task complexity when data scientists 
create an LLM. With a better grasp of 
“sharpness,” it is possible to build bet-
ter models.

On the other hand, if emergence is 
a real thing, there’s a need to under-
stand how, when, and why it occurs. 
This could help avoid unpredictable 
behavior and possibly catastrophic 
outcomes.

“If we want to build the best possi-
ble models, we have to understand how 
they work and why they do the things 
they do,” Mitchell said. “We have to 
make them both robust and safe.” 

Further Reading

Shaeffer, R., Miranda, B., and Koyejo, S.
Are Emergent Abilities of Large Language 
Models a Mirage?; https://proceedings.
neurips.cc/paper_files/paper/2023/file/
adc98a266f45005c403b8311ca7e8bd7-
Paper-Conference.pdf

Schaeffer, R., Schoelkopf, H., Miranda, B., 
Mukobi, G., Madan, V., Ibrahim, A., Bradley, H., 
Biderman, S., and Koyejo, S.
Why Has Predicting Downstream 
Capabilities of Frontier AI Models with 
Scale Remained Elusive? June 6, 2024; 
https://arxiv.org/abs/2406.04391

Numerous Authors.
Beyond the Imitation Game: Quantifying and 
extrapolating the capabilities of language 
models, Transactions on Machine Learning 
Research, May 2022; https://arxiv.org/
abs/2206.04615

Wei, J., Tay, Y., Bommasani, R., Raffel, C., et al
Emergent Abilities of Large Language 
Models, October 26, 2022; https://arxiv.org/
abs/2206.07682

Niven, T. and Hung-Yu, K.
Probing Neural Network Comprehension of 
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Proceedings of the 57th Annual Meeting 
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Italy, July 28 - August 2, 2019.;
https://aclanthology.org/P19-1459.pdf

Samuel Greengard is an author and journalist based in 
West Linn, OR, USA.
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the benchmarking framework may lead 
to misleading and problematic results 
that can undermine AI,” Koyejo said. 
“Emergence shouldn’t drive the way we 
make decision or design things.”

Adds Brando Miranda, a Stan-
ford University Ph.D. student who 
also served on the research team and 
helped author the paper, “There’s a 
need to develop methods that promote 
greater consistency and better predict-
ability.”

In other words, data scientists might 
have to rethink the fundamental defi-
nition of success—and introduce more 
precise metrics and measurement sys-
tems. Criteria and metrics should de-
pend less on whether a model did the 
exact right thing and, instead, on how 
close it is to the real world truth or de-
sired result, the researchers argue. An 
all-or-nothing approach may function 
well for an arithmetic equation such as 
1+1 = 2 or when an LLM produces a di-
rect word translation, such as “gato” to 
“cat” from Spanish to English.

The real world of AI is far more 
complicated, however. For example, 
what happens if an AI model gets 99% 
of an algebraic equation right, but 
misses a single variable or coefficient? 
What about an LLM that generates an 
excellent summary of a document, but 
with a single factual error? Expand-
ing measurement criteria to how well 
the model predicted both right and 
wrong things changes the equation, 
Miranda noted. So, if an LLM is spit-
ting out language translations, it isn’t 
only about getting the specific words 
right, it’s about the overall quality of 
the translation and how accurately it 
conveys the intended message.

Scoring systems and benchmark-
ing methods deserve additional study, 
Mitchell said. However, getting to a 
higher plane may prove difficult. For 
one thing, human subjectivity can 
creep into a scoring model, particu-
larly those with components or factors 
subject to interpretation. For another, 
“Machine learning systems can some-
times incorporate ‘shortcuts’—spuri-
ous statistical associations—to obtain 
high scores on benchmarks without 
possessing the understanding that 
the benchmark was supposed to mea-
sure,” she explained.

Indeed, a study conducted by re-
searchers in Taiwan found that an AI 
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the top 25 global sports leagues and 
federations, according to the compa-
ny. Yet, the sentiment appears to be 
that AI will never fully replace human 
judges.

This has been the subject of much 
debate in Major League Baseball (MLB), 
a sport grounded in tradition, noted 
Daniel Martin, an associate professor 
of economics at the University of Cali-
fornia at Santa Barbara. MLB is using 
Hawk-Eye to automatically monitor 
strike zones, and is questioning wheth-
er to get rid of umpires, given that the 
system is “incredibly accurate,’’ he said.

Yet, Martin said he does not think 
that will happen, because society is not 
ready to fully give way to machines to 
judge sports. “There’s something deep-
ly appealing about the human element 
[in a game] and this is why we end up 
with AI oversight,’’ he said. “People like 
people in the mix.”

While baseball matters in an eco-
nomic sense, we also have to factor in 
people’s emotional experience with 
the game, he said. Hawk-Eye is useful 
when calls are challenged to make the 
ultimate decision without human bias. 

T
H E R E  A R E  T H I N G S  in life that 
are subjective, like beauty, 
taste, emotions, and feel-
ings. However, when it comes 
to judging in competitive 

sports, decisions have become a lot 
more cut and dried, thanks to the use of 
artificial intelligence (AI) systems.

Several sports organizations have 
been using AI to judge certain aspects 
of their competitions and games for 
years, but as the systems become more 
sophisticated, more are jumping on the 
bandwagon.

The board of the Premier League 
(the highest level of the English foot-
ball (soccer) league system) last April 
voted unanimously to introduce the 
use of “semi-automated offside tech-
nology.” The new system will be used 
by the League for the first time in the 
2025 season.

“The technology will provide quicker 
and consistent placement of the virtual 
offside line, based on optical player 
tracking, and will produce high-quality 
broadcast graphics to ensure an en-
hanced in-stadium and broadcast expe-
rience for supporters,’’ the League said 
in a statement.

AI and Judging’s Human Factor
The Hawk-Eye computer vision system 
made its tennis debut in 2003 for broad-
casting purposes, but was approved in 
2005 after a notorious U.S. Open Tennis 
match between Serena Williams and 
Jennifer Capriati in 2004, during which 
Williams was the victim of multiple bad 
calls in the third set and went on to lose 
the match.

Use of Hawk-Eye was expanded dur-
ing the COVID-19 pandemic, and the 
2020 U.S. Open was played without 
line judges on all but two of the main 
courts. Since Hawk-Eye has been in use, 
between 190 and 200 judges have been 
replaced, depending on the stage of the 
tournament, says Sean Carey, manag-
ing director of competition operations, 
at the U.S. Tennis Association (USTA).

“The reason we bring technology 
in for this level of tournament—and 
we want to do it across every level if we 
could afford it—is to ensure integrity 
and the fairest and most even calls,’’ 
Carey said.

Hawk-Eye, which uses cameras to 
track the trajectory of a ball and create 
a three-dimensional (3D) representa-
tion of it, is now being used by 23 of 

AI Judging in Sports
Sports organizations are looking to artificial intelligence to provide  
unbiased umpires and referees. Are they making the right call?

Society  |  DOI:10.1145/3695861 Esther Shein

“There is something 
deeply appealing 
about the human 
element [in a game] 
and this is why 
we end up with AI 
oversight. People like 
people in the mix.” 

The Hawk-Eye computer vision system is used by 23 of 25 global sports leagues and 
federations, the company says. 
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map its golf courses in three dimen-
sions, he said.

The real-time, proprietary ShotLink 
system comprises logistical informa-
tion, statistical data that is translated 
into something humans can under-
stand, as well as a networking layer, 
and sensors, which are new this year 
and which Lovell refers to as “the cool 
piece.” Three different types of sensors 
are embedded in the ground and cover 
the golf course, including “military-
grade radar” that provides data about 
every shot.

There are also 12 cameras and a 
group of people who watch for shots 
that go outside the course parameters. 
The sensors and cameras provide data 
and are used to predict the location of 
a shot before it hits the ground, he said.

“It’s not just about predicting the 
bounce and roll out; we can tell you 
where [the ball] will end up with a level 
of probability around everything that 
happened in real time for every shot 
on the golf course,” Lovell said. “In ad-
dition, we can look at obstructions and 
tell you the probability of where the next 
shot will likely be able to be hit.”

Golf is unique in that players call 
their own fouls, he added. The rules of-
ficials on the ground provide guidance, 
and the idea behind using AI is to “give 
tools to the rules officials to help them 
do their jobs,’’ he said.

Lovell said there is a lot of “killer 
math’’ going on in the background to 
trace a ball in real time using data from 
the sensors, radar, videos, and cameras 
that is sent into the cloud.

“Sometimes, it’s hard for players 
to see a shot,’’ and there can be a 30-
yard or 40-yard discrepancy, Lovell 

explained. In that instance, a rules of-
ficial gets involved, since “they know 
the rules of golf better than anybody,’’ 
he said.

Right now, the PGA is building a 
system that will allow rules officials to 
look at all of this information on a tab-
let. It will have a view from every camera 
that saw the shot, enabling an official 
to zoom in or pan out as much as they 
want, he said.

Because the golf course has been 
painstakingly mapped, there is infor-
mation on the outlines of a water haz-
ard line. “I can draw in space a vertical 
plane from the edges of that line and 
can tell … exactly where the ball crossed 
the line,” Lovell said.

The International Gymnastics Fed-
eration (known as FIG) also is bullish on 
the use of AI, although the idea started 
as a joke, when Masanori Fujiwara, then 
a project leader at Fujitsu, met with 
Morinari Watanabe, who was head of 
the Japanese Gymnastics Association, 
and said that “In the future, maybe ro-
bots will be scoring.” Fujiwara took the 
joke seriously and built a prototype, 
which led to the development of the 
Judging Support System (JSS) in part-
nership with FIG in 2017.

JSS was used to judge the pommel 
horse, vault, and rings events at gym-
nastics’ 2019 World Championships.

Proponents of JSS say it can elimi-
nate biases and make the sport fairer. 
However, as is the case with the oth-
er sports, there is also debate about 
whether it will take away something; in 
this case, the subjectiveness that factors 
in artistry and performance as part of a 
competitor’s score.

JSS has been enhanced, and now 
uses camera-based imaging instead of 
sensors. The reason, says Fujiwara, now 
general manager of the human digital 
twin business division at Fujitsu, is that 
“At the time, the Microsoft Kinect was 
in the spotlight as a skeleton recogni-
tion technology, but it had the inherent 
problem of not being able to achieve the 
6m+ range performance required for 
gymnastics and other sports.”

Meanwhile, Fujitsu Laboratories 
was developing LiDAR (light detection 
and ranging) for autonomous cars and 
determining terrain for heavy equip-
ment work, he said, explaining that 
developers thought “the Lidar could 
measure distances of 10m or more and 

At the same time, humans need to re-
main in the loop to make the most of 
the judgment calls, Martin said.

David Almog, an economics Ph.D. 
candidate at the Kellogg School at 
Northwestern University and the lead 
author of the 2024 paper, “AI Oversight 
and Human Mistakes: Evidence from 
Centre Court,” said human behavior 
changes when technology is in play. Al-
mog worked with Martin and others to 
analyze a set of Hawk-Eye data on how 
umpires called matches.

The researchers found that umpires’ 
accuracy improved, and their over-
all mistake rate declined by 8%, after 
Hawk-Eye was introduced. Yet, oddly, 
there were instances where tennis um-
pires’ mistakes increased after AI was 
used. This suggests to Almog and Mar-
tin that the umpires were feeling the 
pressure of the AI system and reacting 
to it, whether consciously or not.

The psychological pressures on hu-
man judges when AI systems are used 
is cause for concern, Almog said. The 
fact that Hawk-Eye can overrule a line 
umpire is good for the game and gives 
umpires the impetus to improve, which 
is also good.

“It’s a good thing if all you care about 
is improving performance,’’ he noted, 
“but if you care about [a human’s] wel-
fare … that’s still an open question.”

The solution, said Martin, would be 
to have a couple of human arbitrators, 
although AI serves as a neutral arbiter.

Ultimately, Martin said, sports will 
do what makes the most business 
sense. That said, he believes humans 
will remain in the mix “because people 
want to see humans,” and there is the 
entertainment value of seeing an um-
pire make a mistake. Even watching AI 
overrule an umpire is entertainment, 
Martin said.

“What we’re selling with sports is 
not perfection. What we’re selling is the 
human experience—but we want some 
kind of fairness.”

Increasing Predictions, 
Levels of Probability
While the PGA Tour has been using 
machine learning tools for many years, 
the system was revamped about two 
years ago, said Ken Lovell, senior vice 
president of golf technologies. Unlike 
the square field used in many other 
sports, it has taken the PGA years to 

“What we’re selling 
with sports is not 
perfection. What 
we’re selling is the 
human experience 
—but we want some 
kind of fairness.”
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ment, the organization said it is “still at 
the beginning of its AI journey,” with 
a plan to “leverage learnings from the 
Olympic Games Paris 2024 and other 
Olympic events to identify AI solutions 
that will improve the operational ef-
ficiency and sustainability of future 
Olympic Games.”

As to whether colleges and univer-
sities will use AI to judge competitive 
sports, Natalie Kupperman, an assistant 
professor of data science at the Univer-
sity of Virginia, said there tends to be a 
trickle-down effect. “I would not be sur-
prised if we see specific camera technol-
ogies implemented in the college atmo-
sphere,’’ she said, adding that the issue is 
the cost of outfitting the arenas and sta-
diums where college sports are played.

Northwestern’s Almog said he hopes 
as the use of AI systems for judging 
sports increases, the human element 
will be considered. AI systems also in-
troduce the potential for distortions, 
sometimes referred to as AI hallucina-
tions, when models produce mislead-
ing results.

“If you introduce distortions, you 
run the chance of AI oversight not im-
proving the way you thought it would,’’ 
Almog pointed out. Humans will ra-
tionalize the change in their behavior 
based on the AI mechanism in place, 
which may be good for them, but not 
necessarily good for the sports organi-
zations that brought in the systems. “So 
they’re acting in different interests,’’ he 
said. “That’s the cautionary tale.” 
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that by speeding up and improving the 
resolution of laser scanning technol-
ogy and developing the angle of view 
control technology, it could be acquired 
as a depth image capable of detecting 
complex human movements in many 
sports, such as gymnastics.”

As development progressed, Fujitsu 
“began to feel Lidar’s limitations and 
moved on to cameras,” Fujiwara said.

The technology has been refined. In 
2023, JSS was used for all 10 apparatus 
used at the Antwerp World Champion-
ships. Said Fujiwara,  “Through the de-
velopment of JSS and the actual use of 
JSS by FIG, we have been more confident 
that new value can be created by digitiz-
ing human movement.”

In the near future, Fujitsu will 
roll out its Human Motion Analytics 
platform, which uses technologies 
developed for JSS, including its mo-
tion constraint corrector, a correc-
tion algorithm that can significantly 
reduce estimation errors in posture 
recognition, according to Fujiwara. 
“Until now, posture recognition blur-
ring has been an issue in deep learn-
ing image recognition, so the motion 
constraint corrector technology en-
ables more accurate skeleton recog-
nition,’’ he said.

The corrector reduces jitter by ensur-
ing skeleton length is as constant as pos-
sible and preventing joint position and 
angle abnormalities. “In gymnastics 
(JSS), the relative position of the head, 
legs, and so on, determines whether 
the technique is completed,’’ Fujiwara 
said. “In the case of the Human Mo-
tion Analytics Platform, the aesthetic 
elements of human movement are also 
important because of their relative po-
sition, such as the position of the head 
and the position of the legs, which can 
help improve the judgment of human 
movement.’’

Fujiwara said he expects JSS will be 
used in other sports because of its abil-
ity to instantaneously capture complex, 
high-speed movements.

Olympians Still on the Fence
Not every sports organization has 
climbed on the AI bandwagon. The In-
ternational Olympic Committee (IOC), 
which established a working group in 
2023, made no mention of using AI sys-
tems to judge the various sports at the 
2024 Summer Games. In an April state-
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Scientist at 
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Menlo Park, CA.
   Kaye earned 

his undergraduate degree in 
brain and cognitive sciences 
from the Massachusetts 
Institute of Technology (MIT), 
and a master’s degree in media 
arts and sciences from the MIT 
Media Lab. He received a Ph.D. 
in information science from 
Cornell University in 2008.

On receiving his doctorate, 
Kaye began working at various 
organizations, including Nokia, 
Yahoo, Mozilla, and Anthem 
Health, before joining the staff 
at Wells Fargo in June 2023.

Kaye says his research 
centers on human-computer 
interaction. “My research 
focuses on understanding 
people, what their needs 
and behaviors are, and using 
that knowledge to build new 
products for them.” 

Determining where people 
need support and building tools 
to help them move forward 
has been a consistent theme 
throughout his career, Kaye 
added.

Kaye leads an internal 
consulting team to support 
innovation needs across Wells 
Fargo. “I am currently spending 
a lot of time on building tools 
to move peoples’ financial goals 
forward,” he noted. 

The team also is working on 
a wide variety of other projects, 
including diversification of the 
types of investments customers 
can have in their accounts, as 
well as building tools to help 
young people save and grow 
their wealth. 

Kaye has held leadership 
roles at ACM over the years. 
These have included serving as 
Conference Chair for the 2016 
CHI Conference on Human 
Factors in Computing Systems, 
and serving as a Governing 
Board Representative for the 
ACM Diversity, Equity and 
Inclusion Council, among many 
other roles.

—John Delaney
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entire surfaces into cameras made 
up of thousands of such devices, and 
launching high-quality, ultra-light tele-
scopes into space.

Here is how they did it—and why it 
could change the world of imaging as 
we know it.

From Conventional Lenses 
to Metasurfaces
All camera designers and engineers, 
no matter the type(s) of cameras they 
design, share the same challenge: they 
want to make their cameras as com-
pact as possible while still allowing it 
to record as much light as possible.

Smartphone cameras present a 
great example of the trade-offs inher-
ent in solving this challenge. Each new 
smartphone packs more computation-
al firepower into smaller and thinner 
frames, to the point where the newest 
generations of smartphones look posi-
tively futuristic. However, smartphone 
cameras are still obviously large and 

W
H E N  I T  C O M E S  to cam-
eras, size matters, but 
not in the way you 
think.

Any time a new 
smartphone is released, it is easy to 
drool over the latest, greatest, and 
biggest features that allow you to take 
even more stunning selfies composed 
of even more megapixels. However, in 
the world of cameras, smaller cam-
eras could end up having a far greater 
impact on the world at large—and en-
able a ton of positive applications in 
society—than the next iPhone camera. 
Work from researchers at Princeton 
University and the University of Wash-
ington is pointing the way.

A team of researchers from both 
institutions has published work that 
uses innovative methods and materi-
als to create a “meta-optics” camera 
that is the size of a single grain of salt.

The meta-optics camera is the first 
device of its kind to produce full-color 
images that are equal in quality to 
those produced by conventional cam-
eras, which are an order of magnitude 
larger. In fact, the meta-optics camera 
is 500,000 times smaller than conven-
tional cameras that capture the same 
level of image quality.

The approach the researchers used 
to create this meta-optics camera’s 
small form factor is a huge deal.

They used nano-structures called 
“metasurfaces” and novel approaches to 
hardware design to build a meta-optics 
camera superior to past efforts, as well 
as implementing unique AI-powered 
image post-processing to create high-
quality images from the camera.

Their work is impressive on its 
own for breaking through past limita-
tions of meta-optics imaging devices. 
Yet it is also notable because it opens 
the door to the creation of extremely 

small cameras that can create high-fi-
delity images for a range of industries 
and use-cases (for instance, by en-
abling the use of less-invasive medical 
imaging without compromising im-
age quality).

This work also unlocks the science-
fiction-like possibilities of turning 

A Camera the Size of  
an Average Grain of Salt Could 
Change Imaging as We Know It
The “meta-optics” camera is 500,000 times smaller than comparable imaging devices.

Technology  |  DOI:10.1145/3695862 Logan Kugler

The meta-optics 
camera is 500,000 
smaller than 
conventional 
cameras that capture 
the same level of 
image quality.

The ultracompact camera system developed by researchers at Princeton University and the 
University of Washington relies on a technology called a metasurface, which is studded with 
1.6 million cylindrical posts and can be produced much like a computer chip.
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images that are of sufficient quality to 
deploy for imaging use cases.

“Existing approaches have been un-
able to design a meta-optics camera 
that can capture crisp, wide-field-of-
view full-color images,” said Tseng.

The research team’s work changes 
that. Their meta-optics camera is the 
first high-quality, polarization-insen-
sitive nano-optic imager for full-color, 
wide field-of-view imaging.

“We addressed the shortcomings of 
previous meta-optics imaging systems 
through advances in both hardware 
design and software post-processing,” 
said Tseng. To do that, the research-
ers used artificial intelligence to solve 
two challenges: lens design and image 
processing.

First, the team used novel AI op-
timization algorithms to design the 
nano-antennas on the actual metasur-
face. Simulating the optical response 
of a metasurface and calculating the 
corresponding gradients can be quite 
computationally expensive, Tseng 
said, so the team created essentially 
fast “proxies” for metasurface physics 
that allowed them to compute how to 
design the metasurface very quickly.

Then, a physics-based neural net-
work was used to process the images 
captured by the meta-optics camera. 
Because the neural network was trained 
on metasurface physics, it can remove 
aberrations produced by the camera.

“We were the first to treat the meta-
surface as an optimizable, differentia-
ble layer that can perform computation 
with light,” said Heide. “This made it 
possible to effectively treat metasurfac-
es like layers in optical neural networks 

obtrusive on otherwise sleek smart-
phone frames because camera design-
ers are packing more and more lenses 
into them so they can take higher-qual-
ity pictures.

This means researchers are always 
on the hunt for ways to compress more 
optical power into smaller form fac-
tors, said Ethan Tseng, a researcher 
at Princeton who was part of the team 
that produced the salt-grain-sized me-
ta-optics camera.

“Metasurfaces have emerged as a 
promising candidate for performing 
this task,” Tseng said.

A metasurface, Tseng explained, is 
an artificial, man-made material that 
allows us to affect light in unique ways. 
It is an ultrathin, flat surface just half a 
millimeter wide and studded with mil-
lions of cylindrical posts called “nano-
antennas.” These nano-antennas can 
be individually tuned by researchers 
to shape light in certain ways so that, 
together, they are capable of produc-
ing images just like standard refrac-
tive glass lenses—but in a device that 
is much, much smaller.

“Using metasurfaces enables us 
to open a large design space of optics 
that we only hardly were able to access 
before with conventional refractive 
optics,” said Felix Heide, a Princeton 
professor who is the senior author of 
the study that produced the salt-grain-
sized meta-optics camera.

With a standard refractive lens, you 
can only really shape the surface of the 
lens and vary the material to get better 
results. However, with metasurfaces, 
researchers are able to modulate light 
at the sub-wavelength level, said Heide.

In the salt-grain-sized camera, the 
research team was able to create a sin-
gle metasurface that has more light-
steering power than a traditional lens, 
dramatically reducing the overall size 
of the camera while still achieving sim-
ilar results. The meta-optic lens itself if 
0.5 millimeters in size, while the sen-
sor is one millimeter in size, making 
the entire camera much, much smaller 
than traditional lenses.

The researchers did not invent the 
concept of using metasurfaces for cam-
eras, but they did find a way to make 
the approach work in a way that was 
actually useful in the real world. Meta-
optics cameras have been designed 
before, but none of them can produce 

and piggyback on the large toolbox of 
AI to optimize these layers.”

Finally, the metasurface physics 
simulator and the post-processing al-
gorithm were combined into a single 
pipeline to fabricate the actual meta-
optic camera, and then to reconstruct 
the images it captures into high-quali-
ty, full-color images.

This innovative combination of 
hardware and software means that 
the researchers’ meta-optics camera 
produces images that could actually 
be used in real-world contexts, such as 
medical imaging.

“Only combined with computation 
were we able to explore this design 
space and make our lenses work for 
broadband applications,” said Heide.

Better Endoscopes, Smartphone 
Cameras, Telescopes
The potential real-world applications 
of the research are vast.

The most obvious one is medical 
imaging, which directly benefits from 
cameras that are as small as possible 
so as not to be invasive. “We are very 
excited about miniaturized optics in 
endoscopes, which could allow for nov-
el non-invasive diagnosis and surgery,” 
said Heide.

Ultra-compact endoscopes powered 
by a meta-optics camera could even 
image regions of the body that are dif-
ficult to reach with today’s technology.

Another major area of interest for 
using meta-optics cameras—or cam-
eras that incorporate meta-optics tech-
niques—is consumer hardware. The 
ability to design cameras and lenses 
that are an order of magnitude smaller 
than those in devices today opens up ex-
citing possibilities across smartphones, 
wearables, and augmented reality (AR) 
and virtual reality (VR) headsets.

Your smartphone screen or the back 
of your phone itself could become a 
camera, says Heide. Wearables could 
bake high-quality cameras right into 
the surfaces of, say, eyeglasses. Or, VR 
headsets could become dramatically 
lighter and sleeker, leading to higher 
adoption and greater use of these de-
vices on the go.

Drones also could benefit from sig-
nificantly smaller cameras. All drones 
require cameras of some type to per-
form their work, whether for military 
purposes like reconnaissance or civil-

The meta-optics 
camera is the 
first high-quality, 
polarization-
insensitive nano-optic 
imager for full-color, 
wide field of vision 
imaging.
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chip. Metasurfaces are produced in an 
identical way, which holds the promise 
of greatly reducing the individual cost 
per metasurface produced, he says.

While the exact materials used to 
make metasurfaces vary, the research-
ers used a silica wafer for their mount-
ing surface and silicon nitride for their 
nano-antennas. Both materials are 
compatible with today’s semiconductor 
manufacturing techniques that pump 
out computer chips.

This means going from sophisti-

cated computer chips to meta-optics 
cameras might be easier than we think. 
If so, the picture for how to use these de-
vices in many different industries could 
get much, much clearer. 
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“Metasurfaces are 
especially interesting 
because they can be 
made using the same 
mature technology 
used to produce 
computer chips.”

ian ones such as order delivery. Much 
smaller cameras would result in far 
lighter drones that consume far less 
battery power, said Tseng.

In fact, with a breakthrough like the 
meta-optics camera, the very nature of 
cameras can be rethought entirely.

“Our tiny cameras have also recently 
allowed us to rethink large cameras as 
flat arrays of salt-grain cameras—effec-
tively turning surfaces into cameras,” 
said Heide. Larger metasurfaces could 
even replace the lenses needed for tele-
scopes, making it not only easier to 
build them but also to send more pow-
erful lenses into space.

While researchers are still in the 
early stages of brainstorming and en-
gineering potential real-world applica-
tions for meta-optics cameras, the way 
in which metasurfaces are produced 
has them excited.

“Metasurfaces are especially inter-
esting because they can be made using 
the same mature technology used to 
produce computer chips,” said Tseng. 
Today’s computer chips are produced 
on wafers, and each wafer contains 
hundreds of identical copies of the 
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logician at heart, following on the tradi-
tions of Alonzo Church to whom Allen 
could trace his academic legacy.” Ke-
dar Namjoshi (Nokia Bell Labs) recalls, 
“We’d meet to discuss research, but 
the conversation would soon diverge 
into science fiction (we both loved it; 
he was a particular fan of Larry Niven’s 
Ringworld); rabbits (he had two as pets); 
and every other topic under the sun.” 
He went on to state, “He made getting a 
Ph.D. so enjoyable that I would happily 
have done it all over again. He held us 
all to his own exacting standards, but he 
did so with gentleness, patience, trust, 
and humor”—a sentiment that several 
of his other former advisees echoed.

Emerson received other honors for 
his work, including the 1998 ACM Paris 
Kanellakis Theory and Practice Award 
(joint with Randal Bryant, Edmund M. 
Clarke, and Kenneth L. McMillan for the 
development of symbolic model check-
ing. He also received the 1999 CMU 
Newell Research Excellence Award and 
the IEEE’s 2006 Test of Time Award.

Emerson met his future wife, Leisa, 
at the public schools they attended in 
Dallas. They married in 1977. He is sur-
vived by his wife, his sister, and a niece 
and nephew and their families. His 
obituary notes Emerson’s love of travel, 
books, family, and work.1,4,5,7 
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E. 
ALLEN EMERSON WAS the 
first graduate student of Ed-
mund M. Clarke at Harvard 
University. After discuss-
ing several ideas for Allen’s 

dissertation, they identified a promis-
ing candidate: verifying a finite-state 
system against a formal specification. 
According to Martha Clarke, Edmund’s 
widow, it was during a walk across Har-
vard Yard that they decided to call it 
“model checking.” Emerson received 
his Ph.D. in applied mathematics for 
this work in 1981. Twenty-five years 
later, he and Clarke (along with Joseph 
Sifakis) shared the ACM A.M. Turing 
Award in 2007 for this and related work.

Ernest Allen Emerson II passed away 
on October 15, 2024. He was born in 
Dallas, TX on June 2, 1954, to Ernest and 
Ina Lee Emerson. He graduated first in 
his high school class, where he learned 
programming on GE Mark I and Bur-
roughs computers. He next attended 
the University of Texas at Austin (UT 
Austin), where he developed a lifelong 
interest in formal methods of computa-
tion. As noted in the biography accom-
panying his Turing Award citation, he 
was partly inspired by reading “Proof of 
a Program: FIND,”3 a Communications 
paper by 1980 Turing Award recipient 
Tony Hoare, and by a talk from Zohar 
Manna on fixpoints and the Tarski-
Knaster Theorem.

After obtaining his B.S. in mathemat-
ics in 1976, Emerson enrolled at Har-
vard for graduate study. Upon receiving 
his Ph.D., he joined the computer sci-
ence faculty at UT Austin. Also on the 
UT Austin faculty was Edsger Dijkstra, 
who was no fan of model checking and 
believed programmers should reason 
about the correctness of their programs 
and not rely on mechanical program 
checkers. In 1985, Dijkstra analyzed a 
short paper Emerson published at the 
ACM Symposium on Programming 
Languages1 as part of his Tuesday After-
noon Club.

“Dijkstra took extreme umbrage 
to the paper, and he wrote a scathing 

memo criticizing me harshly,” recalled 
Emerson in his 2019 oral history.6 “It 
was devastating.

“But to Dijkstra’s surprise, I returned 
the next week with a memo of my own, 
defending myself and counterattack-
ing,” with an argument that Dijkstra ac-
cepted. The two became close friends, 
with Emerson concluding that Dijkstra 
eventually conceded his argument re-
garding the benefits of model checking, 
telling him: “Sir, you are at risk of win-
ning the argument.” Emerson retired in 
2016 as Regents Chair and professor of 
Computer Science, entering emeritus 
status.

The Turing Award citation states, 
“For their role in developing model 
checking into a highly effective verifica-
tion technology that is widely adopted 
in the hardware and software indus-
tries.” In addition, Emerson made sig-
nificant contributions to temporal logic 
and introduced the concept of compu-
tation tree logic (CTL and CTL*), all of 
which are used in verifying concurrent 
and real-time systems, communica-
tions protocols, and microprocessors.

Emerson advised many notable 
Ph.D. students. One of them, Thomas 
Wahl (GrammaTech, Inc.), recounted, 
“[he was]…high entropy-high reward in 
most interactions. The learning curve 
was steep (tough for a student spoiled 
with strictly organized lectures, home-
work, and exams).” Another former 
student, Charanjit Jutla (Simons In-
stitute, UC Berkeley), noted: “He was a 

E. Allen Emerson 
The ACM A.M. Turing Laureate helped to develop model checking  
into a widely adopted, highly effective verification technology.

In Memoriam  |  DOI:10.1145/3702968 Simson Garfinkel and Eugene H. Spafford
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Another troubling aspect is our ten-
dency to anthropomorphize—to pro-
ject our beliefs and hopes about hu-
man intelligence onto machines. This 
leads to unwelcome contradictions 
and misplaced trust in AI. For exam-
ple, we believe intelligent people think 
fast, and yet supercomputers that run 
a billion times faster than humans are 
not intelligent. We believe that inter-
acting communities of AI machines 
will be collectively smart, and yet 
massively parallel computers and net-
works are not intelligent. We believe 
chatbots will make new discoveries, 
but do we not accept their outputs as 
intelligent.

A Hierarchy of  
Learning Machines
In Table 1, we offer an eight-tiered hi-
erarchy that classifies AI machines 
by their learning power. A machine is 
more powerful at learning than an-
other if, in a reasonable time, it can 
learn to perform some tasks that the 
other cannot. Learning power comes 
from structure. This definition does 
not rely on any notion of intelligence. 
No anthropomorphizing is needed to 

A
R T I F IC I A L I N T E L L I G E NC E 

(A I)  has been success-
ful in numerous areas 
including speech recog-
nition, automatic classi-

fication, language translation, chess, 
Go, facial recognition, disease diagno-
sis, drug discovery, driverless cars, au-
tonomous drones, and most recently 
linguistically competent chatbots. Yet 
none of these machines is the slightest 
bit intelligent and many of the more 
recent ones are untrustworthy. Busi-
nesses and governments are using AI 
machines in an exploding number 
of sensitive and critical applications 
without having a good grasp on when 
those machines can be trusted.

From its beginnings, AI as a field 
has been plagued with hype. Many re-
searchers and developers were so en-
thusiastic about the possibilities that 
they overpromised what they could 
deliver. Disillusioned investors twice 
pulled back during two “AI winters.” 
With the arrival of large language 
models (LLMs), the hype has reached 
new heights and has driven a huge 
wave of speculative investment in AI 
companies. Investment advisors are 

warning of an AI bubble. Many AI re-
searchers have weighed in with con-
cerns that the hype is drawing people 
to trust machines before we know 
enough about them, and to put them 
into critical applications where mis-
takes can be costly or deadly.

In 2019, we (the authors) proposed 
a way to look at AI machines that is 
objective enough to avoid reliance 
on hype and anthropomorphism.1 
We found that AI machines can be 
grouped into classes by learning pow-
er. This way of classifying AI machines 
gives more insight into the trust ques-
tion than the more common classifi-
cations by domains including speech, 
vision, natural language, games, 
healthcare, transportation, naviga-
tion, and so on.

One particularly troubling aspect 
of the hype  has been claims that 
recent advances in computing are 
driven by AI and that all software is a 
form of AI. It is the other way around: 
Computing has made steady progress 
in power and reliability over the past 
half-century and most software is not 
AI. Modern AI would not exist except 
for those advances.

The Profession of IT 
An AI Learning Hierarchy
A hierarchy of AI machines organized by their learning power  
shows their limits and the possibility that humans are at risk of  
machine subjugation well before AI utopia can come.

DOI:10.1145/3699525 Peter J. Denning and Ted G. Lewis
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explain why one machine is more pow-
erful at learning than another.

This definition also accommodates 
the two basic ways machines can learn. 
One is by programming: A designer 
expresses all the rules of operation in 
a database and the machine applies 
these rules to deduce results. The oth-
er is by self-adaptation: The machine 
learns from examples and experience 
and adjusts its internal structure ac-
cording to a training algorithm. These 
approaches can be combined, with 
part of an AI machine programmed 
and other parts self-adapting.

This hierarchy does not rank by com-

putational power. All the AI machines 
are Turing complete. The hierarchy 
shows that none of the machines built 
so far has any intelligence at all, leading 
to the intriguing possibility that human 
intelligence is not computable.

Level 0: Basic automation. These 
machines are automata that carry out 
or control processes with little or no 
human intervention. They frequently 
include simple feedback controls that 
maintain stable operation by adjust-
ing and adapting to readings from sen-
sors. For example, an FM radio locks 
onto a frequency but does not learn 
what frequencies it recognizes. How-
ever, basic automata cannot learn any 
new actions because their feedback 
does not change their function—they 
do not learn anything beyond what 
they were built to do. All the higher lev-
els are forms of automation augment-
ed with learning.

Level 1: Rule-based systems. These 
machines imitate the logic of human 
reasoning. They were called “rule-
based programs” because they made 
their logical deductions by applying 
programmed logic rules to their in-
puts and intermediate results.

Board games were early targets for 
rule-based programs. In 1952, Arthur 
Samuel of IBM demonstrated a com-
petent, self-improving checkers pro-
gram. Beginning in 1957, a long line 
of chess research led to the IBM Deep 
Blue computer, which, in 1997 beat 
grandmaster Garry Kasparov. Com-
puter speed is essential—the comput-
er evaluates thousands of next moves 
in the same time a human can evalu-
ate just one.

Expert systems were another early 
target—programs using logic rules de-
rived from the knowledge of experts. 
Early examples were developed by 
Edward Feigenbaum at Stanford Uni-
versity in 1965: Dendral identified un-
known organic molecules, and Mycin 
diagnosed infectious blood diseases. 
In 1980, John McDermott of Carnegie 
Mellon University built XCON, which 
determined the best configuration of 
complex DEC computer systems for a 
given customer.

Expert systems designers soon dis-
covered that getting experts to state 
their expertise as rules is an impos-
sible task. Hubert Dreyfus, a philoso-
pher and an early critic of expert sys-

Table 1. AI machines hierarchy.

Level Machine Category

0 Basic automation

1 Rule-based systems

2 Supervised learning

3 Unsupervised learning

4 Generative AI

5 Reinforcement learning AI

6 Human-machine interaction AI

7 Aspirational AI
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training process presents a large cor-
pus of text and records which words 
are near to each other. When present-
ed with an input text (“prompt”), the 
basic ANN produces an output word 
that is highly likely to be next after the 
input. That word is appended to the 
prompt and the cycle repeats, gener-
ating an output string of words that 
is highly probable given the original 
prompt. The basic model is fluent but 
likely to generate nonsense or fabrica-
tions not in the training data. The ba-
sic network is modified by a “tweaking 
process” that adjusts weights to re-
duce the chances of these unsatisfac-
tory outputs.

Generative AI systems are often 
called large language models (LLMs) 
because they are trained on a very 
large textual training set. One of the 
most prominent of this genre, ChatG-
PT-4, was trained on several hundred 
billion words of texts found on the In-
ternet; training took several months 
and consumed as much electricity as a 
small town. The results were astound-
ing. LLMs can give astonishingly com-
petent outputs, but they are so prone 
to generating fabrications and non-
sense that Emily Bender in 2021 called 
them “stochastic parrots.” Many peo-
ple do not trust them, especially when 
they make recommendations for ac-
tion in critical areas where mistakes 
are costly.

There is a controversy around 
whether generative AI machines are 
creative. Skeptics point to many hu-
man creations that are not inferences 
from prior knowledge.

Level 5: Reinforcement learning. 
These machines avoid the need for 

tems, argued that much of what we 
call expertise is not rule based: A ma-
chine limited to rule-based operations 
could not be expert.2 Not even an enor-
mous database of commonsense facts 
could make these systems as smart as 
experts. Many expert systems are use-
ful despite this weakness.

Level 2: Supervised learning. These 
machines do not apply logic rules to 
inputs. Instead, they remember in 
their structure the proper output for 
each input shown it by a trainer. The 
artificial neural network (ANN) is the 
common example. The ANN trainer 
presents a long series of input-output 
examples; it adjusts the internal con-
nection weights to minimize error 
between the actual and intended out-
puts. Although training may take days, 
a trained network responds within 
milliseconds.

An important property of ANNs is 
that any continuous mathematical 
function can be approximated arbi-
trarily closely by a sufficiently large 
ANN trained with a sufficient number 
of input-output pairs. This has inspired 
much research into ANNs to imple-
ment differential-equation models of 
physical systems, leading to many im-
provements in scientific computing.

In many applications, the data do 
not come from a continuous func-
tion—for example, facial recogni-
tion trained by labeled images. These 
ANNs have two main limitations: 
fragility and inscrutability. Fragil-
ity means that, when presented with a 
new (untrained) input that differs only 
slightly from a trained input, the net-
work may respond with a wildly wrong 
output. Inscrutability means it is diffi-
cult or impossible to “explain” how the 
network reached its conclusion.

Level 3: Unsupervised learning. 
These machines improve their per-
formance by making internal modi-
fications without the assistance of an 
external training agent. Classifiers are 
the most common examples. A classifi-
er divides the input data into the most 
probable set of classes by similarity; 
no classes are specified in advance. An 
early example is the AUTOCLASS pro-
gram by Peter Cheeseman that classi-
fied space telescope profiles of stars.

Level 4: Generative AI. Machines of 
this level are ANNs augmented with 
natural-language processors. The 

Expert systems 
designers soon 
discovered that 
getting experts to 
state their expertise 
as rules is an 
impossible task.Learn more:
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cial AGI (see Table 3).6 It is a business 
plan for the new singularity! Our col-
lective eagerness to push toward AGI 
may accelerate our prospect of being 
sucked into the quicksand of machine-
orchestrated stupidity. 
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massive training data. Reinforcement 
teaches an ANN how to achieve a goal. 
Two ANNs play rounds of a game with 
each other, keeping track of which 
moves were ultimately part of a win 
and adjusting parameters so that the 
machines gradually learn to select 
only winning moves. This is done 
with millions or billions of rounds, 
simulated on an energy-gobbling su-
percomputer. It can produce amaz-
ing results. DeepMind’s AlphaZero 
became a chess grandmaster in four 
hours and Go grandmaster in 13 days 
with reinforcement learning. OpenAI’s 
ChatGPT uses reinforcement learn-
ing to make final adjustments to the 
weights in its core ANN so that the 
responses are more satisfactory to hu-
mans. Deepmind’s AlphaFold was so 
good with predictions about protein 
folding that its originator received a 
Nobel Prize in 2024.

Level 6: Human-machine interac-
tion. It is generally agreed that hu-
mans and machines blending together 
are more powerful than either working 
alone. Humans are particularly good 
with judgments while machines are 
good with computations. Achieving 
good blends is a very difficult problem 
in design.

One approach to this was popular-
ized by Marvin Minsky in his book 
Society of Mind.5 The idea is that thou-
sands or millions of agents, each 
trained to be good at a narrow human 
skill, cooperate, and collectively gener-
ate results better than any individual 
human or machine). This idea perme-
ates many proposals for achieving arti-
ficial general intelligence (AGI).

Another approach, pioneered in 
the 1960s by Doug Engelbart, was 
based on the idea of amplifying hu-
man intelligence by augmenting hu-
mans with machines. In his day, the 
machines were external devices us-
ing tools such as windows, mice, and 
hyperlinks. Today the augmentation 
tools are much more sophisticated 
and include smartphones, virtual re-
ality glasses, and simulations. After 
IBM Deep Blue beat him in 1997, Garry 
Kasparov invented Advanced Chess, 
where a “player” is a team consisting 
of a human augmented by a comput-
er. It was soon found that the teams 
of competent players and good chess 
programs were able to defeat the best 

machines. According to futurist Ray 
Kurzweil, in the next decade or two 
augmentations may include nanobots 
introduced into the human blood-
stream that interface with external 
computers and provide organ repair 
and enhancements like photographic 
memory.4

These examples show that human-
machine teaming is a rich area and 
can often be achieved with simple in-
terfaces that do not rely on AI tools.

Level 7: Aspirational AI. This level 
includes a variety of speculative ma-
chines that represent the dreams of 
many AI researchers. The most ambi-
tious feature machines that think, rea-
son, understand, and are self-aware, 
conscious, self-reflective, compassion-
ate, and sentient. No such machines 
have ever been built and no one knows 
whether they can.3

AI Progress Models
The AI hierarchy can be seen as a prog-
ress model. As machines gain in learn-
ing power, they approach AGI.

In The Last AI,7 S.M. Sohn lays out 
a progress model depicted as a pyra-
mid of increasing automation from 
AI (see Table 2).7 He envisions automa-
tion making basic necessities abun-
dant and cheap, leading eventually to 
0-person organizations (no humans 
involved in running things) and AI uto-
pia. While some consider this model to 
be preposterous, we take it seriously—
as a very plausible path to a society of 
human subjugation by unintelligent 
machines.

The process seen by Sohn is already 
well under way at all four levels: Copi-
lot and LLMs at Level 1, business work-
flow automation at Level 2, automated 
purchasing and customer service at 
Level 3, and automated bureaucra-
cies and political deepfakes at Level 
4. These systems are already distrust-
ed because of their rigidity, fragility, 
lack of care, lack of compassion, and 
intolerance of human errors. We are 
drifting toward a new singularity—the 
subjugation of humans to networks 
of low-intelligence, uncaring ma-
chines—well before Kurzweil’s Singu-
larity merges humans with machines 
in 2045.

Inspired by Sohn, the OpenAI com-
pany promoted its own progress hier-
archy, its roadmap to safe and benefi-

Table 2. Sohn’s AI adoption hierarchy.

Level
Category of machines  
“in charge of”

1 Human business roles  
(AI copilot, AI assistant)

2 Machine business roles  
(AI agent, AI butler)

3 Business (AI CEO, AI company)

4 Government (AI president,  
AI bureaucracy, AI congress)

Table 3. OpenAI’s adoption hierarchy.

Level
Category of machines  
“in charge of”

1 Chatbots  
(AI with conversational language)

2 Reasoners  
(human-level problem solving)

3 Agents  
(systems that can take actions)

4 Innovators  
(AI that aids in innovation)

5 Organizations  
(AI doing the work of organizations)
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municate, forming mental models of a 
conversation partner’s communicative 
intent based not only on words but also 
on paralinguistic and other contextual 
cues, theory-of-mind abilities, and by 
requesting clarification as needed.4 
By contrast, while some prompts re-
semble natural language, many of the 
most “successful” prompts do not—for 
instance, image generation is a do-
main where arcane prompts tend to 
produce better results than those in 
plain language.1 Further, prompts are 
surprisingly sensitive to variations in 

A
S  A  C O M P U T E R  scientist 
with one foot in artificial 
intelligence (AI) research 
and the other in human-
computer interaction 

(HCI) research, I have become increas-
ingly concerned that prompting a has 
transitioned from what was essentially 
a test and debugging interface for ma-
chine-learning (ML) engineers into the 
de facto interaction paradigm for end 
users of large language models (LLMs) 
and their multimodal generative AI 
counterparts. It is my professional 
opinion that prompting is a poor user 
interface for generative AI systems, 
which should be phased out as quickly 
as possible.

My concerns about prompting are 
twofold. First, prompt-based interfac-
es are confusing and non-optimal for 

a Prompting refers to a pseudo-natural-language 
input accepted by generative AI models and 
applications including LLMs, LLM-powered 
chatbots, generative image models, genera-
tive video models, generative audio models, 
and multimodal generative AI apps. Prompts 
are typically entered as a text string, but can 
also be spoken as voice input to some systems. 
Some prompts resemble natural language 
closely (for example, prompting an image 
model with the string “Fairy tale-like moun-
tain scenery.”) while others tend to be more ar-
cane (for instance, prompting an image model 
with the string “Photo of a white fender Stra-
tocaster :: explosion of thick fire smoke paint 
ink :: psychedelic style :: white background::2 
–v 4 –upbeta.”). Image prompt examples from 
Das et al.1

end users (and ought not to be conflat-
ed with true natural-language interac-
tions). Second, prompt-based interfac-
es are also risky for AI experts—we risk 
building a body of apps and research 
atop a shaky foundation of prompt en-
gineering. I will discuss each of these 
issues in turn, below.

Limitations of Prompting as 
an End-User Interface
Prompting is not the same as natural 
language. When people converse with 
each other, they work together to com-

Opinion 
Prompting  
Considered Harmful
As systems graduate from labs to the open world, moving beyond  
prompting is central to ensuring that AI is useful, usable, and safe for end users  
as well as experts such as AI developers and researchers.

DOI:10.1145/3673861  Meredith Ringel Morris
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practice create barriers to interaction 
by their open-ended nature; such para-
digms do not help novice end users un-
derstand the affordances of a system. 
Constraint-based graphical user inter-
faces (for example, menus, templates) 
might be more suitable for some user 
groups or application scenarios by re-
vealing affordances, scaffolding user 
knowledge of available interactions, 
and supporting recognition over re-
call. It is also worth considering in-
teraction designs that shift more of 
the burden for interaction onto the 
system rather than the end user, such 
as implicit interactions that infer the 
user’s intent from contextual clues and 
mixed-initiative systems that are more 
proactive than today’s chatbots about 
eliciting users’ preferences.4 Modality 
influences “naturalness” as well; for 
instance, sketching or other direct-
manipulation interactions2 might be 
faster and more intuitive for generative 
image creation and editing than text-
based prompting.

Ultimately, the goal of any AI inter-
face is to allow the user to express their 
intent and to know the system under-
stood their meaning and will carry out 
their intent in a safe and correct fash-
ion. Careful consideration of appropri-
ate human-AI interaction paradigms 
is an important component of a multi-
faceted approach to AI safety, particu-
larly as models progress in capability.6

There is an urgent need for the 
fields of AI and HCI to combine their 
skills not only in developing improved 
interfaces for status quo systems, but 
in developing strategic programs of 
research on user experience for fron-
tier models. It is also vital to innovate 

in educational programs that will 
train a new generation of computing 
professionals fluent in the methods 
and values of both fields. We should 
not be complacent and assume that 
artificial general intelligence (AGI) 
will obviate the need to consider user 
interfaces (since such hypothetical, 
powerful systems would by defini-
tion understand all inputs perfectly). 
Progress toward AGI is a journey, not a 
single endpoint6—investment in user 
experience along the path to AGI will 
improve the utility of status-quo and 
near-term systems while also improv-
ing alignment for more speculative 
future models.

Limitations of Prompting as 
an Expert Interface for ML 
Researchers and Engineers
I fear that we are in the midst of a “rep-
lication crisis” in AI research. Psychol-
ogy and related social sciences have 
been experiencing a crisis in which 
a substantial number of published 
results do not replicate, often due to 
p-hacking to obtain statistically sig-
nificant findings.8 I am increasingly 
concerned that a non-negligible por-
tion of recent AI research findings 
may not stand the test of time due to 
a different phenomenon, which I call 
prompt-hacking.

Much like the p-hacking crisis in 
the social sciences, prompt-hacking 
does not imply nefarious intent or ac-
tive wrongdoing on the part of a re-
searcher. Indeed, researchers may be 
entirely unaware they are engaging in 
this behavior. Prompt-hacking might 
include any of the following research 
practices:

 ˲ Carefully crafting dozens or even 
hundreds of prompts (manually, pro-
grammatically, or via generative AI 
tools) to obtain a desired result but 
not reporting in a paper the number 
of prompts tried that failed to pro-
duce desired results, and whether the 
prompt(s) that did produce desired re-
sults had any properties that system-
atically differentiated them from those 
that failed.

 ˲ Not checking whether slight varia-
tions in a successful prompt alter the 
research results.

 ˲ Not checking whether a prompt is 
robust across multiple models, mul-
tiple generations of the same model, 

wording, spelling, and punctuation in 
ways that lead to substantial changes 
in model outputs, whereas these same 
permutations would be unlikely to im-
pact human interpretation of intent—
for example, jailbreak prompts using 
suffix attacks10 or word-repetition com-
mands.7

Indeed, the subtle differences be-
tween prompting and true natural-lan-
guage interaction leads to confusion 
for typical end users of AI systems9 and 
results in the need for specially trained 
“prompt engineers” as well as prompt 
marketplaces, such as PromptBase, 
where customers can pay money to 
copy prompts that purport to achieve 
a given result (I say “purport to achieve 
a given result” because the stochastic 
nature of generative AI models means 
the same input may not reliably yield 
the same output, an issue further ex-
acerbated by frequent updates to un-
derlying models). As further evidence 
of the challenges many end users face 
in crafting prompts, systems such as 
Dall-E 3 and Gemini sometimes re-
write users’ submitted prompts—that 
is, performing behind-the-scenes AI-
assisted prompt engineering that may 
or may not be transparent to or con-
trollable by the end user.

A few years from now, I expect we 
will look back on prompt-based inter-
faces to generative AI models as a fad 
of the early 2020s—a flash in the pan 
on the evolution toward more natural 
interactions with increasingly power-
ful AI systems. Indeed, true natural-
language interfaces may be one of the 
desirable ways to interact with such 
systems, since they require no learn-
ing curve and are extremely expres-
sive. Other high-bandwidth “natural” 
interfaces to AI systems might include 
gesture interfaces, affective interfaces 
(that is, mediated by emotional states), 
direct-manipulation interfaces (that 
is, directly manipulating content on a 
screen, in mixed reality, or in the physi-
cal world), non-invasive brain-comput-
er interfaces (that is, thought-based 
interactions), or multimodal combina-
tions of all of these.

Alternatively, there may be situa-
tions where free-form “natural” inter-
actions are non-optimal. For example, 
the limitless input combinations from 
true natural language or other simi-
larly expressive interactions may in 

Prompting is a 
poor user interface 
for generative AI 
systems, which 
should be phased 
out as quickly as 
possible.
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or even the same model when repeated 
several times.

How can we prevent prompt-hack-
ing and an associated AI research rep-
lication crisis? In addition to investing 
in developing the next generation of 
interfaces for generative and general 
AI systems, conference and journal 
committees could set clear standards 
for reporting exact prompts used, the 
method by which they were gener-
ated, and any prompts that were tried 
and discarded (and an explanation of 
why) as part of the methods sections 
of research papers. We can also seek 
to replicate key results to understand 
whether prompt-hacking is prevalent 
in the AI research community, and to 
what extent. Perhaps we even need a 
system for “prompt pre-registration,” 
analogous to the pre-registration of hy-
potheses that is the standard for qual-
ity social science research.

The fact that variations in prompt-
ing that would be irrelevant to a hu-
man interlocutor (for example, swap-
ping synonyms, minor rephrasings, 
changes in spacing, punctuation, or 
spelling) result in major changes in 
model behavior should give us all 
pause,3 and serve as a further remind-
er that prompts are still quite far from 
being a natural-language interface. 
Even research that does not engage in 
“prompt hacking” is still dependent on 
the shaky foundations of the sensitiv-
ity of models to prompts.

In addition to a replication crisis, 
another risk of current prompting ap-
proaches is in our methods for evalu-
ating models. A critique of status quo 
evaluation of frontier models is that, 

while models are ostensibly testing 
on the same set of benchmarks, in 
practice these metrics may not be 
comparable due to variations in how 
each organization operationalizes the 
benchmarking—that is, the format of 
prompts used to present the tests to 
the model.5 This is cause for concern: 
Accurate measurement is key to re-
sponsibly and safely monitoring our 
progress toward advanced AI capabili-
ties.6

In sum, we are at a critical juncture 
in AI research and development. How-
ever, our acceptance of prompting as a 
“good enough” simulacrum of a natu-
ral interface is hindering progress. 
Moving beyond prompting is vital for 
successful end-user adoption of AI. 
As systems graduate from labs to the 
open world, improvements in human-
AI interaction paradigms are central to 
ensuring that AI is useful, usable, and 
safe. Further, moving beyond prompt-
ing (or at least openly acknowledging 
and compensating for its shortfalls) is 
vital even for experts, such as AI devel-
opers and researchers, to ensure that 
we can trust the results of our research 
and evaluations such that future sys-
tems are built upon a sturdy founda-
tion of trustworthy knowledge. 
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sidebar for more information). AI de-
velopers with similar demographic 
backgrounds make similar (mis-)judg-
ments, and hence, run the risk of codi-
fying their social biases into an AI sys-
tem that reinforces them. In contrast, 
we know that diversity is associated 
with positive outcomes.5 For example, 
cross-cultural diversity and gender di-
versity improve requirement specifica-
tion, project performance, and innova-
tion, and they reduce biases. Without 
a diverse team, AI development may 
focus only on certain design consid-
erations and performance measures 
based on narrow value judgments 
without considering the shared values 
of the broader community and diverse 
stakeholders.3

W
E  S U G G E S T T H AT social 
biases are exacerbated 
by the lack of diversity 
in the artificial intelli-
gence (AI) field.6 These 

biases cannot be effectively addressed 
by technical solutions that aim at miti-
gating biases stemming from data 
sources and data processing or from 
the algorithm itself.9 We argue that a 
social view—which has been neglected 
in AI development so far—is needed to 
address the root causes of some biases, 
given that AI systems are often reflec-
tions of our social structures. While 
great technical progress has been made 
in measuring and testing fairness4 and 
mitigating unfairness,1 biases may orig-
inate from any stage of AI development 
through the developers involved.6 As a 
result, some AI system biases reflect the 
social biases present within the AI devel-
opers who build them. Hence, we argue 
that the lack of diversity in AI develop-
ment is a source of social biases. As a so-
lution, in this Opinion column we pres-
ent a set of practical recommendations 
that empower organizations to increase 
diversity in AI development. In an on-
line supplement (https://osf.io/854ce/), 
we also present prior work on AI devel-
opment biases and bias mitigating and 
exacerbating practices.

Lacking Diversity in AI 
Development: A Source 
of Social Biases
We argue that a lack of diversity in AI 
development contributes to AI system 

biases in which individuals’ cogni-
tively and affectively induced biases 
creep into the AI system. We call these 
social biases (see the accompanying 

Opinion 
Empower Diversity in 
AI Development
Diversity practices that mitigate social biases  
from creeping into your AI.

DOI:10.1145/3676885 Karl Werder, Lan Cao, Balasubramaniam Ramesh, and Eun Hee Park

Some AI system 
biases reflect 
the social biases 
present within 
the AI developers 
who build them. 
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However, benefiting from diversity 
is challenging because it requires the 
right mix of participants (for example, 
in hiring) and involves creating poli-
cies and procedures that help take ad-
vantage of diversity. Engaging only in 
shallow actions without making any 
meaningful changes, so-called diver-
sity washing, will not address the fun-
damental problem and may even be 
counterproductive. Rather, empowered 
diversity goes beyond superficial or 
tokenistic efforts and encompasses a 
deep commitment to engaging AI de-
velopers from diverse backgrounds.

Empowering Diversity 
in AI Development
Empowering diversity benefits all lev-
els of an organization, that is, it posi-
tively affects developers, teams, and 
the organization. However, empower-
ing diversity in practice can be chal-
lenging in AI development, particular-
ly in science, technology, engineering, 
and mathematics (STEM) fields, given 
the limited access to and opportu-
nities for mobility and education by 
marginalized groups, for example, the 
long-lasting shortage of women gradu-
ates. Here, we provide five practical 
recommendations that help organiza-
tions increase and empower diversity 
in AI development.

Cultivating diversity skills. At the in-
dividual level, managers need to equip 
AI developers with a strong understand-
ing of various social biases and their 
impacts. AI developers first need to 
acquire diversity as a skill before they 
change their behavior. Take confirma-
tion biases, for instance, when AI devel-
opers work in a male-dominated envi-
ronment, they may take this as a given 
and focus on confirming evidence.

Managers can cultivate diversity 
skills by training developers to recog-
nize and avoid this cognitive trap, en-
suring they do not neglect the varied 
experiences of others. For example, 
AI developers can use specific meth-
ods such as GenderMag to identify 
potential biases related to gender in 
AI systems.2 GenderMag encompasses 
several practices including evaluating 
software features for potential gender 
biases, creating diverse user personas 
to understand how different genders 
interact with the software, uncover-
ing biases in task flows and interac-

tions by cognitive walkthroughs, col-
lecting data on user demographics for 
inclusive design decisions, and test-
ing with diverse groups. Using these 
tools helps AI developers to search for 
trade-off solutions that satisfy com-
peting goals.7

In addition, managers must pro-
mote interactions between different 
groups within the organization by 
ensuring everyone has equal status, 
sharing common goals, fostering co-
operation, and providing institutional 
and social support.8 These intergroup 
contacts create a positive environment 
for learning from each other’s experi-
ences, which in turn develops diversity 
skills among the team members.

Mirroring target stakeholders’ 
compositions. At the team level, the 
composition of the AI development 
team should mirror the system’s af-
fected stakeholders to mitigate social 
biases. Take bounded awareness, for 
instance, when the team lacks diver-
sity in skin color, they may overlook 
the effects of facial recognition AI on 
different skin tones.

Managers can adjust HR practices 
to mirror the composition of target 
stakeholders. For instance, in diverse 
hiring, implementing blind hiring tech-
niques helps counter bias influenced 
by bounded awareness. By combining 
diversity reporting with well-crafted 
diversity performance indicators, man-
agers can measure the effectiveness of 
updated HR practices and demonstrate 
progress. This approach also raises 
awareness of potential implicit biases 
that are harder to crack.

Mirroring the target stakeholders’ 
composition not only improves team be-
havior by managing team abrasion and 

The composition of 
the AI development 
team should mirror 
the system’s  
affected stakeholders 
to mitigate 
social biases. 
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that want to empower diversity is the 
availability of talent within their envi-
ronment. Therefore, managers must 
develop a sustainable talent pipeline 
that speaks to their diversity needs. 
Considering the lack of availability of 
female candidates as an example, giv-
en the pervasive nature of availability 
bias, which has raised concerns shared 

across different areas in the STEM 
field, developing suitable candidates 
requires sincere collective efforts with 
a long-term goal in mind.

Organizations should engage with 
their environment when developing a 
diverse workforce. Given the severity 
and longevity of the problem, orga-
nizations need to explore new ways 
of encouraging underrepresented 
groups to take on roles in AI develop-
ment. The fact that established means 
through targeted online job adver-
tisements are already biased only ex-
acerbates the problem. While talent 
pools are limited and sometimes hard 
to access, organizations are encour-
aged to go where diversity is, that is, 
institutions of higher education. Or-
ganizations that collaborate more 
closely with educational institutions 
that serve a diverse population find it 
easier to develop a sustainable pipe-
line of diverse talent. For example, 
organizations often inform and some-
times co-develop educational curri-
cula through their business needs as 
part of employer panels (for example, 

mitigating groupthink but also fosters 
innovation and creativity. Managers can 
use tools from psychology, for example, 
the Hermann Brain Dominance Instru-
ment (see https://www.thinkherrmann.
com/hbdi), to identify complementary 
profiles and modes of thinking. Diversi-
ty of thoughts and viewpoints improves 
collective creativity and helps the team 
become more innovative.

Promoting inclusive knowledge 
sharing through experiences. At the or-
ganizational level, managers should be 
aware that lacking diversity yields un-
favorable outcomes, whereas empow-
ering diversity creates positive and im-
pactful results. Take availability bias, 
for instance, organizations should 
encourage sharing both success sto-
ries and failures within and outside 
the organization because it helps pre-
vent narrow and one-sided views of the 
workforce due to availability bias.

When managers facilitate knowl-
edge exchange within their teams, 
they promote organizational under-
standing through shared experiences. 
For example, acknowledging negative 
experiences such as gender discrimi-
nation reported by many women in AI 
and software development can raise 
awareness about existing biases and 
their impact on individuals’ career pro-
gression. Managers can further this by 
launching awareness campaigns and 
providing internal workshops, for ex-
ample on emotional intelligence, to 
mitigate dominance and foster empa-
thy within the organization.

Managers should also allocate at 
least an equal number of resources to 
facilitate the sharing of positive expe-
riences. Identifying and cultivating 
success stories for their diverse audi-
ence showcases possibilities that are 
otherwise unrecognized. Managers 
should promote marginalized groups 
within the organization, because in-
ternal success stories are especially 
impactful. Speakers who serve as role 
models for meaningful change may 
offer insights into organizational pro-
cesses and practices from marginal-
ized perspectives. When internal suc-
cess stories are limited, managers can 
also engage external speakers to share 
their perspectives and experiences.

Fostering long-term sustainability 
in a diverse talent pipeline. One im-
portant challenge for organizations 

Managers should 
know that lacking 
diversity leads 
to unfavorable 
outcomes, whereas 
empowering diversity 
creates positive and 
impactful results. 

Social biases include availability biases, confirmation biases, bounded awareness, 
and affective and emotional biases. We describe each type here.

AI developers with availability biases—that is, judging events and their frequency 
differently based on vividness, recency, or memory structure—often ‘go where the 
data is’ by focusing on datasets that are available or accessible rather than datasets 
that are most suitable. As a result, the data used are not fully representative of the 
target population and can differ significantly from reality. Take facial recognition of 
people with dark skin, for example, which is less accurate because camera technology 
provides lower-quality images caused by limitations in lighting and contrast.

Confirmation biases—that is, seeking confirmatory information, interpreting 
newer information from an anchor—lead AI developers to seek confirmatory 
information and interpreting newer information from an anchor (that is, the 
first piece of information given about a topic), and be overconfident in their own 
judgments’ infallibility. Two exemplary biases from the development of an AI 
system for human resource management suggest that recruiters favor candidates 
who are like them in age, race, and attitudinal characteristics, and recruiters assess 
candidates based on a particular group or class of people, such as prior employers.

AI developers with bounded awareness—that is, relying overly on irrelevant 
information in specific conditions and failing to see the obvious—ignore important, 
accessible, and perceivable information during decision making because of 
information selection and inattentional blindness. For example, AI developers often 
fail to select training images and facial features that are not from their own race, 
which is referred to as the “other-race effect.” This may explain why facial recognition 
algorithms developed in China, Japan, and South Korea recognize Asian faces more 
accurately than Caucasian faces, and vice versa.

Affective and emotional biases—that is, relying on emotions rather than rational 
evaluation—impact AI developers’ decision making and productivity, as they rely on 
emotions rather than cognition. Take empathy, for example, a core technique for 
human-centered design and design thinking that emphasizes understanding users’ 
situations, feelings, and needs. However, it is virtually impossible for AI developers 
to effectively empathize with minorities, thus, giving rise to potential biases.

Description of Social Biases 
with Examples
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allows organizations to embrace di-
versity by relying on each employee’s 
unique strengths and skills to contrib-
ute to the organization’s overarching 
goals. Organizations that embrace this 
mindset and develop the correspond-
ing implementation agenda are better 
positioned to develop responsible AI 
systems. For example, AI development 
organizations can embed diversity and 
inclusion principles into their AI devel-
opment life cycle, ensuring that diverse 
perspectives are represented in the de-
sign, development, and deployment of 
AI systems to mitigate potential biases 
and promote fairness. 
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https://bit.ly/400eeXu). Communicat-
ing diversity as an important business 
need fuses diversity into the curricula 
development process.

In addition, organizations can en-
gage in events that foster the growth 
and advancement of women in tech-
nology. For example, the Grace Hop-
per Celebration of Women in Comput-
ing focuses on empowering women to 
learn new skills, make connections, 
discuss innovative trends, and access 
motivational leaders.

While engagements with the en-
vironment can take some time to de-
velop and evolve, organizations also 
must harness and build on what they 
already have, for example, by offering 
opportunities for career advancement 
to retain diverse talent. Thus, orga-
nizations must develop clear career 
paths for progression and promotion 
from within. Developing a positive 
culture for often underrepresented 
social groups positions the organiza-
tion as an attractive employer. This 
signals that the organization does 
not see diversity as a goal in itself, but 
rather as a tool for accomplishing and 
delivering organizational objectives.

Establishing a diversity charter for 
AI development. Managers should 
develop an active agenda for proac-
tive change. Executives can lead the 
charge by embracing existing govern-
ment regulations, such as the U.S. Al-
gorithmic Accountability Act of 2022 
and the EU’s General Data Protection 
Regulation. The latter, for example, 
provides organizational stakeholders 
with a right to explanation and thus 
the ability to assess potential biases. 
Rather than reacting to these trends, 
regulations, and laws, managers 
should proactively embrace diversity 
and the changes that come with it. For 
example, managers can develop a di-
versity charter for AI development and 
establish task forces composed of em-
ployees from various demographic, 
ethnic, and other backgrounds, com-
posed of representatives from differ-
ent levels within the organization. 
Task forces and the charter help fa-
cilitate ongoing dialogue and action 
plans to continuously identify and 
address diversity challenges, while 
ensuring compliance with relevant 
regulations.

A proactive leadership mindset 
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ment expected is a time, in mil-
liseconds, and I don’t know about 
you, but I have never seen such a 
time expressed as anything but 
an integer number—you know,  
like 42. Why would anyone supply 
anything but a number? It turns out 
that JavaScript passes a lot of strings 
around, or so one might think from 
reading this hilarious documen-
tation. It turns out that the string 
“1000” is the same as the number 
1000, which is a helpful bit of coer-
cion, but the string “1 second” gets 
converted to 0, because … well, just 
because.

It seems to me, and perhaps to you 

Dear KV,
A recent small project at work re-
quired me to use JavaScript, and I 
was surprised to find the follow-
ing note in the documentation (see 
https://bit.ly/3Bz3hC0) for a code that 
sets a timeout: “Also note that if the 
value isn’t a number, implicit type 
coercion is silently done on the value 
to convert it to a number—which can 
lead to unexpected and surprising 
results; see Non-number delay values 
are silently coerced into numbers for 
an example.”

It is commonly accepted that lan-
guages like JavaScript and others will 
do duck typing, where a type is im-
plied, but this seems to have gone a 
bit further, coercing any input into a 
number. My code does not allow user 
input to go into the timeout routine, 
so I am not upset, but that bit of doc 
gave me pause. I just cannot imagine 
a good reason to do what that does.

Coerced

Dear Coerced,
At least they tell you the results can 
be surprising, and everyone likes sur-
prises, don’t they?

Like you, KV is at a loss to under-
stand how this type of coercion is 
anything like duck typing. Just to be 
sure, I went to find the documenta-
tion you mentioned, and what caught 
my eye was this: “The time, in milli-
seconds, that the timer should wait 
before the specified function or code 
is executed. If this parameter is omit-
ted, a value of 0 is used, meaning ex-

ecute “immediately,” or more accu-
rately, during the next event cycle.”

Now, we know that the argu-

DOI:10.1145/3699526 George V. Neville-Neil

Kode Vicious 
Unwanted Surprises
When that joke of an API is on you.

     Article development led by  
          queue.acm.org

It seems to me, and 
perhaps to you as 
well, that there really 
ought to be an error 
flagged at this point. 
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as well, that there really ought to be 
an error flagged at this point. If you 
want a number and you get a string, 
then say so, rather than just “trying 
to do the right thing,” especially if the 
results of getting it wrong can be sur-
prising. KV does not like surprises, 
and really hates them in his code.

An extra funny part of this API is, 
as you point out, what might happen 
if it took user input. Imagine a bank-
ing website that let you tell it how long 
you wanted to wait for a call back from 
an agent, and it had this joke of an 
API behind an input box. How many 
people would write “1 second” or “1 
minute” or some other value that was 
going to be coerced to 0?

There is the higher-order ques-
tion of whether or not loosely typed 
languages with coercion are really a 
good idea in the first place. If you do 
not know what you are operating on, 
or what the expected output range 
might be, then maybe you ought not 
to be operating on that data in the 
first place. But now these languages 
have gotten into the wild and we will 
never be able to hunt them down and 
kill them soon enough for my liking, 
or for the greater good.

The only recourse we have now is to 
put our own protections around such 
APIs and make sure we know what we 
are passing through, before we wind 
up on the wrong side of a coercion.

KV

  Related articles  
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consequences of their privacy-related 
choices because they lack a detailed 
understanding of relevant technolo-
gies, data flows, and downstream 
data uses. To make matters worse, no-
tices and choice interfaces are often 
difficult to find8 and designed to ma-
nipulate people into making the most 
privacy-invasive selections (deceptive 
patterns or dark patterns13). Given its 
poor track record, legal scholars,14 pri-
vacy advocates, and even regulators10 
have been calling for the end of the 
notice-and-choice regime.

The failure of notice and choice is 
due in part to the fact it has largely 

N
O T IC E  A N D C H O IC E ” is the 
much-criticized approach 
to privacy regulation and 
self-regulation that has 
been in widespread use for 

approximately three decades. Howev-
er, despite its failures as a regime, the 
concept of notice and choice should 
not be abandoned. It remains an im-
portant component of a broader pri-
vacy arsenal that should be combined 
with strong privacy laws and automat-
ed tools to provide customized privacy 
protections for individuals.

The idea behind notice and choice 
is that data collectors will provide 
transparent notices about their col-
lection and use of personal informa-
tion and allow individuals to make 
informed choices about whether and 
for what purpose their information 
will be used. In theory, this approach 
should allow data subjects to choose 
for themselves which uses of their 
personal information to permit (since 
these preferences are often context-
dependent and vary by individual), 
while also encouraging a market for 
privacy in which data collectors im-
prove their data practices to be more 
competitive.

In practice, notice and choice is a 
fantasy that has largely failed because 
notices take a long time to read,12 are 
difficult to understand, and the num-
ber of decisions individuals face about 
the use of their data is overwhelming. 
Furthermore, it is often difficult for 
people to understand the potential 

Privacy 
Notice and Choice 
Cannot Stand Alone
Privacy notice and choice has largely failed us so far because  
we are not giving it the legal and technical support it needs.

DOI:10.1145/3699527 Lorrie Faith Cranor 

The failure of notice 
and choice is due in 
part to the fact it has 
been left to stand 
on its own, with 
minimal legal teeth or 
technical support.

“
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been left to stand on its own, with 
minimal legal teeth or technical sup-
port, and (in many jurisdictions) with-
out strong baseline privacy laws. In 
short, the notice-and-choice regime 
was set up for failure. For notice and 
choice to be effective it must be man-
datory, with requirements regulators 
have resources to enforce, and it must 
be embedded in a standardized tech-
nology framework that allows people 
to readily automate their privacy deci-
sions without being constantly bom-
barded with privacy choices. It is also 
critical to have baseline legal protec-
tions that do not allow data collectors 
to ask people to consent to data prac-
tices that are fundamentally unfair or 
about which they are unable to make 
informed decisions.

The idea of automating privacy 
decisions is not new. After the U.S. 
Federal Trade Commission began en-
couraging website operators to post 
privacy policies in the 1990s, privacy 
advocates complained these policies 
were too long to be useful to users. In 
response, the World Wide Web Con-
sortium (W3C) developed the Plat-
form for Privacy Preferences Project 
(P3P), a protocol for encoding privacy 
policies in a computer-readable XML 
format and allowing Web browsers 
and other user agents to retrieve these 
policies, parse them automatically, 
and use them to inform users or make 
automated decisions on their behalf. 
The most widely adopted P3P imple-
mentation was built into the Micro-
soft Internet Explorer 6 Web browser 
in 2001 and used to automate third-
party cookie-blocking decisions. I led 
the P3P working group at W3C and 
also worked on a research prototype 
P3P user agent called Privacy Bird that 
displayed a colored bird and a brief di-
gest of the privacy policy and where it 
conflicted with a user’s preset privacy 
preferences. Unfortunately, P3P never 
saw widespread adoption after its re-
lease in 2002 because it lacked incen-
tives for adoption and mechanisms 
for enforcement.4 Indeed, in 2010 
when thousands of websites were 
found to have circumvented browser 
P3P controls,9 not a single regulator 
stepped in.5

After P3P had come and gone, a 
simpler approach to automating pri-
vacy choice was proposed: Do Not 

Track (DNT). Rather than creating 
a computer-readable privacy policy 
and sending it to web browsers, DNT 
sought to transmit a single header 
from web browsers to websites to re-
quest a site and any third-party sites 
that load with it refrain from track-
ing an individual user. The W3C spent 
nearly a decade trying to reach con-
sensus on a DNT standard that web 
browsers and websites would adopt. 
Although some web browsers imple-
mented DNT, in practice it was mean-
ingless as few websites paid attention 
to the DNT headers.7 In the absence 
of adoption incentives or legal man-
dates, DNT ultimately failed.

The latest automated privacy 
choice approach is Global Privacy 
Control (GPC), which allows users to 
turn on a setting in their browser (or 
browser extension) that transmits a 
GPC signal to automatically opt out of 
websites selling or sharing their per-
sonal information. What is particu-
larly exciting about GPC is that now, 
for the first time, privacy laws are re-
quiring websites to respect automat-
ed privacy signals such as GPC. Under 
the California Consumer Privacy Act 
(CCPA), websites are required to act on 
GPC opt-out requests, and in 2022 the 
California Attorney General began 
enforcing compliance.2 There are al-
ready six other U.S. states that require 
websites to honor opt-out preferences 
transmitted through Universal Opt-
Out Mechanisms (UOOMs).1 GPC is 
designed to be compatible with pri-
vacy laws around the world. Although 
GPC currently provides only a single 
signal, it could be extended to offer 

We currently  
lack incentives for 
companies to  
build automated 
privacy choice 
frameworks into their 
products. 
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ed with requests that they swat away 
without thinking (for example, cookie 
banners, another notice-and-choice 
mechanism that has been largely in-
effective as a privacy tool3). And when 
exceptions are granted, data should 
be used only for the purposes the 
user requests (for example, the map 
service should not also use my loca-
tion to serve me location-targeted ads 
unless I have specifically requested 
them). Recent research has demon-
strated the utility of “generalizable 
active privacy choice” interfaces for 
GPC that allow users to send GPC sig-
nals automatically to websites a user 
visits according to criteria such as 
type of website, type of data collected, 
user’s self-described privacy profile, 
or user’s privacy profile learned by the 
system.15

Even if we design fantastic tools, we 
will need incentives or legal mandates 
for them to be made readily available 
to end users and their signals respect-
ed by data collectors. We need UOOMs 
built into every Web browser and their 
signals respected by every website. We 
need IoT devices that send and receive 
standardized privacy signals to well-
designed user agents. We need en-
forceable penalties for data collectors 
that fail to honor automated signals 
or manipulate users into consenting 
to data practices. And, importantly, 
we need strong baseline privacy reg-
ulations that restrict the use of per-
sonal information without individual 
consent and prohibit some personal 
information uses altogether.

While notice and choice as a re-

multiple signals and provide for more 
fine-grained choices. The fact that an 
automated choice mechanism is now 
enforceable by law is potentially the 
game changer needed for automated 
choice mechanisms to have a chance 
at success. However, GPC is not yet a 
settings option in the most popular 
Web browsers, although there are 
privacy-focused browsers and plugins 
that offer this option or enable it by 
default.

With the rapid proliferation of mo-
bile apps, smart homes, and Inter-
net of Things (IoT) devices, websites 
are just the tip of the iceberg when 
it comes to the collection and use of 
personal data. Thus, we have an in-
creased need for automated tools that 
can help users signal their preferenc-
es about sharing and using their data 
without being bombarded by requests 
from every smart device they walk by 
throughout the day. Researchers have 
explored mobile app privacy agents 
that automate app permissions set-
tings11 and IoT privacy agents that al-
low users to manage privacy settings 
for IoT devices in their environment.6 
However, we currently lack incentives 
for companies to build automated 
privacy choice frameworks into their 
products.

The current generation of deployed 
notice-and-choice tools are simple but 
lack flexibility. More research is need-
ed on how to build tools that can oper-
ate with minimal user input after their 
initial quick and easy configuration, 
perhaps driven by machine-learning 
approaches that learn a user’s prefer-
ences over time and can extrapolate 
based on the user’s current context 
or the preferences of similar users.15 
These tools should allow users to oc-
casionally grant exceptions to allow 
the use of their data when they find it 
beneficial. However, these exceptions 
should be granted because users want 
to provide their data (for example, I 
want to provide my location when I 
use a mapping service because I want 
to view my location on the map) rather 
than because services break when 
data is withheld (for example, some 
websites exhibit strange behavior or 
stop working when third-party cook-
ies are blocked, encouraging users to 
override their cookie blockers) or be-
cause users are constantly bombard-

gime has largely failed to live up to its 
promises to date, if bolstered by ap-
propriate laws, technology standards, 
and easy-to-use interfaces, the notice 
and choice concept could be a useful 
tool in our future privacy toolbox. 
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Measurement error. Measurement 
error can exacerbate bias.9 For ex-
ample, a sensor’s failure to recognize 
wheelchair activity as exercise may 
lead to bias in algorithms trained on 
associated data. These errors exist for 
every major class of sensing.3

Inaccessible interactions. Even if an 
AI-based system is carefully designed 
to minimize bias, the interface to that 
algorithm, its configuration, the expla-
nation of how it works, or the potential 
to verify its outputs may be inaccessi-
ble (for example, Glazko et al.2).

Disability-Specific Harms of 
AI-Based Technologies
Even the most well-designed of sys-
tems may cause harms when de-

T
H E  I NC R E A S I N G  U S E of artifi-
cial intelligence (AI)-based 
technologies in everyday 
settings creates new oppor-
tunities to understand how 

disabled people might use these tech-
nologies.2 Recent reports by Whittak-
er et al.,11 Trewin et al.,9 and Guo et al.3 
highlight concerns about AI’s poten-
tial negative impact on inclusion, rep-
resentation, and equity for those in 
marginalized communities, includ-
ing disabled people. In this Opinion 
column, we summarize and build on 
these important and timely works. We 
define disability in terms of the dis-
criminatory and often systemic prob-
lems with available infrastructure’s 
ability to meet the needs of all people. 
For example, AI-based systems may 
have ableist biases, associate disabil-
ity with toxic content or harmful ste-
reotypes, and make false promises 
about accessibility or fail to accessibly 
support verification and validation.2 
These problems replicate and amplify 
biases experienced by disabled people 
when interacting in everyday life. We 
must recognize and address them.

Recognizing and Addressing 
Disability Bias in AI-Based Systems
AI model development must be ex-
tended to consider risks to disabled 
people including:

Unrepresentative data. When 
groups are historically marginalized 
and underrepresented, this is “im-
printed in the data that shapes AI sys-

tems.”11 Addressing this is not a sim-
ple task of increasing the number of 
categories represented, because iden-
tifiable impairments are not static, or 
homogeneous, nor do they usually oc-
cur singly. The same impairment may 
result from multiple causes and vary 
across individuals. To reduce bias, we 
must collect data about people from 
multiple contexts with multiple im-
pairments over multiple timescales.

Missing and unlabeled data. AI 
models trained on existing large text 
corpora risk reproducing bias inher-
ent in those corpora.2,3 For example, 
the relative lack of accessible mobile 
apps8 makes it more likely AI-gener-
ated code for mobile apps will also be 
inaccessible.

Opinion 
AI Must Be Anti-Ableist 
and Accessible
Seeking to improve AI accessibility by changing  
how AI-based systems are built.
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ployed. It is critical that technologists 
learn about these harms and how to 
address them before deploying AI-
based systems.

Defining what it means to be “hu-
man.” As human judgment is increas-
ingly replaced by AI, “norms” baked 
into algorithms that learn most from 
the most common cases11 become 
more strictly enforced. One user had 
to falsify data because “some apps 
[don’t allow] my height/weight com-
bo for my age.”4 Such systems render 
disabled people “invisible”11 and am-
plify existing biases internal to and 
across othering societal categories.3 
AI-based systems are also being used 
to track the use and allocation of as-
sistive technologies, from CPAP ma-
chines for people with sleep apnea, 
to prosthetic legs,11 deciding who is 
“compliant enough” to deserve them.

Defining what “counts” as dis-
abled. Further, algorithms often de-
fine disability in historical medical 
terms.11 However, if you are treated as 
disabled by those around you, legally 
you are disabled—the Americans with 
Disabilities Act does not require a di-
agnosis (42 U.S.C. § 12101 (a)(1)). Yet, 
AI-based technologies cannot detect 
how people are treated. AI-based tech-
nologies must never be considered 
sufficient, nor required as mandatory, 
for disability identification or service 
eligibility.

Exacerbating or causing disability. 
AI-based systems may physically harm 
humans. Examples include activity 
tracking systems that push workers 
and increase the likelihood of work-
related disability11 and AI-based sys-
tems that limit access to critical care 
resources, resulting in an increased 
risk of hospitalization or institution-
alization.5

Privacy and security. Disability 
status is increasingly easy to detect 
from readily available data such as 
mouse movements.12 Any system that 
can detect disability can also track its 
progression over time, possibly before 
a person knows they have a diagno-
sis. This information could be used, 
without consent or validation, to deny 
access to housing, jobs, or education, 
potentially without the knowledge of 
the impacted individuals.11 Addition-
ally, AI biases may require people 
with specific impairments to accept 

reduced digital security, such as the 
person who must ask a stranger to 
‘forge’ a signature at the grocery store 
“ … because I can’t reach [the tablet].”4 
This is not only inaccessible, it is il-
legal: kiosks and other technologies 
such as point-of-sale terminals used 
in public accommodations are cov-
ered under Title III of the Americans 
with Disabilities Act.

Reinforcing ableist policies, stan-
dards, and norms. AI systems rely on 
their training data, which may con-
tain biases or reflect ableist attitudes. 
For example, Glazko et al.2 describe 
both subtle and overt ableism that ap-
peared when trying to generate an im-
age and summarize text. These harms 
also affect disabled people who are 
not directly using AI, such as biased 
AI-rankings for résumés that mention 
disability.1

Recommendations
First and foremost, do no harm: algo-
rithms that put a subset of the popu-
lation at risk should not be deployed. 
This requires regulatory intervention, 
algorithmic research (for example, 
developing better algorithms for han-
dling outliers9), and applications re-
search (for example, studying the risks 
that applications might create for dis-
abled people). We must consider “the 
context in which such technology is 
produced and situated, the politics of 
classification, and the ways in which 
fluid identities are (mis)reflected and 
calcified through such technology.”11

The most important step in avoid-
ing this potential harm is to change 
who builds, regulates, and deploys 
AI-based systems. We must ensure 

We must ensure 
disabled people 
contribute their 
perspective and 
expertise to the 
design of AI-based 
systems. 
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for accessibility in physical spaces, 
accessible AI-based systems must not 
create undue burdens in digital spac-
es nor segregate disabled users.

To gauge progress and identify ar-
eas in need of work, the community 
must develop assessment methods 
to uncover bias. Many algorithms 
maximize aggregate metrics that fail 
to both recognize and address bias.3 
Further, we must consider intersec-
tions of disability bias with other con-
cerns, such as racial bias.6 Scientific 
research will be essential to defining 
appropriate assessment procedures.

Conclusion
Accessible AI is ultimately a question 
of values, not technology. Simple in-
clusion of disabled people is insuffi-
cient. We must work to ensure equity 
in data collection, algorithm access, 
and in the creation of AI-based sys-
tems, even when equity may not be 
expedient.

The fight for accessible comput-
ing provides lessons for meeting 
these ambitious goals. As the disabil-
ity rights movement of the 1970s con-
verged with the dawn of the personal 
computer era, activists urged the com-
puting industry to make computing 
more accessible. The passage of the 
Americans with Disabilities Act (ADA) 
in 1990 provided legal recourse, and 
the advent of GUIs and the Web in the 
mid-1990s led to the development of 
new accessibility tools and guidelines 
for building accessible systems. These 
tools made computing more robust, 
helping users with disability and oth-
ers alike, while advocates successfully 
used the ADA to ensure accessibility 
of many websites.

disabled people contribute their per-
spective and expertise to the design of 
AI-based systems. Equity requires that 
disabled people can enter the technol-
ogy workforce so they can build and 
innovate. This requires active partici-
pation in leadership positions, access 
to computer and data science courses, 
and accessible development environ-
ments. The slogan “Nothing about us 
without us” is not just memorable—it 
is how a just society works.

Organizations building AI sys-
tems must also improve equity in 
data collection, review, management, 
storage, and monitoring. As high-
lighted in President Biden’s AI Bill of 
Rights,10 equity must be embedded 
in every stage of the data pipeline. 
This includes motivating and paying 
participants for accessible data and 
metadata that does not oversimplify 
disability, ensuring disabled peoples’ 
data is not unfairly rejected when mi-
nor mistakes occur or due to stringent 
time limits,7 ensuring disabled stake-
holders participate in and understand 
their representation in training data, 
through transparency about and doc-
umentation of what is collected and 
how it is used.9 Community represen-
tation can improve the breadth of par-
ticipation in data collection and guide 
the design of data collection systems 
and prioritization of what data to col-
lect and what not to use.

Legislators and government agen-
cies must enact regulations for al-
gorithmic accessibility. Algorithms 
should be subject to a basic set of 
expectations around how they will 
be assessed for accessibility, just like 
websites. This will help to address 
basic access constraints, reduce the 
types of errors that enforce “normal-
ity” rather than honoring heterogene-
ity, and eliminate errors that gatekeep 
who is “human.” Consumer consent 
and oversight concerning best prac-
tices are both essential to fair use. 
AI-based systems should be inter-
pretable, overrideable, and support 
accessible verifiability of AI-based re-
sults during use.2

All parties must work together to 
promote best practices for accessible 
deployments, including accessible op-
tions for interacting with AI. Just as 
accessible ramps or elevators that are 
hidden or distant are not acceptable 

This combination of advocacy, 
engagement with industry, regula-
tion, and legal action can be applied 
to make AI safer for everyone. The 
opacity of AI tools presents unique 
obstacles, but the AI Bill of Rights10 
and more technical federal efforts 
detailing steps toward appropriate 
AI design provide initial directions. 
The pushback from those who hope 
to profit from AI will undoubtedly be 
significant, but the costs to those of us 
who are, or who will become, disabled 
will be even greater. We cannot train 
AI on a mythic 99%. 
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allows different parties to collaborate 
by putting their data together for the 
purpose of gleaning insights from 
their aggregate data—without actu-
ally sharing their data with each oth-
er. This is because the parties share 
encrypted data with each other, so no 
party can see the data of any other 
party in decrypted form. The parties 
can still run useful functions on the 
data and release only the computation 
results. For example, medical organi-
zations can train a disease-treatment 
model on their aggregate patient data 
without seeing each other’s data. An-
other example is within a financial in-
stitution, such as a bank, where data 
analysts can build models across dif-
ferent branches or teams that would 
otherwise not be allowed to share 
data with each other.

Today there are two prominent ap-
proaches to secure computation:

 ˲ A purely cryptographic approach 
(using homomorphic encryption and/
or secure multi-party computation).

 ˲ A hardware security approach 
(using hardware enclaves sometimes 
combined with cryptographic mech-
anisms), also known as confidential 
computing.

There is a complex trade-off be-
tween these two approaches in terms 
of security guarantees, performance, 
and deployment. Comparisons be-
tween the two for ease of use, security, 
and performance are shown in Ta-
bles 1, 2, and 3. For simple computa-
tions, both approaches tend to be effi-
cient, so the choice between these two 
would likely be based on security and 
deployment considerations. However, 
for complex workloads, such as ad-
vanced machine-learning (ML) train-
ing (for example, transformers) and 
rich SQL analytics, the purely cryp-
tographic approach is too inefficient 
for many real-world deployments. In 
these cases, the hardware security ap-
proach is the practical choice.

Cryptographic Computation
There are two main ways to compute 
on encrypted data using cryptographic 

I NCR E A SI NGLY S T R I NGEN T PR I VAC Y regulations—
for example, the European Union’s General Data 
Protection Regulation (GDPR) or the California 
Consumer Privacy Act (CCPA) in the U.S.—and 
sophisticated attacks leading to massive breaches have 
increased the demand for protecting data in use, or 
encryption in use. The encryption-in-use paradigm is 
important for security because it protects data during 
processing; in contrast, encryption at rest protects 
data only when it is in storage and encryption in transit 
protects data only when it is being communicated over 
the network. In both cases, however, data is exposed 
during computation—namely, while it is being used/
processed at the servers. It is during that processing 
window when many data breaches happen, either at 
the hands of hackers or insider attackers.

Another advantage of encryption in use is that it 
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mechanisms: homomorphic encryption 
and secure multi-party computation.

Homomorphic encryption permits 
evaluating a function on encrypted 
input. For example, with fully ho-
momorphic encryption,9 a user can 
send to a cloud Encrypt(x) for some 
input x, and a cloud can compute 
Encrypt(f(x)) using a public evalua-
tion key for any function f.

Secure multi-party computation23 
is often more efficient than homo-
morphic encryption and can protect 
against a malicious attacker, but it 
has a different setup, shown in Figure 
1. In secure multi-party computation 
(MPC), n parties having private inputs 
x _ 1, ..., x _ n, compute a func-
tion f(x _ 1, ..., x _ n) without 
sharing their inputs with each other. 
This is a cryptographic protocol at 
the end of which the parties learn the 
function result, but in the process no 
party learns the input of the other 
party beyond what can be inferred 
from the function result.

There are many different threat 
models for computation in MPC, 
resulting in different performance 
overheads. A natural threat model is 
to assume that all but one of the par-
ticipating parties are malicious, so 
each party need only trust itself. This 
natural threat model, however, comes 
with implementations that have high 
overheads because the attacker is 
quite powerful. To improve perfor-
mance, people often compromise in 
the threat model by assuming that a 
majority of the parties act honestly 
(and only a minority are malicious).

Also, since the performance over-
heads often increase with the num-
ber of parties, another compromise 
in some MPC models is to outsource 
the computation to m < n servers in 
different trust domains. For example, 
some works propose outsourcing the 
secure computation to two mutually 
distrustful servers. This latter model 
tends to be weaker than threat mod-
els, where a party needs to trust only 
itself. Therefore, in the rest of this 
article, we only consider maliciously 
secure n-party MPC. This also makes 
the comparison to secure computa-
tion via hardware enclaves more con-
sistent, because this second approach 
aims to protect against all parties be-
ing malicious.

Hardware Enclaves
Figure 2 shows a simplified view of 
one processor. The light blue area de-
notes the inside of the enclave. The 
Memory Encryption Engine (MEE) 
is a special hardware unit that con-
tains cryptographic keys and, by us-
ing them, it encrypts the data leaving 
the processor, so the memory bus and 
memory receive encrypted data. In-
side the processor, the MEE decrypts 
the data so the core can compute on 
data at regular processor speeds.

Trusted execution environments, 
such as hardware enclaves, aim to 
protect an application’s code and 
data from all other software in the 
system. The MEE ensures that even 
an administrator of a machine with 
full privileges examining the data in 
memory sees encrypted data (Figure 
2). When encrypted data returns from 
main memory into the processor, the 
MEE decrypts the data and the CPU 
computes on decrypted data. This is 
what enables the high performance 
of enclaves compared with the purely 
cryptographic computation: The CPU 
performs computation on raw data as 
in regular processing.

At the same time, from the per-
spective of any software or user ac-
cessing the machine, the data looks 
encrypted at any point in time: The 
data going into the processor and 
coming out is always encrypted, giv-
ing the illusion that the processor is 
computing on the encrypted data. 
Hardware enclaves also provide a use-
ful feature called remote attestation,5 
with which remote clients can verify 
code and data loaded in an enclave 
and establish a secure connection 
with the enclave, which they can use 
to exchange keys.

A number of enclave services are 
available today on public clouds, such 
as Intel Software Guard Extensions 
(SGX) in Azure, Amazon Nitro Enclaves 
in Amazon Web Services (although 
this enclave is mostly software-based 
and does not provide memory encryp-
tion), Secure Encrypted Virtualization 
(SEV) from AMD12 in Google Cloud, 
and others. NVIDIA recently added 
enclave support in its H100 GPU.6

Ease-of-use comparison. With a 
purely cryptographic approach, there 
is no need for specialized hardware 
and special hardware assumptions. 

There are many 
different threat 
models for 
computation 
in multi-party 
computation, 
resulting in different 
performance 
overheads. 
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that likely requires significant code 
changes as compared with an existing 
analytics/ML pipeline.

In contrast, modern enclaves pro-
vide a VM interface, resulting in a 
Confidential Virtual Machine.10 This 
means that the user can install propri-
etary software in these enclaves with-
out modifying this software. Com-
plex codebases are supported in this 
manner. For example, Confidential 
Google Kubernetes engine nodes11 en-
able Kubernetes to run in confidential 
VMs. The first iteration of the enclave, 
Intel SGX, did not have this flexibility 

At the same time, in a setting like 
MPC, the parties must be deployed in 
different trust domains for the secu-
rity guarantees of MPC to hold. In the 
threat models discussed earlier, par-
ticipating organizations have to run 
the cryptographic protocol on site or 
in their private clouds, which is often 
a set-up, management, and/or cost 
burden compared with running the 
whole computation on a cloud. This 
can be a deal-breaker for some orga-
nizations.

With homomorphic encryption, in 
principle, the whole computation can 
be run in the cloud, but homomorphic 
encryption does not protect against 
malicious attackers as MPC and hard-
ware enclaves do. For such protection, 
you would also have to use heavy cryp-
tographic tools, such as zero-knowl-
edge proofs.

In contrast, hardware enclaves are 
now available on major cloud provid-
ers such as Azure, AWS, and Google 
Cloud. Running an enclave collab-
orative computation is as easy as us-
ing one of these cloud services. This 
also means that to use enclaves, you 
do not need to purchase specialized 
hardware: The major clouds already 
provide services based on these ma-
chines. Of course, if the participating 
organizations want, they could each 
deploy enclaves on their premises or 
in private clouds and perform the col-
laborative computation across the or-
ganizations in a distributed manner 
similar to MPC. The rest of this article 
assumes a cloud-based deployment 
for hardware enclaves, unless other-
wise specified.

With cryptographic computing, 
cryptographic expertise is often re-
quired to run a certain task. Since 
the cryptographic overhead is high, 
tailoring the MPC design for a certain 
task can bring significant savings. At 
the same time, this requires expertise 
and time that many users do not have. 
Hiring cryptography experts for this 
task is burdensome and expensive. 
For example, a user cannot simply run 
a data-analytics or machine-learning 
pipeline in MPC. Instead, the user 
has to identify some key algorithms 
in those libraries to support, employ 
tailored cryptographic protocols for 
those, and implement the resulting 
cryptographic protocols in a system 

and required modifying and porting a 
program to run it in the enclave. Since 
then, it has been recognized that to 
use this technology for confidential 
data pipelines, users must remove 
the friction of porting to the enclave 
interface. This is how the confidential 
VM model was born.

Security comparison. The homo-
morphic encryption referred to here 
can compute more complex func-
tions, meaning either fully or leveled 
homomorphic encryption. Some ho-
momorphic encryption schemes can 
perform simple functions efficiently 

Figure 1. Illustration of secure multi-party computation for three parties. Each party 
essentially has a cryptographic key that only that party can access. Parties exchange 
encrypted data (often over multiple iterations), and compute locally on cryptographic 
data from other parties and their local data.

Figure 2. Simplified illustration of memory encryption in a hardware enclave.

core
MEE

processor/under the die memory

Table 1. Ease-of-use comparison.

Cryptographic Computing  
(such as FHE and MPC) Enclave/Confidential Computing

✘  Requires cryptographic expertise to 
design a tailored protocol for increased 
performance

✔  Can run proprietary systems in confidential 
computing without modification

✔  Does not require specialized hardware ✘  Requires specialized hardware to run on

✘  Requires a deployment across multiple 
trust domains

✔  Can be deployed in a single trust domain 
(for example, the Cloud)

✘  Cannot support proprietary systems
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based attacks, attacks to remote at-
testation), which are not prevented by 
oblivious computation. Fortunately, 
when such attacks are discovered, 
they are typically patched in a short 
amount of time by cloud providers, 
such as Azure confidential comput-
ing and others. Even if the hardware 
enclaves would be vulnerable for the 
time period before the patch, the 
traditional cloud security layer is 
designed to prevent attackers from 
breaking in to mount such a side-
channel attack. This additional level 
of security would not exist on a client-
side usage of enclaves.

Subverting this layer as well as be-
ing able to set up a side-channel at-
tack in a real system with such protec-
tion is typically much harder to do for 
an attacker because it requires the at-
tacker to succeed at mounting two dif-
ferent and difficult types of attacks. 
It is not sufficient for the attacker to 
succeed in attacking only one. At the 
time of writing this article, there is no 
evidence of any such dual attack hav-
ing occurred on state-of-the-art pub-
lic clouds such as Azure confidential 
computing. This is why, when using 
hardware enclaves, you can assume 
that the cloud provider is a well-in-
tended organization and its security 
practices are state of the art, as would 
be expected from major cloud provid-
ers today.

Another aspect pertaining to secu-
rity is the size of the trusted comput-
ing base (TCB). The larger the TCB, 
the larger the attack surface and the 
more difficult it is to harden the code 
against exploits. Considering the typi-
cal use of enclaves these days—name-
ly, the confidential VM abstraction—
the enclave contains an entire virtual 
machine. This means that the TCB for 
enclaves is large—many times larger 
than the one for cryptographic com-
putation. For cryptographic compu-
tation, the TCB is typically the client 
software that encrypts the data, but 
there might be some extra assump-
tions on the server system, depending 
on the threat model.

Performance comparison. Cryp-
tographic computation is efficient 
enough for running simple computa-
tions, such as summations, counts, 
or low-degree polynomials. At the 
time this article was published, cryp-

In the case of enclaves, attackers 
can attempt to perform side-channel 
attacks. A common class of side-chan-
nel attack (which encompasses many 
different types) involves an attacker 
who observes which memory loca-
tions are accessed as well as the order 
and frequency of these accesses. Even 
though the data at those memory lo-
cations is encrypted, seeing the ac-
cess pattern can provide confidential 
information to the attacker. These 
attacks are called memory-based ac-
cess-pattern attacks, or simply access-
pattern attacks.

There has been significant re-
search on protecting against these ac-
cess-pattern side-channel attacks us-
ing a cryptographic technique called 
data-oblivious computation. Oblivious 
computation ensures that the access-
es to memory do not reveal any infor-
mation about the sensitive data being 
accessed. Intuitively, it transforms 
the code into a side-channel-free ver-
sion of the code, similar to how the 
OpenSSL cryptographic libraries have 
been hardened.

Oblivious computation protects 
against a large class of side-chan-
nel attacks based on cache-timing-
exploiting memory accesses, page 
faults, branch predictor, memory bus 
leakage, dirty bit, and others.

Hardware enclaves such as Intel 
SGX are also prone to other side-chan-
nel attacks besides access patterns 
(for example, speculative-execution-

(such as addition or low-degree poly-
nomials). As soon as the function be-
comes more complex, performance 
degrades significantly.

Homomorphic encryption is a 
special form of secure computation, 
where a cloud can compute a function 
over encrypted data without interact-
ing with the owner of the encrypted 
data. It is a cryptographic tool that 
can be used as part of an MPC proto-
col. MPC is more generic and encom-
passes more cryptographic tools; par-
ties running an MPC protocol often 
interact with each other over multiple 
rounds, which affords better perfor-
mance than being restricted to a non-
interactive setting.

For general functions, homomor-
phic encryption is slower than MPC. 
Also, as discussed, it does not provide 
malicious security without employing 
an additional cryptographic tool such 
as zero-knowledge proofs, which can 
be computationally expensive.

When an MPC protocol protects 
against some malicious parties, it 
also protects against any side-channel 
attacks at the servers of those parties. 
In this sense, the threat model for the 
malicious parties is cleaner than for 
hardware enclaves’ threat model be-
cause it does not matter what attack 
adversaries mount at their servers; 
MPC considers any sort of compro-
mise for these parties. For the honest 
parties, MPC does not protect against 
side-channel attacks.

Table 2. Security comparison.

Cryptographic Computing  
(such as FHE and MPC) Enclave/Confidential Computing

✘  Homomorphic encryption is typically 
slower than MPC for non-trivial 
functionalities and does not protect against 
malicious attackers.

✔  Enclaves offer a notion of integrity of 
computation and data, unlike FHE.

✔  MPC does not suffer from side-channel 
attacks within the permitted number of 
compromised parties.

✘  Enclaves suffer from side-channel attacks. 
(Leveraging oblivious computation prevents 
many of these attacks.)

✘  Enclaves have a large, trusted compute 
base (TCB).

Table 3. Performance comparison.

Cryptographic Computing  
(such as FHE and MPC) Enclave/Confidential Computing

✘  MPC (and homomorphic encryption) is still 
very inefficient for complex computation.

✔  Enclave computation is much more 
efficient, sometimes close to vanilla 
processor speeds.
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without the large overheads of MPC or 
homomorphic encryption. The over-
heads of such computation depend 
a lot on the workload, but there have 
been overheads of, for example, 20%—
twice for many workloads.

Adding side-channel protection, 
such as oblivious computation, can 
increase the overhead, but overall 
the performance of secure computa-
tion using enclaves still is much bet-
ter than MPC/homomorphic encryp-
tion for many realistic SQL analytics 
and ML workloads. The amount of 
overhead from side-channel protec-
tion via oblivious computation var-
ies based on the workload—from 
adding almost no overhead for work-
loads that are close to being oblivi-
ous to 10 times the overhead for some 
workloads.

The Nvidia GPU enclaves16 in the 
H100 architecture offer significant 
speed-ups for ML workloads, es-
pecially for generative AI. Indeed, 
there are significant industry efforts 
around using GPU enclaves to pro-
tect prompts during generative AI 
inference, data during generative AI 
fine-tuning, and even model weights 
during training of the foundational 
model. At the time of writing this arti-
cle, Azure offered a preview of its GPU 
Confidential Computing service, and 
other major clouds have similar ef-
forts under way. Confidential com-
puting promises to bring the benefits 
of generative AI to confidential data, 
such as the proprietary data of busi-
nesses, to increase their productivity, 
and the private data of users to assist 
them in various tasks.

Real-World Use Cases
Because of the need for data protec-
tion in use, there has been an in-
crease in secure-computation use 
cases, whether it is cryptographic or 
hardware-enclave based. This section 
looks at use cases for both types.

Cryptographic computation. One 
of the main resources to track major 
use cases for secure multi-party com-
putation is the MPC Deployments 
dashboard15 hosted by the University 
of California, Berkeley. The commu-
nity can contribute use cases to this 
tracker if they have users. A variety 
of deployed use cases are available 
for applications such as privacy-pre-

tographic computation was still too 
slow to run complex functions, such 
as ML training or rich data analytics. 
Take, for example, training a neural-
network model. Recent state-of-the-
art work on Microsoft Falcon (2021) 
estimates that training a moderately 
sized neural network such as VGG-16 
on datasets such as CIFAR-10 could 
range into years. This work also as-
sumes a threat model with three par-
ties that have an honest majority, so a 
weaker threat model than the n orga-
nizations where n-1 can be malicious.

Now let us take an example with 
the stronger threat model: our state-
of-the-art work on Senate,18 which 
enables rich SQL data analytics with 
maliciously secure MPC. Senate im-
proved the performance of existing 
MPC protocols by up to 145 times. 
Even with this improvement, Senate 
can perform analytics only on small 
databases of tens of thousands of 
rows and cannot scale to hundreds 
of thousands or millions of rows be-
cause the MPC computation runs out 
of memory and becomes very slow. We 
have been making a lot of progress 
on reducing the memory overheads 
in our recent work on MAGE13 and in 
another work, Piranha, on employing 
GPUs for secure computation learn-
ing,22 but the overheads of MPC re-
main too high for training advanced 
ML models and for rich SQL data 
analytics. It could still take years un-
til MPC becomes efficient for these 
workloads.

Some companies claim to run MPC 
efficiently for rich SQL queries and 
ML training. How is that possible? An 
investigation of a few of them showed 
that they decrypt a part of the data or 
keep a part of the query processing 
in unencrypted form, which exposes 
that data and the computation to an 
attacker. This compromise reduces 
the privacy guarantee.

Hardware enclaves are far more 
efficient than cryptographic compu-
tation because, as explained earlier, 
deep down in the processor the CPU 
computes on unencrypted data. At the 
same time, data coming in and out of 
the processor is in encrypted form, 
and any software or entity outside of 
the enclave that examines the data 
sees it in encrypted form. This has the 
effect of computing on encrypted data 

Confidential 
computing 
promises to bring 
the benefits of 
generative AI 
to confidential 
data, such as the 
proprietary data 
of businesses, 
to increase their 
productivity, and 
the private data of 
users to assist them 
in various tasks. 
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opment, and in a secure computation 
class at Columbia University.

Confidential Computing Use Cases
Because of its efficiency, confidential 
computing has been more widely ad-
opted than cryptographic computa-
tion. The major clouds—Azure, AWS, 
and Google Cloud—offer confidential 
computing solutions. They provide 
CPU-based confidential computing, 
and some are in the process of offer-
ing GPU-based confidential comput-
ing (for example, Azure has a preview 
offering for the H100 enclave). A sig-
nificant number of companies have 
emerged to enable various types of 
workloads in confidential comput-
ing in these clouds. Among them are 
Opaque, Fortanix, Anjuna, Husmesh, 
Antimatter, Edgeless, and Enclaive.

For example, Opaque17 enables 
data analytics and ML to run in con-
fidential computing. Using the hard-
ware enclave in a cloud requires sig-
nificant security expertise. Consider, 
for example, that a user wants to run 
a certain data-analytics pipeline—
say, from Databricks—in confidential 
VMs in the cloud. Simply running in 
confidential VMs is not sufficient for 
security: The user has to be concerned 
with correctly setting up the enclaves’ 
remote attestation process, key distri-
bution and management, a cluster of 
enclaves that offer scaling out, as well 
as defining and enforcing end-to-end 
policies on who can see what part of 
the data or computation.

To avoid this work for the user, 
Opaque provides a software stack 
running on top of the enclave hard-
ware infrastructure that allows the 
user to run the workflow frictionlessly 
without security expertise. Opaque’s 
software stack takes care of all these 
technical aspects. This is the result of 
years of research at UC Berkeley, fol-
lowed by product development. Specif-
ically, the technology behind Opaque 
was initially developed in the Berkeley 
RISELab (Realtime Intelligent Secure 
Explainable Systems),19 and it has 
evolved to support ML workloads and 
a variety of data-analytics pipelines.

Opaque can scale to an arbitrary 
cluster size and big data, essentially 
creating one “large cluster enclave” 
out of individual enclaves. It enables 
collaboration between organiza-

serving advertising, cryptocurrency 
wallets (Coinbase, Fireblocks, Dfns), 
private inventory matching (J.P. Mor-
gan), privacy-preserving Covid expo-
sure notifications (Google, Apple), and 
others.

Most of these use cases are cen-
tered around a specific, typically sim-
ple computation and use specialized 
cryptography to achieve efficiency. 
This is in contrast to supporting a 
more generic system, on top of which 
you can build many applications, such 
as a database, data-analytics frame-
work, or ML pipeline—these use cases 
are more efficiently served by confi-
dential computing.

One prominent use case was col-
lecting Covid exposure notification 
information from users’ devices in 
a private way. The organizations in-
volved were Internet Security Re-
search Group (ISRG) and National 
Institutes of Health (NIH). Apple and 
Google served as injection servers to 
obtain encrypted user data, and the 
ISRG and NIH ran servers that com-
puted aggregates with help from MI-
TRE. The results were shared with 
public health authorities. The com-
putation in this case checked that the 
data uploaded from users satisfied 
some expected format and bounds, 
and then performed simple aggre-
gates such as summation.

Heading toward a more general 
system based on MPC, Jana8 is an 
MPC-secured database developed 
by Galois Inc. using funding from 
DARPA over four-and-a-half years and 
providing privacy-preserving data as a 
service (PDaaS). Jana’s goal is to pro-
tect the privacy of data subjects while 
allowing parties to query this data. 
The database is encrypted, and par-
ties perform queries using MPC. Jana 
also combines differential privacy 
and searchable encryption with MPC.

The Jana developers detail the 
challenges7 they encountered, such 
as “Performance of queries evaluated 
in our linear secret-sharing protocols 
remained disappointing, with JOIN-
intensive and nested queries on real-
istic data running up to 10,000 times 
slower than the same queries without 
privacy protection.” Nevertheless, 
Jana was used in real-world prototype 
applications, such as inter-agency 
data sharing for public-policy devel-

Because of 
its efficiency, 
confidential 
computing has 
been more widely 
adopted than 
cryptographic 
computation. 
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for confidential computing and has 
attracted the top technology players 
in the space, from hardware manu-
facturers (Intel, ARM, Nvidia) to hy-
perscalers (Azure, AWS, Google), so-
lution providers (Opaque, Fortanix), 
and use-case providers (Signal, An-
thropic). The conference is hosted by 
Opaque and co-organized by the Con-
fidential Computing Consortium. 
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Combining the Two Approaches
Given the trade-off between confi-
dential computing via enclaves and 
secure computation via cryptography, 
a natural question is whether a solu-
tion can be designed that benefits 
from the best of both worlds. A few so-
lutions have been proposed, but they 
still inherit the slowdown from MPC.

For example, my students and I 
have collaborated with Signal with 
its SecureValueRecovery20 system to 
develop a mechanism that helps Sig-
nal users recover secret keys based on 
a combination of different hardware 
enclaves on three clouds and secure 
multi-party computation. The pur-
pose of this combination is to provide 
a strong security guarantee, stacking 
the power of the two technologies as 
defense in depth.

A similar approach is taken by 
Meta and Fireblocks, a popular cryp-
tocurrency wallet: They both combine 
hardware enclaves with cryptograph-
ic computation for increased security. 
The resulting system will be at least as 
slow as the underlying MPC, but these 
examples are for specialized tasks for 
which there are efficient MPC tech-
niques.

Conclusions and How 
to Learn More
Secure computation via MPC/homo-
morphic encryption versus hardware 
enclaves presents trade-offs involv-
ing deployment, security, and per-
formance. Regarding performance, 
it depends significantly on the target 
workload. For simple workloads, such 
as simple summations, low-degree 
polynomials, or simple ML tasks, 
both approaches can be ready to use 
in practice. However, for rich com-
putations, such as complex SQL ana-
lytics or training large ML models, 
only the hardware enclave approach 
is practical enough at the moment 
for many real-world deployment sce-
narios.

Confidential computing is a rela-
tively young sub-field in computer 
science—but one that is evolving rap-
idly. To learn more about confidential 
computing, attend or watch the con-
tent from the Confidential Comput-
ing Summit,3 which was held in June 
of 2024 in San Francisco. This confer-
ence is the premier in-person event 

tions or teams in the same organi-
zation that cannot share data with 
each other: These organizations can 
share encrypted data with each other 
in Opaque’s workspace and perform 
data analytics or ML without seeing 
each other’s dataset. Use cases include 
financial services (such as cross-team 
collaboration for identity resolution 
or cross-organization collaboration 
for crime detection); high-tech (such 
as fine-tuning ML from encrypted 
data sets); a privacy-preserving large 
language model (LLM) gateway that 
offers logging, control, and account-
ability; and generating a verifiable au-
dit report for compliance.

A number of companies have cre-
ated the Confidential Computing 
Consortium,2 an organization meant 
to catalyze the adoption of confiden-
tial computing through a community-
led consortium and open collabora-
tion. The consortium lists more than 
30 companies that offer confidential 
computing technology.

Following are a few examples of 
end use cases. Signal, a popular end-
to-end encrypted messaging applica-
tion, uses hardware enclaves to secure 
its private contact discovery service.21 
Signal built this service using tech-
niques from the research projects 
Oblix14 and Snoopy.4 In this use case, 
each user has a private list of contacts 
on their device, and Signal wants 
to discover which of these contacts 
are Signal users as well. At the same 
time, Signal does not want to reveal 
the list of its users to any user, nor 
does it want to learn the private con-
tact list of each user. Essentially, this 
computation is a private set intersec-
tion. Signal investigated various cryp-
tographic computation options and 
concluded that these would not per-
form fast enough and cheaply enough 
for its large-scale use case. As a result, 
it chose to use hardware enclaves in 
combination with oblivious computa-
tion to reduce a large number of side 
channels, as discussed earlier. Our 
work on Oblix and Snoopy developed 
efficient oblivious algorithms for use 
inside enclaves.

Other adopters include the crypto-
currency MobileCoin, the Israeli Min-
istry of Defense,1 Meta, ByteDance (to 
increase user privacy in TikTok), and 
many others.

This work is licensed under a  
Creative Commons Attribution 

International 4.0 License.
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learning (ML) pipelines, and image-
processing systems. These platforms 
radically simplify development by 
managing application deployment. 
Developers can deploy functions with 
the click of a button and the platform 
automatically hosts them, guarantees 
their availability, and scales them to 
handle changing loads.

Serverless platforms are primar-
ily used for stateless operations, such 
as image resizing or video processing. 
Here, we argue they should also be used 
to deploy stateful applications, par-
ticularly database-backed applications 
whose business logic frequently queries 
and updates a transactional database 
such as Postgres or MySQL. Database-
backed applications are ubiquitous in 
modern businesses; examples include 
e-commerce Web services, banking sys-
tems, and online reservation systems. 
They run primarily on server-based 
platforms such as Kubernetes. Thus, 
they form a massive opportunity for 
serverless offerings, including the back 
ends of most enterprise APIs and much 
of the modern Web.

To make serverless work for data-
base-backed applications, serverless 
platforms would need to make one 
critical addition: Allow developers to ex-
ecute functions as database transactions. 
Figure 1 shows an inventory reserva-
tion function implemented in a con-
ventional serverless platform versus a 
transactional serverless platform. The 
checkInventory and updateInven-
tory functions perform SQL queries. 
In a conventional serverless platform, 
if a function accesses the database, de-
velopers must obtain a database con-
nection, manually begin a transaction, 
execute business logic and SQL queries, 
and then finally commit the transaction 
(Figure 1a).

By contrast, a transactional server-
less platform manages the database 
connection: If a function accesses the 
database, it uses a platform-provided 
connection that automatically wraps 
the function in a transaction (Figure 
1b). The idea of building such a plat-
form has been explored in several re-

SERV ER L E S S  CL OU D OF F ER I NG S are becoming 
increasingly popular for stateless applications because 
they simplify cloud deployment. This article argues 
that if serverless platforms could wrap functions in 
database transactions, they would also be a good fit for 
database-backed applications. There are two unique 
benefits of such a transactional serverless platform: 
time-travel debugging of past events and reliable 
program execution with “exactly-once” semantics.

Serverless cloud platforms, such as Amazon 
Web Services (AWS) Lambda and Azure Functions, 
are increasingly popular for building production 
applications as varied as website front ends, machine-

Transactions 
and 
Serverless 
Are Made for 
Each Other

DOI:10.1145/3690930

If serverless platforms could wrap functions 
in database transactions, they would be a good 
fit for database-backed applications.

BY QIAN LI AND PETER KRAFT
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search projects—by these authors1 and 
others.3,4

As this article explains, a transac-
tional serverless platform is not only 
more convenient for the developer but 
can also provide powerful benefits for 
database-backed applications beyond 
the capabilities of conventional server-
less or server-based systems.

First, a transactional serverless plat-
form makes programs easier to debug. 
Modern applications are difficult to 
debug because they run in distributed 
settings with frequent concurrent ac-
cesses to shared state, so bugs often 
involve complex race conditions that 
are not easy to reproduce in a develop-
ment environment. Reproducing errors 
is particularly difficult in conventional 
serverless platforms because their ex-
ecution environment is transient and 
exists only in the cloud. A transactional 
serverless platform, however, can sim-
plify debugging through time travel.2 

Because the platform wraps functions 
in transactions to coordinate their state 
accesses, a debugger can leverage the 
transaction log to “travel back in time” 
and locally replay any past transaction-
al function execution.

Second, a transactional serverless 
platform can provide reliable program 
execution. Writing reliable database-
backed applications is difficult because 
they often coordinate several business-
critical tasks, any of which may fail. In 
a server-based application, addressing 
this problem is difficult, as developers 
must manually track each request’s sta-
tus and recover failed requests. Conven-
tional serverless platforms make this 
easier by automatically restarting any 
task that fails, but this can be problem-
atic if it causes an operation to execute 
multiple times (for example, paying 
twice). If functions are transactions, 
however, the platform can record their 
success or failure in the same transac-

tion as their business logic, thus guaran-
teeing each function executes once and 
only once.

Programming a Transactional 
Serverless Platform
A transactional serverless platform 
could provide a programming model 
similar to today’s serverless platforms, 
where developers write programs as 
workflows of functions. Each function 
performs a single operation. Work-
flows, implemented as directed graphs 
or state machines, orchestrate many 
functions. Popular serverless workflow 
orchestrators include AWS Step Func-
tions and Azure Durable Functions.

The distinguishing feature of a 
transactional serverless platform is that 
all functions accessing the application 
database are wrapped in atomic, con-
sistent, isolated, and durable (ACID) da-
tabase transactions, as shown in Figure 
1b. These functions must be determin-
istic and have no side effects outside the 
database. Functions not accessing the 
database, such as those making exter-
nal API calls, work the same as they do 
in conventional serverless platforms.

As a running example for this article, 
Figure 2 shows a diagram of a server-
less checkout service workflow that first 
reserves inventory for all items in an 
order, then processes payment for the 
order, and finally marks the order as 
ready to fulfill. Each step is implement-
ed in a separate function. All functions 
except “process payment” (which uses a 
third-party payment provider) contact 
the database and are wrapped in trans-
actions. If any step fails, the workflow 
runs rollback functions to undo previ-
ous operations (for example, returning 
reserved inventory if the payment fails).

Time-Travel Debugging
One powerful and unique feature en-
abled by a transactional serverless plat-
form is time-travel debugging: letting 
developers faithfully replay production 
traces in a local development environ-
ment to reproduce bugs that happened 
in the past. Time-travel debugging is es-
pecially useful for database-backed ap-
plications because they frequently run 
in distributed environments where bugs 
manifest as race conditions that occur 
only under high concurrency and are 
nearly impossible to reproduce locally.

For example, suppose the “reserve 

Figure 1. An inventory reservation function implemented in a conventional serverless 
platform versus a transactional serverless platform. checkInventory and updateIn-
ventory perform SQL queries.

1 # Check if an item is available, then reserve it

2 def reserveInventory(itemId, num):

3  conn = getConnection(DBurl)

4  conn.beginTransaction()

5  avail = conn.checkInventory(itemId)

6  if (avail > num):

7  conn.updateInventory(itemId, avail - num)

8  conn.commitTransaction()

(a) Conventional Serverless

1 # Check if an item is available, then reserve it

2 def reserveInventory(itemId, num):

3  # Connection supplied by the platform

4  avail = conn.checkInventory(itemId)

5  if (avail > num):

6   conn.updateInventory(itemId, avail - num)

(b) Transactional Serverless

Figure 2. Serverless checkout service workflow, including both success and rollback 
paths.

Start Get
Order

Reserve
Inventory

Failure Cancel
Order

Un-reserve
Inventory

Process
Payment

Mark Order
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Success Path: Rollback Path:
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another powerful feature called retro-
action: the execution of modified code 
over past events. For a given trace, the 
debugger performs retroaction similar-
ly to faithful replay but uses the updated 
implementation of each function in-
stead of the original one. Retroaction is 
especially useful for regression testing: 
running a new code version over old 
production traces to verify it handles 
them correctly. For example, assume 
the bug in Figure 3 was fixed by com-
bining the check and update functions 
into a single transactional function. A 
time-travel debugger can retroactively 
test this fix by re-executing the original 
trace but running the combined func-
tion in place of the original checks and 
updates. As shown in Figure 5, this vali-
dates that the fix eliminates the bug.

Reliable Program Execution
Another key benefit of a transactional 

inventory” operation in Figure 2 is split 
into two separate transactional func-
tions, as in Figure 3, which shows a 
buggy implementation of the “reserve 
inventory” operation. This implemen-
tation contains a race condition where, 
if two requests arrive at the same time, 
both can reserve the same item—po-
tentially causing the vendor to sell more 
items than it has available.

Debugging issues such as this is 
tricky because they surface only if mul-
tiple concurrent requests with specific 
inputs are interleaved in a specific way 
with a particular database state. To re-
produce the bug locally, the developer 
must determine not only which requests 
caused the bug, but also the order in 
which different operations in those re-
quests interleaved and the exact data-
base state that made the bug possible. 
In a conventional platform, tracking 
execution order and reconstructing da-
tabase state are prohibitively expensive: 
Requests execute concurrently on many 
parallel threads on many distributed 
servers, potentially modifying the data-
base thousands of times per second.

By contrast, prior research2 has 
shown that a transactional serverless 
platform makes faithful replay practi-
cal because each function is wrapped 
in an isolated, atomic, and determin-
istic transaction. This enables a time-
travel debugger, which can faithfully 
replay a production trace (including 
race conditions and concurrency bugs) 
in two steps:

1. Using database transaction logs, it 
can reconstruct the state of the applica-
tion database at the time of the trace’s 
first request.

2. It can locally execute each request 
in the trace on the reconstructed da-
tabase, executing their transactional 
functions in the order they originally 
executed in the application database’s 
transaction log.

A time-travel debugger improves de-
velopers’ lives by reproducing complex 
concurrency bugs in a controlled local 
environment. For example, if the debug-
ger is run on a trace containing the bug 
described in Figure 3, it executes both 
check transactions on a database con-
taining only one item, and then executes 
both update transactions, thus oversell-
ing the item and reproducing the bug. 
This process is shown in Figure 4.

A time-travel debugger can provide 

serverless platform is reliable program 
execution. Many database-backed appli-
cations must coordinate multiple busi-
ness-critical tasks, any of which may 
fail. For example, the checkout work-
flow in Figure 2 performs three tasks 
for each order:

1. Reserving its inventory
2. Processing its payment
3. Marking it as ready to fulfill
To execute reliably, such applications 

must not only handle failures in any of 
those tasks but also recover from inter-
ruptions such as server crashes. Specifi-
cally, they require two properties:

 ˲ Programs run to completion. If 
a program begins executing, it must 
continue, recovering through any in-
terruptions until it reaches a terminal 
success or failure state. For example, if 
the checkout service is interrupted after 
processing a payment, it must recover 
and either mark the order as fulfilled (if 

Figure 3. A buggy implementation of the “reserve inventory” operation. Two concurrent 
requests both try to reserve the same item and both succeed, causing overselling.

1 def reserveInventory(itemId, num):
2  avail = execTxn(checkInventory(itemId))
3  if (avail > num):
4   execTxn(updateInventory(itemId, avail - num))

Oversell!

R1

R2

Update
avail = 0

Update
avail = 0

Check
avail = 1

Check
avail = 1

Figure 4. A time-travel debugger replaying an execution trace containing the reserve 
inventory bug.
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DB state
avail = 1

R2

Update
avail = 0

Update
avail = 0

Check
avail = 1

Check
avail = 1

Figure 5. A time-travel debugger testing a fix to the reserve inventory bug using 
retroaction.

Fixed!

R1 R2

DB state
avail = 1

Check
avail = 1

Update
avail = 0

Check
avail = 0

No
Update

DECEMBER 2024  |   VOL.  67  |   NO.  12  |   COMMUNICATIONS OF THE ACM     55

practice



antee not only that programs run to 
completion, but also that transactional 
operations execute exactly once. Be-
cause the platform wraps functions in 
transactions, it can record the success 
or failure of a transactional function 
in the same transaction as the function. 
Therefore, if a function completes, its 
success or failure is always recorded in 
the database, while if a function fails, 
all its actions are rolled back by the da-
tabase. Thus, the platform knows never 
to re-execute a function with a recorded 
result but can always safely re-execute 
without a recorded result.

Conclusion
Database-backed applications are an 
exciting new frontier for serverless com-
putation. By tightly integrating applica-
tion execution and data management, 
a transactional serverless platform en-
ables many new features not possible in 
either existing serverless platforms or 
server-based deployments.

This article has explained how such 
a platform could benefit application de-
buggability and reliability. Its addition-
al benefits include:

 ˲ Observability, as the platform can 
track the full history (provenance) of 
each data item through all functions 
that have modified it.

 ˲ Security, as the platform can moni-
tor all operations on data in real time.

 ˲ Performance, as the platform can 
collocate transactional functions with 
the application database.

We look forward to future work in 
this space. 
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the payment succeeded) or cancel the 
order and return reserved inventory (if 
the payment failed).

 ˲ Operations execute exactly once. 
While executing a program, each of its 
operations must execute once and only 
once. For example, if you are recovering 
the checkout service after it is interrupt-
ed, you cannot naively re-send the pay-
ment request; otherwise, the customer 
may pay twice. You must instead deter-
mine the status of the original payment 
request (whether it was sent at all, and if 
so, whether it succeeded or failed) and 
recover accordingly.

Manually obtaining these proper-
ties in a traditional server-based appli-
cation is difficult. One approach is to 
write the application as a state machine 
that checkpoints its state to persistent 
storage after every operation. If the pro-
gram is interrupted, resume execution 
from the last checkpointed state. To 
ensure “exactly-once” execution, make 
all operations idempotent so they can 
be safely re-executed during recovery. 
While such an approach works, it is te-
dious, error-prone, and requires careful 
program design.

Existing serverless platforms sim-
plify writing programs that run to 
completion but do not provide “ex-
actly-once” execution. This follows 
naturally from the serverless program-
ming model. If a program is written as 
a workflow of functions, the workflow 
orchestrator can record the workflow’s 
state after every function execution, 
then resume from the last recorded 
state if workflow execution is inter-
rupted. Thus, serverless function or-
chestrators such as AWS Step Func-
tions and Azure Durable Functions 
run workflows to completion, restart-
ing each function until it succeeds or 
reaches a predefined failure state.

Durable workflow engines such as 
Temporal provide similar guarantees 
for server-based programs, provided 
they are written as workflows of opera-
tions. Because orchestrators treat func-
tions as black boxes, however, they can-
not provide “exactly-once” semantics, 
but instead restart each function until 
it succeeds. If a function crashes after 
completion but before its success is re-
corded, it is re-executed, potentially cor-
rupting data.

As prior work has shown,1,4 a trans-
actional serverless platform can guar-

By tightly 
integrating 
application 
execution and 
data management, 
a transactional 
serverless platform 
enables many 
new features not 
possible in either 
existing serverless 
platforms or server-
based deployments. 
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internal principles of operation are 
unknown, leading to severe safety and 
regulation problems. Once trained, 
deep-learning systems perform well, 
but they are subject to surprising vul-
nerabilities when confronted with ad-
versarial images.9

The decisions may be explicated 
after the fact, but these systems carry 
the risk of wrong decisions affecting 
the well-being of people. They may be 
discriminated against, disadvantaged, 
or seriously injured. Examples include 
suggestions on how to select a job ap-
plicant, proper medical treatment for 
a patient, or how to navigate autono-
mous cars through heavy traffic. In 
such situations, several ethical, legal, 
and general societal challenges arise. 
At the forefront is the question of who 
is responsible for a decision made by 
an AI system: Do we leave the decision 
to the AI system, or does a human de-
cide in partnership with an AI system? 
Are there reliable, trustworthy, and 
understandable explanations for the 
decisions in each case? Unfortunately, 
the inner workings of many AI systems 
remain hidden—even from experts. 
Given the critical role AI systems play 
in modern society, this seems in many 
cases unacceptable. But how can we 
make complex, self-learning systems 
explainable? And to what extent is this 
lack of explanation or broader trans-
parency contributing to a watchful and 
responsible introduction of AI systems 
that have evidenced benefits?

A R T I F ICI A L I N T EL L IGENCE (A I)  systems are increasingly 
supplementing or taking over tasks previously 
performed by humans. On the one hand, this relates 
to low-risk tasks, such as recommending books 
or movies, or recommending purchases based on 
previous buying behavior. But it also includes crucial 
decision making by highly autonomous systems. Many 
current systems are opaque in the sense that their 

The EU AI 
Act and the 
Wager on 
Trustworthy 
AI

DOI:10.1145/3665322

As the impact of AI is difficult to assess by a 
single group, policymakers should prioritize 
societal and environmental well-being and 
seek advice from interdisciplinary groups 
focusing on ethical aspects, responsibility, and 
transparency in the development of algorithms.
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 key insights
 ˽ Public trust, transparency, and 

interdisciplinary research are pivotal 
in the responsible deployment of AI 
systems.

 ˽ The EU AI Act passed by the European 
Parliament will now be implemented 
in 27 member states of the EU. It is the 
first major law aimed at regulating AI 
across sectors, with a focus on risk 
management, transparency, ethical 
governance, and human oversight.

 ˽ AI systems categorized as high risk will 
be subject to stringent regulations to 
ensure they do not compromise human 
rights or safety.
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A deeper look at the technical de-
tails of AI and technical innovations 
on their way, such as autonomous 
systems, shows an obvious need for 
technical expertise in the practical 
technical and societal aspects of AI 
in the decision-making process. On 
the other hand, a purely technological 
perspective may result in regulations 
that cause more significant societal 
problems. This article highlights ac-
curate and realistic technology de-
scriptions that take into account the 
risk factors as required, for example, 
by the risk pyramid of the EU AI Act 
that entered into force in August 2024. 
To strike such a balance for the pub-
lic interest, policymakers should pri-
oritize societal and environmental 
well-being and seek advice from in-
terdisciplinary groups, as the impact 
of AI and autonomous systems is very 
difficult to assess by a single group. 
This more holistic system view is com-
plementary to previous statements 
focusing on ethical aspects, responsi-
bility, and transparency in the devel-
opment of algorithms,1 specifically on 
algorithmic systems involving AI and 
machine learning (ML).3,15,22

Many members of the public, par-
ticularly in Europe, exhibit skepticism 
toward AI and autonomous systems, 
which often translates into a lack of 
confidence or a cautious “wait-and-
see” approach.23 For this technology 
to develop to its beneficial potential, 
we need a framework of rules within 
which all players can operate responsi-
bly. For the future of AI systems—spe-
cifically in the public spheres, where 
people express their personal expecta-
tions and worries about the potential 
consequences of AI being used with-
out proper oversight—certain aspects 
must be taken into account. The fol-
lowing points are crucial for guiding 
the formulation of policies and regu-
lations related to AI and essential for 
the research and development com-
munity:

Supporting research and develop-
ment in AI and autonomous systems. 
We recommend advanced research 
on the governance of implemented AI 
and automated systems, for example, 
transportation. Special care must be 
taken at an early stage to contribute 
and adhere to transparent standards 
for hardware and software that provide 

insight to carry out legally required in-
dependent safety certifications.

Creating and supporting sustain-
able solutions. In light of the UN sus-
tainability development goals, we rec-
ommend advancing multidisciplinary 
research methodologies that integrate 
social sciences and humanities along-
side engineering sciences. Social sci-
ences, such as sociology and anthro-
pology, can provide crucial insights 
into how people understand, interact 
with, and trust AI systems. This un-
derstanding is vital for designing tech-
nologies that are socially acceptable, 
beneficial, and promote sustainable 
development. Humanities disciplines, 
like philosophy, can offer valuable per-
spectives on ethics, fairness, and the 
potential impact of AI on human val-
ues. This combined approach can lead 
to developing sustainable and energy-
efficient autonomous systems that 
align with societal well-being.

Prioritizing societal well-being and 
equal opportunities. We recommend 
that the legislative processes, espe-
cially in adapting existing laws and the 
new design of liabilities, take an in-
terdisciplinary approach and consult 
the scientific and technical expertise 
in trusted AI. This should ideally lead 
to equal opportunities and fairness in 
new business development consider-
ing new autonomous systems and pre-
venting monopolies.

Promoting education on science, 
technology, social impact, and ethics. 
To foster responsible and beneficial 
use of AI, we propose enhancing educa-
tional curricula in secondary schools, 
universities, and technical fields to in-
clude fundamental knowledge about 
AI ethics and its impact on society. 
Incorporating ethical and social scien-
tific aspects into computer science (CS) 
curricula, as exemplified by Stanford 
University’s approach, will encourage 
students to consider “embedded” ethi-
cal, legal, or social implications while 
solving problems. Similarly, in Europe, 
some institutions teach CS students to 
relate the ACM Code of Ethics for Pro-
fessional Conduct1 to their tasks, fos-
tering a sense of responsibility in their 
future AI-related endeavors.

The overall level of expertise in all 
levels of our society about how AI works 
and operates represents a critical suc-
cess factor that will ultimately lead to 

Many current 
systems are 
opaque in the 
sense that their 
internal principles 
of operation are 
unknown, leading 
to severe safety 
and regulation 
problems.
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rates with the EU Commission as a 
stakeholder and representative of the 
European CS community, providing 
technical input on relevant initiatives. 
While the Commission looks broadly 
at an assessment of AI from a general 
point of view to preserve the values of 
the European member states, a more 
comprehensive judgment will result if 
the predictive assessments of all the 
actors, that is, owners, designers, de-
velopers, and researchers, are taken 
into account.1,3,5,22 This process led to 
the proposal of an AI Act, first pub-
lished by the European Commission 
in April 2021, and the final version in 
force starting August 2024, which this 
article discusses later.

Essentials for Achieving 
Trustworthy AI Systems
Implementers of AI and autonomous 
systems must be aware of what we, as 
responsible citizens, can accept and 
what is ethical, and put laws and regu-
lations in place to safeguard against 
future tragedies. Trustworthy AI 
should, for example, according to the 
European Commission’s High-Level 
Expert Group on AI, respect all appli-
cable laws and regulations and a se-
ries of requirements for the particular 
sector. Specific assessment lists aim 
to help verify the application of each 
essential requirement. The following 
list of essentials is taken from the EU 
document “Building Trust in Human-
Centric Artificial Intelligence,” which 
results from the work of a European 
High-Level Expert Group on ethics.c 
Additional perspectives are covered in 
a report by the Alan Turing Institute.18

Developing trust in autonomous 
systems in the public sphere. Human 
agency and oversight. The essentials 
described above in the direction of an 
explainable and trustworthy AI may be 
suitable to convince professionals who 
knowingly interact with AI systems.6,7 
It would be similarly essential to en-
sure trust in these systems among the 
public. However, it is important to note 
that explainability in AI, particularly in 
deep neural networks (DNNs), remains 
a significant scientific challenge. Some 
scientists argue that the inherent com-
plexity and the high-dimensional na-
ture of these models make it difficult, 

c See https://bit.ly/3XTZ5nL

confidence and acceptance of benefi-
cial uses of these technologies in our 
daily lives. Policymakers, developers, 
and adopting users of AI systems need 
to be literate about these technologies 
and find answers at the intersection of 
technology, society, and policymak-
ing. Furthermore, we should weigh the 
risks of autonomous systems against 
the benefits to allay public fears.

The points mentioned here high-
light the need for an interdisciplinary 
and holistic approach to beneficial us-
age of AI. They set the foundation for a 
broader involvement of the public on 
one hand and the subsequent develop-
ment of the EU AI Act. To be informed 
about the endeavors of a supranational 
governmental organization such as 
the EU, striving to establish consen-
sus across 27 member states regarding 
the legal regulation of AI, is likely to 
capture the attention of a diverse in-
ternational readership. This audience 
includes academics in the field of AI 
ethics, explainable AI, and risk man-
agement as well as professionals who 
may be called upon to provide techni-
cal expertise to lawmakers in other 
parts of the world.

Background: EU Policies on 
AI and Ethics Guidelines
Considered one of the ‘lighthouse’ 
projects, public trust in autonomous 
systems is a crucial issue, well in line 
with recent awareness in the gover-
nance over AI12,16,21 expressed in the 
joint agreement of the EU Commis-
sion and EU Council’s proposal for 
a new European AI Act,a as well as 
the High-Level Expert Group called 
in by the EU Commission in 2019.8 
The High-level Expert Group’s Ethics 
Guidelines echo several critical issues 
on human-centered and transparent 
approaches pointed to several prin-
cipled documents.13

The EU Commission takes a three-
step approach: setting out the essen-
tial requirements for trustworthy AI, 
launching a large-scale pilot phase 
for feedback from stakeholders, and 
working on international consen-
sus-building for human-centric AI.b 
Among others, the ACM Europe Tech-
nology Policy Council (TPC)2 collabo-

a See https://bit.ly/4gP6j5d
b See https://bit.ly/4eL8kNK

if not impossible, to fully explain their 
outcomes. This skepticism raises criti-
cal questions about the feasibility of 
achieving truly transparent AI systems.

Therefore, ways to establish an in-
dividual trust in AI must be sought. 
However, more than detailed expla-
nations of individual outcomes will 
be required for the public. In Knowles 
and Richards,14 the authors call for 
building a public regulatory ecosys-
tem based on traceable documenta-
tion and auditable AI, with a slightly 
different emphasis than the one on 
individual transparency and informa-
tion for all.

Robustness and verification. Given 
the complexity, more work needs to be 
done by interdisciplinary teams bring-
ing together the social sciences and 
humanities expertise with computer 
scientists, software engineers, legal 
scholars, and political scientists in in-
vestigating what meaningful control 
and verification procedures for AI sys-
tems might look like in the future.

Safety, risk issues, and ethical deci-
sions. In the domain of autonomous 
vehicles, looking at the state of the 
art to avoid collisions, autonomous 
cars have been trained not only to re-
spect traffic rules rigorously but also to 
‘drive cautiously’, that is, negotiate and 
not enforce the right of way. Even in the 
case of unavoidable and dilemmatic 
situations, legislation is underway to 
respect the ethical dilemma, a.k.a. the 
Trolley Dilemma, investigated in Awad 
et al.4 and Goodall.11

In the context of public expecta-
tions, it is important to understand 
that there is no universally “right” 
answer when it comes to making de-
cisions in dilemma situations. Pri-
marily, an algorithm should not be 
constrained to making predefined 
decisions. Nevertheless, ongoing dis-
cussions about this topic persist in 
society. Furthermore, the lack of ac-
ceptance for autonomous driving can 
be attributed to the fact that humans 
are allowed to make mistakes, where-
as there seems to be zero tolerance for 
any mistakes made by AI.

Cybersecurity. In the cybersecurity 
domain, other than attacks through 
the Internet, there are also AI-specific 
attacks, such as adversarial learning, 
which researchers have successfully 
demonstrated from the Tencent Keen 
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individual application requests.
 ˲ Canada. Canada has established 

the Pan-Canadian Artificial Intelli-
gence Strategy, which aims to promote 
the responsible development and use 
of AI. The strategy includes funding for 
research, development, and innova-
tion in AI, as well as ethical guidelines 
for its use.

 ˲ United Kingdom. The U.K. has es-
tablished the AI Council, which aims to 
promote the responsible use of AI and 
advise the government on AI regula-
tion. The council has published guide-
lines on ethical use. The approach so 
far aims to ensure consumers “have 
confidence in the proper functioning 
of the system.”

 ˲ The G7. During its summit meet-
ing on May 20, 2023 in Hiroshima, the 
G7 issued a statement about what it 
called the ‘Hiroshima AI Process’.

“We recognize the need to imme-
diately take stock of the opportunities 
and challenges of generative AI, which 
is increasingly prominent across coun-
tries and sectors, and encourage in-
ternational organizations to consider 
analysis on the impact of policy devel-
opments and Global Partnership on AI 
(GPAI) to conduct practical projects. 
In this respect, we task relevant min-
isters to establish the Hiroshima AI 
process, through a G7 working group, 
in an inclusive manner and in coopera-
tion with the OECD and GPAI, for dis-
cussions on generative AI by the end of 
2024. These discussions could include 
topics such as governance, safeguard 
of intellectual property rights includ-
ing copy rights, promotion of transpar-
ency, response to foreign information 
manipulation, including disinforma-
tion, and responsible utilization of 
these technologies.”10 In October 2023, 
this was followed by the publication of 
AI guidelines for a ‘Hiroshima Process’ 
for advanced AI systems and a code of 
conduct for developer organizations.

In the EU, preparations for AI regu-
lation began in April 2021, when the 
EU Commission presented the Arti-
ficial Intelligence Act, which sets out 
horizontal rules for the development, 
commodification, and use of AI-driven 
products, services, and systems within 
the territory of the EU. It should be 
noted that the EU AI legislation does 
not regulate AI technology per se, but 
rather the effect of AI products on the 

which depends largely on how the fol-
lowing areas of concern are rated and 
prioritized by policymakers:

 ˲ Global governance and interna-
tional cooperation

 ˲ Maximizing beneficial AI research 
and development

 ˲ Impact on the workforce
 ˲ Accountability, transparency, and 

explainability
 ˲ Surveillance, privacy, and civil lib-

erties
 ˲ Fairness, ethics, and human rights
 ˲ Manipulation
 ˲ Implications for health
 ˲ National security
 ˲ Artificial general intelligence and 

superintelligence
Looking at the major players, we 

see:
 ˲ United States. The White House 

has published a ‘Blueprint for an AI 
Bill of Rights’, a set of five principles 
and associated practices to help guide 
the design, use, and deployment of au-
tomated systems to protect the rights 
of the American public in the age of 
AI. However, there is currently no fed-
eral AI regulation in the U.S., but some 
states have taken steps to regulate par-
ticular use cases and the use of AI in 
specific industries. For example, Cali-
fornia passed a law requiring compa-
nies to disclose the use of automated 
decision making in employment and 
housing. Overall, the strategy is busi-
ness oriented. After the appearance of 
ChatGPT, the U.S. Senate Committee 
on the Judiciary’s Subcommittee on 
Privacy, Technology and the Law held 
several hearings with leading AI aca-
demics to evaluate the risks of genera-
tive AI. In October 2023, the Executive 
Order on Safe, Secure, and Trustworthy 
Development and Use of Artificial In-
telligence, signed by President Biden, 
arose from a desire to address both the 
potential benefits and risks of AI.

 ˲ China. China has been actively 
investing in AI and has taken steps to 
regulate its use, including developing 
national AI standards and guidelines 
for ethical use. The country has also 
established a national AI development 
plan that sets out its goals and objec-
tives for the industry. China has signif-
icantly restricted the use of generative 
AI. ChatGPT is blocked within the Chi-
nese network, and access to domestic 
alternatives is granted solely through 

Security Lab.9 AI systems such as au-
tonomous vehicles must demonstrably 
be able to defend themselves and go 
into a safe mode in case of doubt.

Physical security. There might be 
physical attacks, such as throwing a 
paint bag against the cameras to blind 
an autonomous system or using a laser 
pointer against the LiDAR. In cases 
like these, error handling must be able 
to bring the system into a safe mode.

Data privacy. People have the 
right to determine if they want to be 
“filmed” and whether they want their 
location, date, and time to be recorded 
and shared. To build trust, autono-
mous systems manufacturers must ad-
here to the data-protection principles 
in the GDPR to ensure that no privacy 
rights are being violated.

Trust and human factors. Different 
levels of trust and comfort may arise 
through explanation, for example, if 
an autonomous car explains its ma-
neuvers to its passengers and road us-
ers outside the vehicle.

Trust and legal systems. The decisive 
question is who or what caused the er-
ror: The human at the wheel? A flawed 
system? A defective sensor? Complete 
digitization makes it possible to an-
swer these questions. To do this, how-
ever, extensive data must be stored. 
Open legal questions that need to be 
clarified in this context include who 
owns these data, who has access to the 
data, and whether this is compatible 
with privacy protection.

Public administration. The answers 
to the above must be found because 
they represent significant citizen con-
cerns. In our capacity as members of 
the ACM Europe TPC, we contribute to 
the work by the EU Commission and 
EU Parliament to establish harmo-
nized rules for the use of AI. Our com-
ments from the perspective of autono-
mous systems can be found in Saucedo 
et al.20

AI Legislation in the EU: The AI Act
AI policy work is underway globally 
in most industrial countries. Partner-
ing with PricewaterhouseCoopers, the 
Future of Life Institute offers a dash-
board on its website24 with a wealth of 
information and references to docu-
ments. According to their analysis, the 
approach to govern AI varies greatly 
between soft and hard law efforts, 
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ments since the initial proposal to the 
AI Act as of July 2023 may be found in 
Zenner.25

The risk pyramid of the AI Act. The 
main guiding point of the AI Act is the 
risk pyramid with a core focus on high-
risk applications. The risk levels, as de-
picted previously in Figure 1, are sum-
marized below.

Unacceptable risk. This category 
delineates which uses of AI systems 

Given the need for more awareness 
outside the EU, companies are well ad-
vised to start early to learn what is in 
the EU AI Act and what is needed to 
meet the compliance criteria.

The essence of the EU AI Act. The 
AI act contains the following sections, 
called titles.d,13 A collection of all pub-
licly available documents and amend-

d See https://bit.ly/4dEOJOh

lives of EU citizens. There is no inten-
tion to intervene in the development of 
AI products, but there is a claim to help 
shape their use in the EU. The regula-
tion provides core AI rules that apply to 
all industries.

The EU AI Act introduces a sophisti-
cated ‘product safety framework’ con-
structed around four risk categories 
as evidenced in the figure. It imposes 
requirements for market entrance and 
certification of high-risk AI systems 
through a mandatory CE-marking pro-
cedure. To ensure equitable outcomes, 
this pre-market conformity regime 
also applies to ML training, testing, 
and validation datasets. The Act seeks 
to codify the high standards of the EU 
trustworthy AI paradigm, which re-
quires AI to be legally, ethically, and 
technically robust while respecting 
democratic values and human rights, 
including privacy and the rule of law.

This is claimed to be the first law 
worldwide to regulate AI in all areas of 
life, except the military sector. The leg-
islative process reached a milestone in 
December 2023, when the EU Commis-
sion, the EU Council, and Parliament 
managed to reach an agreement in the 
so-called "trilogue." After subsequent 
approval from votes in Parliament and 
the Council, the regulation came into 
force in August 2024, shifting the at-
tention to member states to set up su-
pervisory bodies, the standardization 
bodies to develop harmonized stan-
dards for high-risk AI compliance, and 
for the new AI Office to develop guide-
lines.

Who is affected by the new regula-
tion? Companies that plan to provide 
or deploy AI systems in the EU (the 
“providers and deployers” accord-
ing to the wording of the Act) are the 
primary addresses bound by the pro-
visions of the AI Act. They apply re-
gardless of where the systems were 
developed or are operated from—or 
when the operation of the systems im-
pacts EU citizens. It will take courage 
and creativity to legislate this convo-
luted, interdisciplinary issue and will 
require non-EU, namely U.S. and Chi-
nese companies, to adhere to values-
based EU standards before their AI 
products and services gain access to 
the European market of 450 million 
consumers. Consequently, the pro-
posal has an extraterritorial effect.

Figure. The EU Risk Pyramid.

Prohibited
AI practices

Regulated
AI Systems

Transparency

No Obligation

Unacceptable
Risk

High Risk

Limited Risk

Minimal Risk

Table 1. Contents of the EU AI Act.

Chapter I: General Provisions Outlines the proposal’s scope and how it would affect the market 
once in place.

Chapter II: Prohibited AI 
Practices

Defines AI systems that violate fundamental rights and are 
categorized at an unacceptable level of risk.

Chapter III: High-Risk  
AI Systems

Covers the specific rules for classifying AI systems as high risk, the 
connected requirements and obligations for Providers and Depolyers 
and other parties. 

Chapter IV: Transparency 
Obligations for Providers and 
Deployers of Certain AI Systems 
and GPAI Models:

Lists transparency obligations for systems that interact with 
humans, detect emotions, or determine social categories based on 
biometric data, or generate or manipulate content (for example, 
‘deep fakes’).

Chapter V: General Purpose  
AI Models

Classification Rules, obligations for poviders of general-purpose AI 
Models, and GPAI Models with systemic risk.

Chapter VI: Measures in  
Support of Innovation

AI regulatory sandboxes, testing of high-risk AI systems in real 
world conditions.

Chapter VII: Governance Establishing the Act’s governance systems, including the AI 
Office and the AI Board, and monitoring functions of the European 
Commission and national authorities.

Chapter VIII: EU Database  
for High-Risk AI Systems 

EU database for high-risk AI systems listed in Annex III.

Chapter IX: Post-Market 
Monitoring, Information Sharing, 
Market Surveillance 

Sharing of information on serious incidents: Supervision, 
investigation, enforcement, and monitoring with respect to providers 
of general-purpose AI models.

Chapter X: Codes of Conduct  
and Guidelines

Guidelines from the Commission on the implementation of this 
regulation.

Chapter XI: Delegation of Power  
and Committee Procedure

Exercise of the delegation and committee procedure. 

Chapter XII: Confidentiality  
and Penalties

Administrative fines on union institutions, agencies and bodies. Fines 
for providers of general-purpose AI models.

Chapter XIII: Final Provisions Amendments to several articles in other legislation.
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mary about the content used for train-
ing the GPAI model.

 ˲ Free and open-license GPAI mod-
els whose parameters, including 
weights, model architecture, and mod-
el usage are publicly available, allowing 
for access, usage, modification, and 
distribution of the model, only have to 
comply with the latter two obligations 
above. This exception does not apply to 
GPAI models with systemic risks.

The GPAI models are presumed to 
carry “systemic risk” when the cumu-
lative amount of computation used for 
its training is greater than 1025 floating 
point operations per second (FLOPS), 
or through evaluation or the Commis-
sion’s decision have been found to 
have the high-impact capabilities that 
implicate this classification. If their 
model meets this criterion, providers 
must notify the Commission within 
two weeks. The provider may present 
arguments that, despite meeting the 
criteria, their model does not present 
systemic risks.

We consider it quite a leap to assume 
that more compute in training a model 
necessarily equals risks for negative 
impact on public health, safety, public 
security, and so on. The Commission is 
also quite autonomously mandated to 
change how “systemic risk” is allocat-
ed and can amend the criteria listed in 
Annex XIII, which may be both mean-
ingful in terms of how AI evolves, but 
also open for legal unpredictability.

In addition to the obligations for 
GPAI above, providers of GPAI models 
with systemic risk must:

 ˲ Perform model evaluations, in-
cluding conducting and documenting 
adversarial testing to identify and miti-
gate systemic risk.

 ˲ Assess and mitigate possible sys-
temic risks, including their sources.

 ˲ Track, document, and report seri-
ous incidents and possible corrective 
measures to the AI Office and relevant 
national competent authorities with-
out undue delay.

 ˲ Ensure an adequate level of cyber-
security protection.

In response to the complexities of 
AI regulation, the EU has established 
an AI Office to facilitate coordination 
on cross-border cases. However, the 
resolution of intra-authority disputes 
remains the responsibility of the Com-
mission.

biometric data of an individual be-
longs to a group with some predefined 
characteristic to take a specific ac-
tion; emotion recognition; and deep-
fake systems.

Minimal risk. The proposal’s lan-
guage describes minimally risky AI 
systems as all other systems not cov-
ered by its safeguards and regula-
tions. There are no requirements for 
systems in this category. Of course, 
businesses with multiple kinds of AI 
systems must ensure compliance with 
each appropriately.

Handling general-purpose AI with 
or without systemic risk. As a result 
of the increased general capabilities 
of several new AI models during the 
spring of 2023, and the broad adop-
tion of ChatGPT, there were intense 
public debates and a delay of the EU 
Parliament’s proposal for the AI Act. 
The proposal, from June 2023, came to 
include rules that the earlier propos-
als did not, on “foundation models” 
(see definition in Art. 3) and respon-
sibilities linked to providers of gen-
erative AI (see, for example Zenner25). 
These proved to be part of the most 
intensely negotiated aspects of the AI 
Act, which solidified into a set of ob-
ligations for all providers of general-
purpose AI (GPAI), that also included 
a second tier with additional obliga-
tions for GPAI models (see Chapter V) 
“having a significant impact on the 
Union market due to their reach, or 
due to actual or reasonably foresee-
able negative effects on public health, 
safety, public security, fundamental 
rights, or the society as a whole, that 
can be propagated at scale across the 
value chain” (Art. 3(65)).

In brief, all providers of GPAI mod-
els must:

 ˲ Draw up technical documentation, 
including training and testing process 
and evaluation results, to be available, 
upon request, for the AI Office and na-
tional supervisory authorities.

 ˲ Draw up information and docu-
mentation to supply to downstream 
providers that intend to integrate the 
GPAI model into their own AI system 
so that the latter understands capabili-
ties and limitations and is enabled to 
comply.

 ˲ Put in place a policy to comply with 
EU law on copyright.

 ˲ Publish a suffciently detailed sum-

carry an unacceptable level of risk to 
society and individuals and are thus 
prohibited under the law. These pro-
hibited use cases include AI systems 
that entail social scoring, subliminal 
techniques, biometric identification 
in public spaces, and exploiting peo-
ple’s vulnerabilities. In these uses, the 
AI Act describes when and how excep-
tions may be made, such as in emer-
gencies related to law enforcement 
and national security.

High risk. Requirements related to 
high-risk systems, such as compliance 
with risk-mitigation requirements 
like documentation, data safeguards, 
transparency, and human over-
sight, are at the crux of this proposed 
regulation. The list of high-risk AI sys-
tems that must deploy additional safe-
guards is lengthy and can be found in 
Art. 6, Annex III of the Act.

Explainability plays a crucial role 
in ensuring that AI systems are trans-
parent and trustworthy, particularly 
in domains where the risk of harm-
ful decisions is high—for example, 
in the medical domain, where a false 
negative may be as harmful as a false 
positive. The EU AI Act requires that 
AI systems provide information on 
their decision-making process so that 
individuals can understand the basis 
for the AI system’s outputs and that 
they are not used to manipulate be-
havior. Additionally, the requirement 
for human oversight and control over 
high-risk AI systems is based on the 
principle that there must be a human 
in the loop to make decisions that have 
significant consequences for individu-
als’ rights and safety.19 The EU AI Act 
aims to ensure that AI systems are de-
veloped and deployed responsibly and 
transparently, considering the poten-
tial impact on individuals’ rights and 
safety. Harmonized standards, under 
development, are likely to play an im-
portant role for the compliance of 
high-risk AI systems.

Limited risk. Limited-risk AI sys-
tems have much fewer obligations to 
providers, and users must follow com-
pared to their high-risk counterparts. 
AI systems of limited risk must fol-
low certain transparency obligations 
outlined in Title IV of the proposal. 
Examples of systems that fall into this 
category include biometric categori-
zation, or establishing whether the 
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ency,5 the nature and quality of the 
training data, and its documentation 
because of a later evaluation by exter-
nal reviewers. This also includes the 
establishment of a risk-management 
system (see Table 2).

 ˲ Continuous investment in re-
search and development, especially in 
rapidly evolving methods of AI explain-
ability, see Balasubramanian6 and Bar-
redo Arrieta et al.7 Once an AI system is 
explainable, it may positively contrib-
ute to trustworthiness and form a step 
toward acceptance and approval.

 ˲ Collaborate with other companies, 
potentially supervisory authorities, 
and organizations in the industry to 
share information and best practices 
for compliance. This can help reduce 
costs and ensure that all parties are on 
the same page when it comes to com-
pliance.
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Assessment and How to 
Cope with the EU AI Act
For anyone wishing to put an AI sys-
tem into operation in the EU, the AI 
act serves as a reminder for develop-
ers to always prioritize the well-being 
of individuals and society as a whole. 
They must first assess the risk and, 
depending on the risk class, comply 
with requirements relating to trans-
parency and security. It is expected 
that it will be particularly challenging 
for high-risk applications to obtain 
approval for the EU market. There will 
be a grace period until the the various 
obligations or bans become applica-
ble. Nevertheless, developers should 
analyze the respective compliance re-
quirements at an early stage to adapt 
the development process accordingly. 
The strategy includes the following 
key elements:

 ˲ Informing and training employ-
ees about the regulations and their 
obligations under the law. These can-
not be understood without addressing 
the EU’s rationale for this law and the 
expectations of EU citizens regarding 
trustworthy AI. Researchers and de-
velopers must understand that auto-
mated and algorithmic decision mak-
ing should be based on the principles 
and values enshrined in the Charter of 
Fundamental Rights (such as human 
dignity, equality, justice and equity, 
non-discrimination, informed con-
sent, private and family life, and data 
protections), and the principles and 
values of Union law (such as non-stig-
matization, and individual and social 
responsibility). Support from an in-
terdisciplinary working group should 
therefore be planned for.

 ˲ During the design of the systems, 
attention should be paid to transpar-

Table 2. Management system.       

I. Define use case Risk Self-Assessment

II. Evaluation of risk level and 
compliance requirements

Limited Risk
 ˲ Accessible disclosure of concrete user information

High Risk (Annex III and Annex VIII)
 ˲ Risk management
 ˲ Data and data governance
 ˲ Human oversight
 ˲ Technical documentation
 ˲ Transparency and provision of information to users
 ˲ Accuracy, robustness, and cybersecurity

III. Compliance Assessment
Internal Control (see AI Act Annex VI)
External Control / Quality Management (see AI Act Annex VII)

Watch the authors discuss  
this work in the exclusive 
Communications video.  
https://cacm.acm.org/videos/ 
the-eu-ai-act
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amounts of application-specified 
training data, especially for large mod-
els such as ChatGPT. However, this 
data is often generated and scattered 
among enormous network edges or us-
ers’ end devices, and can be quite sen-
sitive and impractical to be moved to a 
central location as the result of regula-
tory laws (for example, GDPR) or priva-
cy concerns.8 This fact has brought an 
inconvenient dilemma between large-
scale ML and increasingly severe data 
isolation. The conflict between data 
hungriness and privacy awareness is 
becoming increasingly prominent in 
the artificial intelligence (AI) era.

Google proposed federated learn-
ing (FL) as a potential solution to the 
above issue.26 Through coordination 
between the central server and cli-
ents (devices participating in FL), FL 
collaboratively trains ML models over 
extensive data across geographies, 
which bridges the gap between the 
ideal of big data utilization and the 
reality of data fragmentation every-
where. By sharing locally trained mod-
els, FL not only minimizes the risks of 
raw data exposure but also eliminates 
client-server communications. Once 
proposed, it has been seen as a rising 
star in AI technology. Its recent usage 

W I T H T H E DE V EL OPM EN T of advanced algorithms, 
computing capabilities, and available datasets, 
machine learning (ML) has been widely adopted to 
solve real-world problems in various application 
domains. The success of ML often relies on large 

Belt and 
Braces: When 
Federated 
Learning 
Meets 
Differential 
Privacy

DOI:10.1145/3650028

Building federated learning with differential 
privacy to train and refine machine-learning 
models with more comprehensive datasets 
can help exploit ML’s full potential.
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 key insights
 ˽ Federated learning (FL) can help learn 

collaboratively from massive scattered 
datasets without direct raw data 
exposure, but it still lacks a rigorous 
privacy guarantee against indirect 
information inferences.

 ˽ Differential privacy (DP) can 
mathematically formulate and limit 
the indirect privacy leakage in various 
learning tasks, but it may suffer from 
the low signal-to-noise ratio issue when 
having a small number of learning 
samples.

 ˽ There is an ongoing and growing body of 
research on the mutual complementarity 
and benefits of FL and DP; this article 
summarizes that research and explores 
optimization principles.

 ˽ We outline a set of new research 
challenges and related investigation 
dimensions for achieving usable FL with 
DP in emerging applications.

https://dx.doi.org/10.1145/3650028
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in fine-tuning large language models 
(LLMs) confirmed that again.

The advancement of FL in privacy 
protection stems from the delicacy in 
restricting raw data sharing. This is 
however far from sufficient, as gradi-
ents of deep models can even expose 
the privacy of training data39 but FL 
gives no formal privacy guarantees. 
Fortunately, differential privacy (DP), 
proposed by Dwork,10 allows a control-
lable privacy guarantee, via formal-
izing the information derived from 
private data. By adding proper noise, 
DP guarantees a query result does not 
disclose much information about the 
data. Because of its rigorous formu-
lation, DP has been the de facto stan-
dard of privacy and applied in both 
ML and FL.

As privacy in design, the emer-
gence of DP and FL greatly encourages 
data sharing and utilization in reality. 
On one hand, by restricting raw data 
exposure, FL enables ML model train-
ing over massively fragmented data. 
It also significantly enriches ML ap-
plications for extensive distributed 
scenarios. On the other hand, by rig-
orously limiting indirect information 
leakage, DP can strengthen the pri-
vacy in trained models with provable 
guarantees. The complementarity of 
FL and DP in privacy suggests a prom-
ising future of their combination, 
which can significantly extend the 
applicable areas for both techniques 
and bring privacy-preserving large-
scale ML to reality. Specifically, FL has 
advantages in fusing geographically 
isolated datasets, while DP can offer 
provable guarantees and thus encour-
age sensitive data sharing. Aimed at 
exploiting the potential of ML to its 
fullest, it is highly desirable and es-
sential to build FL with DP to train 
and refine ML models with more com-
prehensive datasets.

The benefit of privacy protection 
in both FL and DP comes at a cost in 
terms of data utility, albeit other is-
sues. FL clients often have limited 
capabilities and distribution-skewed 
datasets, causing insufficient and/or 
unbalanced training of global models 
with low utility. DP algorithms hide 
the presence of any individual sample 
or client by adding noise to model pa-
rameters, also leading to possible utili-
ty loss. Therefore, utility optimization, 

that is, improving the model utility as 
much as possible for a given privacy 
guarantee, is an essential problem in 
combining FL and DP. Given the great 
potential, studies on this problem 
have rapidly expanded in recent years. 
However, they are often conducted 
based on various FL and DP paradigms 
concerning different security assump-
tions (for example, whether the server 
is trustworthy) and levels of privacy 
granularity (for instance, sample or 
client). Without a systematic review 
and clear categorization of existing 
paradigms, it is hard to precisely eval-
uate and compare their utility perfor-
mance. On the other hand, despite the 
paradigm differences, the utility opti-
mization principles are quite similar. 
However, current studies often focus 
on specific algorithm designs for dif-
ferent paradigms of FL with DP and 
there lacks some common pathways 
to follow. Meanwhile, only few surveys 
on the intersection of DP and FL either 
have a different focus other than the 
utility issue or lack high-level insights 
into future challenges.

This article aims to provide a sys-
tematic overview of DP-enabled FL 
while focusing on high-level perspec-
tives on its utility optimization tech-
niques. We begin by presenting an 
introduction to FL and DP respective-
ly, highlighting the benefits of their 
combination. We then summarize re-
search advances by categorizing the 
paradigms and software frameworks 
of FL with DP. Aiming at usable ana-
lytic results, we present the high-level 
principles and primary technical chal-
lenges in their utility optimization in 
several emerging scenarios. Finally, 
we discuss some related topics to FL 
with DP, which would also impact the 
achieved data utility. Our review can 
benefit the general audience with a 
systematic understanding of the de-
velopment and achievements on this 
topic. The perspectives on utility opti-
mization for DP-enabled FL can offer 
some insights into research opportu-
nities and challenges for usable AI ser-
vices with privacy protection in both 
academia and industry.

Federated Learning
Overview of federated learning. An 
FL system is essentially a distributed 
ML (or DML) system coordinated by a 

The conflict 
between data 
hungriness and 
privacy awareness 
is becoming 
increasingly 
prominent in 
the AI era.
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in data centers for ML speedup, FL has 
many distinct characteristics (as shown 
in Figure 1):

 ˲ Privacy requirement: Unlike tradi-
tional DML in the datacenters (where 
data can be arbitrarily scheduled among 
computing nodes), ensuring privacy 
protection lies at the center of FL, which 
strictly prohibits raw data sharing.

 ˲ Data partitioning: Data in FL is gen-
erated naturally or obtained from indi-
vidual users, thus often being non-IID 
and imbalanced. Instead, data in tradi-
tional DML is usually manually sched-
uled to be almost shuffled or balanced.

 ˲ On-device learning: In datacenters, 
DML computing nodes are homoge-
neous, deployed centrally, and power-
ful. In contrast, FL is implemented with 
tens to millions of distributed clients 
with heterogeneous and limited com-
puting capacities.

 ˲ Communication: Traditional DML 
in datacenters can enjoy gigabytes of 
bandwidth and communicate in a peer-
to-peer manner. However, FL clients are 
usually connected to the server by the 
WAN and bandwidth constrained.

 ˲ Model aggregation fuses training 
results (for example, local models) from 
distributed nodes. Compared to ho-
mogeneous sub-models in traditional 
DML, one challenge in FL is the promi-
nent heterogeneity among local mod-
els due to either 'non-IIDness' or varied 
training progress.

 ˲ System actors: Unlike the closed 

central server,a which helps multiple 
remote clients with separate datasets 
to collaboratively train an ML model, 
under a privacy constraint that any 
client does not expose its raw data. 
There are two popular FL frame-
works.26 Federated stochastic gradi-
ent descent (FedSGD) is the federated 
version of the stochastic gradient 
descent (SGD) algorithm. In SGD for 
centralized ML, gradients are com-
puted on a random subset of the total 
dataset and then used to make one 
step of the gradient descent. FedSGD 
uses a random fraction of clients and 
all their local data. The gradients are 
averaged by the server proportionally 
to the number of training samples 
on each client and are used to make 
a gradient-descent step. To overcome 
the communication bottleneck, fed-
erated averaging (FedAvg) allows 
clients to perform more than one 
batch update on the local dataset and 
exchange the updated parameters 
rather than the gradients.20 FedAvg 
is a generalization of FedSGD since 
averaging the gradients would be 
equivalent to averaging the parame-
ters themselves if all the clients begin 
with the same initialization. So, gen-
erally FL works as follows: 

1. Each participating client per-
forms a local training procedure on its 
own dataset and sends the gradients or 
model updates to the server.

2. The server securely aggregates the 
received gradients or model updates 
and updates the global model accord-
ingly.

3. The server sends back the new 
global model to the corresponding cli-
ents.

4. Clients update their local models 
and prepare for the next iteration.

These procedures are repeated until 
the global model converges or a suffi-
cient number of iterations is applied. FL 
is classified into cross-device FL, which 
leverages up to millions of devices in 
the wide-area network (WAN), and 
cross-silo FL, which ties up a handful of 
edge nodes with reliable backbones.

Comparison with traditional DML. 
Despite being a typical DML paradigm, 
when compared with traditional DML 

a Decentralized FL is a special form where cli-
ents collaborate via peer-to-peer communica-
tion without a server.

and fixed system of traditional DML, FL 
is often conceived as an open and scal-
able system consisting of massive cli-
ents owned by different individuals/or-
ganizations seeking different benefits.

Privacy threats in federated learning. 
Due to the above characteristics (for 
example, geographically distributed 
nature, open architecture, and compli-
cated interactions), various attacks can 
be mounted against FL in both model 
training and serving (that is, inference). 
Instead of those for degrading system 
availability or compromising data in-
tegrity (for example, poisoning attacks), 
we focus on privacy threats for snoop-
ing private information in FL.

Privacy adversaries. Privacy may be 
disclosed to or inferred by anyone who 
has access to the information flow in 
FL. Compared with ML over central-
ized data or traditional DML centrally 
deployed in datacenters, mutually dis-
trusted entities in FL may all be viewed 
as privacy adversaries inferring others’ 
private information. Possible adversar-
ies can be classified as insiders and out-
siders. The former includes the server 
and participating clients, and the lat-
ter contains eavesdroppers over com-
munication channels and third-party 
analysts (users) that consume the final 
model. Compared with outsiders that 
are more likely to have black-box access 
(that is, can only query via APIs) to the 
final model, insiders are generally more 
capable as they can often have white-

Figure 1. Building blocks of FL systems.
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trains a binary property classifier to pre-
dict whether the observed updates were 
based on the data with the property, 
while an active adversary can exploit 
multi-task learning to simultaneously 
conduct main FL training and infer the 
targeted property state with enhanced 
capability. Inferring accurate training 
data is also demonstrated as possible 
under the deep leakage from gradients, 
which optimizes the dummy inputs 
and labels via minimizing the differ-
ence between the dummy and targeted 
gradients for differentiable models.39

Related privacy-preserving tech-
niques. Cryptographic primitives and 
protocols can restrict unauthorized 
access to confidential information, 
thus reducing the chances of privacy 
leakage.19 For instance, homomorphic 
encryption (HE) supports dedicated 
operations on multiple encrypted data 
to produce ciphertexts that can be 
decrypted to generate desirable func-
tional outcomes of original plaintexts. 
Functional encryption (FE) authorizes 
the holder of a key associated with a 
specified function to directly learn the 
function output over encrypted data 
and nothing else. Using secure multi-
party computation (SMC), a set of par-
ties jointly compute from their inputs 
without relying on a trusted third party 
or learning each other’s input. Cryp-
tography implemented in software still 
requires an error-free environment for 
execution and uncompromising stor-
age of secret keys. This naturally calls 
for hardware-assisted security. Trusted 
execution environments (TEEs) can cre-
ate an isolated operating environment 
that ensures the confidentiality of the 
data and codes within, while enabling 
remote authentication and attestation. 
In FL training, the above technologies 
can be adopted either alone or in com-
bination to guarantee the desired confi-
dentiality of the processed models.

However, note that privacy is es-
sentially orthogonal to confidentiality. 
Whatever secure protocols and trusted 
systems are used, a final model will 
eventually be trained for consump-
tion. Even if providing inference APIs 
only, model predictions may still re-
veal sensitive information as ML mod-
els inevitably carry some knowledge of 
training samples.11 In general, models 
with poor generalization tend to leak 
more. Overfitting is one of the sufficient 

tive attackers disguised as clients can 
selectively alter their gradient updates 
to significantly enhance the attack ac-
curacy over the victim clients.

Class representative inference tries 
to generate class representatives from 
the underlying distribution of the train-
ing data that the targeted model could 
have been trained on. In traditional ML, 
third-party users can achieve this goal 
by iteratively modifying the features 
of a random sample until a maximal 
confidence is reached, or by training 
an inverse model, with black-box access 
to the targeted model. In FL, while an 
honest-but-curious server may partially 
recover some samples of honest clients 
by simply observing their uploaded 
gradients, active malicious clients or 
a passive malicious server can exploit 
generative adversarial networks (GANs) 
to construct class representatives from 
not only the global data distribution but 
also specific clients.

Other privacy attacks include infer-
ences for properties and even the ac-
curate training data (both inputs and 
labels). Different from the above infer-
ences in terms of properties characteriz-
ing an entire class, property inferences 
aim to infer those properties indepen-
dent of the characteristic features. With 
some auxiliary data, a passive adversary 

box access (that is, full access with prior 
knowledge) and substantially impact 
FL model training. Insiders can be fur-
ther considered to be semi-honest and 
malicious. The former is also known as 
honest-but-curious, that is, following 
the protocol correctly but trying to learn 
other entities’ private state. The latter 
may actively deviate from the protocol 
(for example, modifying data or collud-
ing with others) to achieve the goal.

Privacy attacks. Considering the 
above adversaries, the following privacy 
attacks may exist in FL (shown in Figure 
2):

Membership inference targeting a 
model aims to predict whether a given 
data sample was in its training set.32 It 
works by training multiple customized 
inference models to recognize notice-
able patterns in the models’ outputs 
for the given sample. In traditional 
centrally deployed ML, membership 
inference is normally mounted by 
third-party users. In FL, it can be car-
ried out not only by third-party users, 
but also communication eavesdrop-
pers and even participating clients and 
the server. This is because the local, 
aggregated, accumulated, and final 
forms of gradients or model param-
eters all may expose private informa-
tion about training data. Moreover, ac-

Figure 2. Privacy threats in FL training.
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infeasible to explicitly express the loss 
functions for most ML models, espe-
cially deep learning. Gradient perturba-
tion that sanitizes parameter gradients 
during training1 can ensure DP even for 
nonconvex objectives, making it quite 
useful for deep models. Differentially 
private SGD (DP-SGD), which has been 
the common practice for privacy-pre-
serving ML,1 samples a mini-batch of 
samples, clips the   l  2    norm of the gradi-
ents computed on each sample, aggre-
gates the clipped gradients, and adds 
Gaussian noise in each iteration. By 
incorporating gradient clipping, it can 
avoid the issue of unknown gradient 
sensitivity. Besides, it is often used with 
a moments accountant for tracking a 
tighter privacy loss bound.

Federated Learning with 
Differential Privacy
The wide application of DP in privacy-
preserving ML shows the great poten-
tial of privacy-preserving FL with DP.

Benefits of FL with DP. DP with rig-
orous guarantee has been an essential 
technology for privacy-preserving data 
analysis and ML. Although it has been 
successfully integrated into distrib-
uted systems for data querying and 
analyses,30 there is still a lack of a DP-
enhanced framework for large-scale 
distributed ML over massively scattered 
datasets. FL supports flexible ML tasks 
with extensive models and scalable ML 

and gain the same utility as in the cen-
tralized model.

The prevalence of DP also comes 
from many delicate characteristics. 
The post-processing property keeps 
the privacy guarantee of algorithms 
after arbitrary workflows. Composi-
tion theorems help to understand the 
composed privacy guarantee of a series 
of sub-algorithms and enable building 
complicated algorithms from simple 
operations.

Differential privacy for ML. DP has 
been applied in ML to prevent adversar-
ies with access to the model from infer-
ring the training data. While intrinsic 
privacy can be achieved freely for some 
ML models with inner randomness,16 
noise addition to different components 
of ML algorithms provides viable path-
ways for privacy-preserving ML with DP, 
as shown in Figure 3.

Output perturbation adds calibrated 
noise to the parameters of final models 
which, however, may have large (even 
unbounded) sensitivities and lead to se-
vere model utility loss. Input perturba-
tion randomizes training data and then 
constructs an approximate learning 
model on it,9 which usually has limited 
model utility due to much stronger pro-
tection. Objective perturbation perturbs 
the objective functions of the optimi-
zation problem in ML. Although func-
tional mechanisms38 allow its usage for 
complicated model functions, it is often 

conditions of performing membership 
inference attacks.28 Therefore, another 
line of defensive approaches is prop-
erly suppressing fine-grained model 
utility. For instance, regularization can 
undermine inference attacks by reduc-
ing overfitting. For deep learning, two 
useful strategies are model compres-
sion (or sparsification), which sets gra-
dients below a threshold to zero, and 
weight quantization, which limits the 
parameter precision. However, these 
approaches provide intuitive protection 
only without rigorous guarantee.31

Differential Privacy
With the provable guarantee of limiting 
privacy leakage even in securely aggre-
gated results, differential privacy prom-
ises to complement the above technolo-
gies and strengthen FL.

Overview of differential privacy. 
Through establishing a formal mea-
sure of privacy loss, DP allows for rig-
orously controlling the (worst-case) 
information leakage. Informally, it 
guarantees an algorithm’s output does 
not change much for two datasets dif-
fering by a single entry.10 To achieve DP, 
the basic idea is to properly randomize 
the relationship between data input 
and algorithmic output, for example, 
by adding noise.

DP has various models, as noise can 
be added to the different components 
or phases of algorithms.11 Conventional 
DP assumes a trustworthy aggregator 
and adds minor noise to algorithm out-
put, which is known as centralized DP 
(CDP). Assuming an honest-but-curious 
aggregator, local DP (LDP) randomizes 
data at the users’ end before collection 
and reconstructs utility from perturbed 
data of multiple uses. From CDP to 
LDP, the trust model is weakened un-
der the same DP parameter, while data 
uncertainty and accuracy loss become 
larger. To bridge the trust-accuracy gap, 
distributed DP (DDP) exploits cryptog-
raphy to obtain high accuracy without 
a trusted aggregator.35 There are cur-
rently two DDP paradigms, based on se-
cure shuffling and secure aggregation, 
respectively. Secure shuffling uses an 
anonymous communication channel 
to alleviate identification risks of mes-
sages thereby relaxing the trust model. 
Secure aggregation replaces the trusted 
aggregator with secure computation 
protocols and thus can reduce noise 

Figure 3. Approaches to achieve DP for ML.
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example, LDP-FedSGD) face the critical 
problem of the dimension dependency 
of communication and privacy. Besides 
communication overheads, given pri-
vacy parameters, the noise needed is 
substantially proportional to the di-
mension of the model parameter vec-
tor. By selecting a fraction of important 
dimensions, both noise variance and 
communication overhead can have a 
significant reduction. Therefore, di-
mension reduction is commonly used 
for large models. For instance, updated 
gradients can be sampled in a subset to 
reduce communication and truncated 
in value to compress noise variance.31

Blind flooding with noise: FL can 
be also implemented in a fully de-
centralized form without any central 
entity, thus avoiding a single-point 
failure and improving efficiency for 
heterogeneous systems. Its main fea-
ture is using peer-to-peer (P2P) com-
munications other than a client-server 
architecture. A reasonable way to en-
sure model convergence with full in-
formation is to broadcast parameters 
to close neighbors, which, informally, 
face even higher privacy risk than an 
untrusted server. Moreover, in some 
opportunistic networks (for example, 
mobile crowd sensing or autonomous 
vehicle networks), the communication 
topology may be even time-varying and 
clients may meet unfamiliar neigh-
bors frequently. In such a case, LDP is 
necessary and effective to preserve the 
privacy of exchanged messages among 
individual clients. This leads to the 
problem of decentralized optimization 
with LDP, which aims to ensure model 
convergence over a sparse P2P network 
with noisy local models. However, lack-
ing a coordinating server, autonomous 
clients often have to adopt an asynchro-
nous update pattern, which brings new 
challenges to the decentralized opti-
mization in practice. Nonetheless, it 
has demonstrated that a differentially 
private asynchronous decentralized 
parallel SGD can converge at the same 
optimal rate as SGD and have a compa-
rable model utility as the synchronous 
mode, while achieving relatively higher 
efficiency.37

FL with distributed DP. As discussed 
before, DDP can bridge the utility-trust 
gap between LDP and CDP while elimi-
nating the assumption of a trusted serv-
er via two cryptographic techniques.

DP in FL, which ensures all the training 
data of a single client is protected. This 
also fits in the FL setting, where each cli-
ent computes a single model from all its 
local data. Assuming a trusted central 
server, a straightforward idea is to apply 
DP to the aggregation of model updates 
for participating clients and hide any 
client’s influence on the model update 
at the server. DP-SGD can be adapted to 
both FedAvg and FedSGD, which forms 
two DP variants: DP-FedAvg and DP-
FedSGD.27 At a high level, they work as 
follows:

 ˲ Sampling a group of clients to train 
local models with total data

 ˲ Clipping the model updates of cli-
ents to bound the norm of the total up-
dates

 ˲ Averaging the clipped updates
 ˲ Adding calibrated Gaussian noise 

to the average update
Privacy amplification via subsam-

pling and moment accountant still 
applies to compose the privacy loss.14 
However, when providing a formal DP 
guarantee, particular attention should 
be paid to a client dropout issue, which 
may violate the uniform sampling as-
sumption. Fortunately, recent studies 
show the possibilities of addressing 
in theory or bypassing with the new 
framework. Despite the existence of 
noise in both the intermediate model 
updates and the final model, their pri-
vacy guarantees are much different as 
being quantified from different views.

FL with local DP. LDP implemented 
on local models can defend against 
untrusted servers or malicious clients. 
Related studies can be categorized into 
two lines based on the FL architecture.

Noise before aggregation: Consid-
ering an untrusted central server in 
practice, LDP can be applied to perturb 
gradients or model updates for indi-
vidual clients in each iterate. A simple 
approach is to add Gaussian noise to 
individuals’ updates before uploading, 
which is also known as noising before 
model aggregation FL.36 For example, 
DP-FedSGD or DP-FedAvg can be fur-
ther adapted into the LDP setting by 
offloading Gaussian noise addition to 
the clients’ side. Since the summation 
of multiple Gaussian noises still fol-
lows a Gaussian distribution, both the 
privacy loss at individual clients and 
the central server can be tracked simul-
taneously. FL algorithms with LDP (for 

training for massively scattered datas-
ets. Despite ensuring no direct data ex-
posure by solely sharing intermediate 
parameters, it still lacks a formal pri-
vacy guarantee and may expose indirect 
privacy. Therefore, when combined, 
FL with DP can realize large-scale and 
flexible distributed learning while pre-
venting both direct and indirect privacy 
leakage.

The combination of FL and DP, as 
complements of each other in encour-
aging massively confidential and sensi-
tive data utilization, can achieve para-
mount benefits for privacy protection in 
reliability.

FL empowers and prospers DP-based 
ML over large-scale siloed datasets.  DP-
based ML (especially deep learning) in 
the centralized setting has made rapid 
progress. However, data centralization 
and privacy regulations strongly hinder 
its further development. As a result, DP-
based ML wishes to meet large-scale 
data or data-extensive applications. 
Fortunately, FL naturally enables DP-
based ML over massively scattered data, 
thus greatly prospering its success.

DP completes and strengthens the re-
liability of FL via offering rigorous guar-
antees. The mission of FL is to train 
and refine ML models with more com-
prehensive end-user data, which is sub-
ject to the willingness of data owners. 
Hence, a provable privacy guarantee is 
key to the popularization of FL systems. 
Beyond isolated datasets, privacy-pre-
served FL systems may encourage users 
to contribute more sensitive datasets.

Research advances on FL with DP. 
Due to the above benefits, marrying FL 
with DP has attracted extensive inter-
est from both academia and industry. 
We systematically review the advances 
according to different paradigms and 
privacy notions.

FL with centralized DP. It is natural 
to extend differentially private ML al-
gorithms (for example, DP-SGD) in the 
centralized setting, to the context of FL, 
to prevent information leakage from 
the training iterations and final mod-
el—against malicious clients or third-
party users.

DP has different granularity, relying 
on the precise definition of neighboring 
datasets. Different from DP-SGD, which 
provides sample-level DP for hiding 
the existence of any single sample, it is 
more meaningful to provide client-level 
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composition and amplification. Sim-
ply using discrete Gaussian noise can 
yield RDP with sharp composition and 
subsampling-based amplification,17 
but relies on an uncommon sampling 
mechanism when being implement-
ed in software packages. Besides, the 
summation of discrete Gaussian is not 
closed and may cause privacy degrada-
tion. Recently, the Skellam mechanism 
can generate noise distributed accord-
ing to the differences of two indepen-
dent Poisson random variables.2 Skel-
lam noise is closed under summation 
and can leverage the common Poisson 
sampling tools to get privacy amplifica-
tion and sharper RDP bound in theory. 
However, it remains an important prob-
lem to develop a practical protocol for 
production-level FL systems.

Platforms and tools for FL with DP. To-
ward usable FL with DP, many software 
frameworks and platforms have been 
developed to support research-orient-
ed simulations or production-oriented 
applications. For private deep learn-
ing, PySyftb is a Python library that sup-
ports FL and DP, and decouples model 
training from private data. Its current 
version mainly focuses on SMC and 
HE rather than DP implementation. 
Dedicating to a fair evaluation of FL 
algorithms for the research communi-
ty, FedMLc develops an open research 
library and standardized benchmark 
with diverse FL paradigms and config-
urations. The current version only inte-
grates weak DP but provides low-level 
APIs for security primitives. Similarly, 
by providing a high-level interface, 
PaddleFLd supports FL model develop-
ment with DP and offers a baseline DP-
SGD implementation. Furthermore, 
despite the consideration of practical 
FL settings and recognition of privacy 
issues, other FL frameworks (such as 
FATEe and LEAFf) still lack deep and 
flexible support for DP implementa-
tion. Recently, Sherpa.ai FL developed 
a unified framework for FL with DP, 
featuring comprehensive support for 
DP mechanisms and optimization 
techniques.29 Nevertheless, it mainly 
offers algorithm-level optimization 

b https://bit.ly/4eDESJT
c https://bit.ly/3BFcpVP
d https://bit.ly/4h1IabC
e https://bit.ly/3Y2JQJd
f https://bit.ly/4dIyrnF

Privacy amplification by shuffling: A 
line of DDP studies for FL concentrates 
on the aforementioned secure shuffling 
technique, which amplifies the privacy-
utility trade-off via additional anony-
mization for DP. Before forwarding to 
the untrusted server, locally perturbed 
models with minor noise are first per-
muted randomly to eliminate their cli-
ent identities by one or more trusted 
(that is, secure) shufflers, which can be 
implemented as a trusted proxy or by 
delicate cryptographic primitives. By 
devising the classic encoder-shuffler-
aggregator (ESA) framework for adapt-
ing FL, LDP-SGD adapted with secure 
shuffling can achieve both strong iter-
ation-level LDP and good overall CDP 
for the final model, without noticeable 
accuracy loss.12 For high-dimensional 
parameters in deep models, shuffling 
client identities only may still suffer 
from linkage attacks from side chan-
nels. A solution is to split the parameter 
vector and then shuffle the dividends to 
enhance anonymity.34 To further trade 
off between privacy and utility, subsam-
pling is also an important direction, 
which should consider the dimension 
importance.24 Reckoning the benefits of 
Renyi DP (RDP) and its stronger compo-
sition of privacy loss, beyond exploring 
the RDP of subsampled mechanism, a 
natural extension is to further analyze 
and exploit RDP and RDP composition 
in the shuffled model.15

Secure aggregation of small nois-
es: Secure aggregation protocols in 
Bonawitz et al.5 overcome the practi-
cal issue of random client dropouts in 
cross-device FL, paving the way for FL 
with DDP via secure aggregation. How-
ever, such protocols often involve mod-
ular arithmetic, requiring the quanti-
zation of communicating contents (or 
discrete-valued inputs) for acceptable 
complexity. Then, the noise for privacy 
protection of local models should be 
also generated in discrete value. One 
solution is to generate and add minor 
discrete noise to the discretized pa-
rameters of individual clients before 
secure aggregation while outputting 
the aggregate parameters with moder-
ate noise equivalent to the CDP model. 
Binomial or Poisson distribution can 
approach a similar trade-off between 
the utility and privacy of the Gaussian 
mechanism,3 which however does not 
achieve RDP or enjoy the state-of-the-art 

When combined, FL 
with DP can realize 
large-scale and 
flexible distributed 
learning while 
preventing both 
direct and indirect 
privacy leakage.
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noise and produce models with higher 
utility.23

Noise-distribution optimization: 
It aims to reduce noise variance by 
reshaping noise distribution, thus de-
creasing unnecessary noise addition 
in DP. It has been invested with much 
effort. For instance, in traditional DP 
research, some discrete noise distri-
bution and staircase noise distribu-
tion via segmentation techniques have 
been used in DP algorithms to lessen 
the necessary noise scale while meet-
ing the DP requirement. In fact, both 
Laplace and Gaussian noise for DP 
are only some instances in a family of 
the whole distribution space satisfy-
ing DP definitions (as shown in Figure 
4). Besides, to incorporate encryption 
primitives with less overheads, the dis-
cretization and quantization of data 
content should also apply to the noise 
generation for LDP and DDP.

Privacy-loss composition: The com-
position property of DP allows building 
complex FL models with DP primitives 
while composing privacy loss. Tradi-
tionally, both sequential and advanced 
compositions offer fairly loose bounds. 
The moment account analyzes a de-
tailed distribution of the composed pri-
vacy-loss variable and derives a much 
tighter bound with higher-order mo-
ments. It shows acceptable utility with 
quite a small privacy loss for DP-SGD 
via using amplification techniques.1,14 
Privacy loss composition contributes to 
the optimization of privacy/utility trade-
off by tightly tracking privacy loss in the 
composition of multiple independent 
noise across DP mechanisms.40 A rel-
evant but opposite angle is to fix the pri-
vacy budget and add correlated noises 
via wise budget division. For instance, 
classic tree-aggregation techniques add 
correlated noises rather than indepen-
dent ones for repeated computations, 
which can get high utility while guaran-
teeing a given DP. Inspired by the idea, 
an amplification-free algorithm adds 
correlated noise to the accumulation of 
mini-batch gradients, which achieves a 
nice trade-off for DP-SGD without any 
amplification technique (and no uni-
form sampling and shuffling require-
ment).18

Intrinsic DP computation: Many 
studies have shown that noise-free DP 
can be achieved by leveraging the inher-
ent randomness of certain models or 

and does not consider practical sys-
tem implementation. TensorFlow in-
cludes DP and FL implementations in 
its TensorFlow Privacy and TensorFlow 
Federated libraries,g respectively. Both 
libraries integrate seamlessly with ex-
isting TensorFlow models and allow 
training personalized models with 
DP. However, its integrated DP mecha-
nisms are relatively fixed in design and 
do not support customized and flex-
ible optimization. Opacush is a scal-
able and efficient library for PyTorch 
model training with DP. It introduces 
an abstraction of a privacy engine that 
attaches to the standard PyTorch op-
timizer, which makes DP-SGD imple-
mentation much easier without ex-
plicitly calling low-level APIs. Beyond 
ML in PyTorch, it can be easily used in 
PySyft FL workflows to implement FL 
with DP.

Improving model utility for FL with 
DP. Existing work underpins the base-
line frameworks of FL with DP. Aiming 
at usable FL with DP, it is essential to 
pursue a better trade-off between mod-
el utility and privacy. By reviewing com-
mon techniques in the fields of DP, ML, 
and FL, some optimization principles 
are summarized below.

Optimization from the perspective of 
DP. To seek better trade-offs, there are 
two directions: reducing unnecessary 
noise addition and tracking privacy loss 
tightly.

Clipping-bound estimation: Sensi-
tivity calibration, which determines 
the proper noise amplitude by cor-
rectly bounding the sensitivity value, is 
crucial for minimizing noise variance 
while guaranteeing certain DP. As men-
tioned, a common practice in DP-SGD, 
thus also in SGD-based FL with DP, is to 
bound gradient sensitivity by gradient 
clipping and then add noise according-
ly.1 However, an underestimated clip-
ping threshold may cause gradient bias 
and even model divergence, while an 
overestimated one results in excessive 
noise addition. Thus, it is important to 
understand the impact of gradient clip-
ping and dynamically identify the prop-
er clipping bounds during training.7 For 
instance, adaptive gradient clipping via 
divergence analysis or heuristic estima-
tion can provably or empirically reduce 

g https://bit.ly/3YiErzc
h https://opacus.ai

Toward usable 
FL with DP, 
many software 
frameworks and 
platforms have 
been developed 
to support 
research-oriented 
simulations or 
production-oriented 
applications.
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for deep-learning models. For instance, 
similar studies include sampling and 
truncating a subset of gradient param-
eters in FL with CDP,31 selecting top-K 
dimensions with large contributions 
in FL with LDP,25 and sampling dimen-
sions in FL with DDP.24 All these meth-
ods manage to empirically reduce both 
the communication bandwidth con-
sumption and noise variance. However, 
lossy compression techniques can, on 
the one hand, effectively improve mod-
el utility by reducing the DP noise. On 
the other hand, they may lead to utility 
loss as some parameter information is 
eliminated. An immediate question is 
how to find the optimal compression 
rate for achieving the best utility privacy 
trade-off.

Participating clients sampling: Be-
sides reducing the update frequency 
and size of parameters, sampling the 
clients participating in DP-based FL 
training is also a promising approach to 
saving privacy budget, communication 
overhead, and energy consumption. 
The rationale behind this approach 
comes from the amplification effect of 
sampling for DP, in which, by randomly 

epochs. For communication efficiency, 
too many training epochs also require 
much network bandwidth. Therefore, it 
is highly desirable to reduce the model 
update frequency. Compared with 
FedSGD, FedAvg allows clients to per-
form multiple local updates before ag-
gregation, thus reducing global update 
frequency.26 A similar technique has 
been widely adopted in DP applications 
with dynamic datasets or time-series 
data. For instance, the data curator 
publishes perturbed data with DP noise 
at the timestamps with frequent chang-
es while releasing approximate data 
without privacy budget consumption at 
non-changing timestamps.

Model parameter compression: Like 
the issue of frequent parameter updat-
ing, a long parameter vector heavily 
consumes the privacy budget (or incurs 
much noise with the fixed budget) and 
burdens the limited communication 
channel. To this end, many aforemen-
tioned model compression approaches, 
including parameter filtering, low-rank 
approximation, random projection, 
gradient quantization, compressive 
sensing, and so on have been proposed 

algorithms for model training, instead 
of using additional techniques or sys-
tem components. Being aware of the 
intrinsic DP level, the designer or devel-
oper can save up much budget and add 
smaller noise, thus gaining utility with-
out privacy degradation. For instance, 
by mapping the sampling process to 
an equivalent exponential mechanism, 
intrinsic DP in graph models can be 
effectively measured and leveraged in 
DP algorithm design. A novel federated 
model distillation framework can pro-
vide provable noise-free DP via random 
data sampling.33 It has also been proved 
that data sketching for communication 
reduction in FL guarantees DP inher-
ently.22 Nonetheless, intrinsic privacy is 
not very common and only exists in cer-
tain models or algorithms.

Optimization from the perspective of 
FL. Massive FL clients and the perva-
sively spatiotemporal sparsity of model 
parameters offer the chance to extract 
acceptable utility without significantly 
harming the privacy guarantee.

Updating frequency reduction: DP-
enhanced FL suffers from noise ac-
cumulation during excessive training 

Figure 4. Illustration of utility optimization techniques.
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tant but unsolved research problem.
Apart from adapting to the new set-

tings, building usable DP-enhanced FL 
systems still needs improvements in 
robustness, fairness, and privacy (allow 
data to be forgotten).

Robustness. A robust FL system 
should be resilient to various failures 
and attacks caused by misbehaved par-
ticipants. Due to limited capabilities 
(for example, battery limit), FL clients 
(for instance, smartphones) may drop 
out of FL training unexpectedly at any 
time. Random client dropouts present 
severe challenges to the practical de-
sign of differentially private FL. Except 
for requiring a more sophisticated de-
sign of secure aggregation protocols,5 
some important assumptions may no 
longer hold for correctly measuring 
DP in FL. For instance, the DP ampli-
fication via shuffling and subsampling 
both rely on the assumption of clients 
correctly following the protocol. De-
spite recent progress in theory,4,5 build-
ing practical FL systems while address-
ing the above impacts simultaneously 
is still challenging. Beyond robustness 
to dropouts of unintended client fail-
ure, defending against robustness at-
tacks (for example, model poisoning 
for Byzantine and backdoor attacks) 
mounted by malicious participants is 
much more challenging.28 Specifically, 
both data heterogeneity and model 
privacy protection in FL would prevent 
the server from accurately detecting 
anomalies and tracking specific par-
ticipants.

Fairness. Privacy protection is only 
the first step to encouraging data shar-
ing among a large population. Fairness 
enforcement helps to mitigate the unin-
tended bias on individuals with hetero-
geneous data. However, the dilemma 
is that DP aims to obscure identifiable 
attributes while fairness requires the 
knowledge of individuals’ sensitive at-
tribute values to avoid biased results. 
Gradient clipping and noise addition 
in DP can exacerbate unfairness by 
decreasing the accuracy of the model 
over underrepresented classes and 
subgroups. So, the general tension be-
tween privacy and fairness calls for 
ethically sensitive FL algorithms that 
respect both issues. Meanwhile, gradi-
ent clipping and noise addition can also 
enhance robustness to some extent, 
as discussed above. This is consistent 

emergence of large language mod-
els (LLMs) such as ChatGPT, both FL 
and DP have begun to demonstrate a 
promising future in fine-tuning LLMs, 
while preserving privacy with respect 
to the private domain data. However, 
these LLMs often have several billions 
to hundreds of billions of parameters. 
When applying DP and FL to LLMs, 
there will be multiple challenges con-
cerning the huge number of param-
eters beyond the extra communication 
and computation burdens on resource-
constrained participants. Regardless 
of the DP model, the total amount of 
privacy noise must be proportional to 
the number of parameters for enforc-
ing DP on models, which would lead 
to huge utility loss. Besides, fine-tun-
ing pre-trained LLMs is also different 
from conventional model training. The 
theoretical privacy guarantee in ML 
(for example, DP-SGD) often assumes 
models are learned from scratch with 
many training iterations, instead of a 
fine-tuning mode with much fewer it-
erations. Therefore, it is necessary to 
investigate new frameworks for apply-
ing both DP and FL and develop new 
theories for proper privacy guarantees 
in LLMs.

FL over streams. In many realistic 
scenarios, training data is continu-
ously generated in the form of streams 
at distributed clients. In such cases, 
FL systems have to conduct repetitive 
analyses on distributed streams. By in-
heriting online machine learning (OL), 
online FL can be naturally derived to 
avoid retraining models from scratch 
each time a new data fragment comes. 
However, achieving DP for OFL brings 
multiple challenges. The first is how 
to define privacy in the OFL setting, as 
the general DP notion works for static 
datasets only. Although existing privacy 
notions for data streams and FL seem 
to apply here, they still need to be clari-
fied and formulated rigorously in the 
OFL setting. The second is the efficient 
algorithm. Taking the event-level LDP 
(that is, ensuring  ε -LDP at each time in-
stance) as an example, frequent upload-
ing of local model updates accumulates 
huge communication costs and great 
utility loss, as the noise is proportional 
to the size of communication data. How 
to achieve communication and privacy 
efficiency without degrading overall 
model performance is thus an impor-

sampling the DP-protected FL clients 
in training epochs, much stronger pri-
vacy protection can be achieved while 
minimizing the average consumption 
in communication and computation 
as well as privacy. However, in practi-
cal cross-device FL, the set of available 
clients is usually dynamic without prior 
knowledge of the population. Moreover, 
as will be discussed, participating cli-
ents may drop out randomly. These is-
sues make the assumption of uniform 
sampling unrealistic and cause severe 
challenges for gaining privacy-utility 
trade-offs.

Challenges and Discussions
Despite the great potential and oppor-
tunities of DP-enhanced FL, there are 
still challenges in achieving usable FL 
with DP guarantee in emerging appli-
cations.

Vertical/transfer federation. FL can 
also be categorized according to differ-
ent data-partition strategies. The above-
discussed FL in the generic form mainly 
considers the horizontal data partition, 
where each client holds a set of samples 
with the same feature space. Now, verti-
cal FL, where each party holds different 
features of the same set of samples, has 
gained increasing attention.13 However, 
many existing studies on VFL are based 
on SMC for protecting confidentiality 
without considering privacy leakage in 
the final results. To achieve provable 
resistance to membership inference 
or reconstruction attacks, DP must be 
employed for safeguarding VFL. But it 
is more challenging than HFL for two 
reasons. One is that the VFL algorithm 
design varies for different tasks and 
models and often requires case-by-
case development. Another is the cor-
relations among distributed attributes 
are more difficult to identify without 
spreading individual information to 
other parties. Besides the vertical fed-
eration, there are also scenarios where 
different parties may hold datasets with 
non-overlapping features and users. 
Federated transfer learning (FTL) can 
eliminate the shifts of feature spaces in 
this scenario by combining FL and do-
main adaptation. However, similar to 
VFL, achieving DP for FTL is still chal-
lenging as the gradient of individual 
instances must be exchanged between 
participants.

Large language models. With the 
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with the conclusion that there is a ten-
sion between fairness and robustness 
in FL.21 The constraints of fairness and 
robustness compete with each other, as 
robustness enhancement demands fil-
tering out informative updates with sig-
nificant model differences. Therefore, 
there is a subtle relationship between 
privacy, fairness, and robustness in 
FL. While existing studies concentrate 
on each of them separately, it would be 
significant to unify the interplay of the 
three simultaneously.

Right to be forgotten. Privacy rights 
include the “right to be forgotten”, that 
is, users can opt out of private data con-
tribution without leaving any trace. As 
ML models memorize much specific 
information about training samples to 
ensure a specific private sample is to-
tally forgotten, the concept of machine 
"unlearning" is proposed to eliminate 
its influence on trained models. How-
ever, on the one hand, machine un-
learning in the context of FL, that is, 
federated unlearning, faces distinct 
challenges. Specifically, it is much hard-
er to erase the influence of a client’s 
data, as the global model iteratively 
carries on all participating clients’ in-
formation. A straightforward idea for 
resolving the problem is recording his-
torical parameter updates of clients at 
the server, which may cause significant 
complexity. On the other hand, existing 
machine unlearning has been dem-
onstrated to leak privacy by observing 
the differences between the original 
and unlearned models.6 DP seems to 
be one of the promising countermea-
sures. Therefore, the question of how to 
realize efficient and privacy-preserving 
solutions for federated unlearning re-
mains open.

Conclusion
With both privacy awareness and regu-
latory compliance, the meeting of FL 
and DP will promote the development 
of AI by unblocking the bottlenecking 
problem of large-scale ML. This article 
presents a comprehensive overview of 
the developments, a clear categoriza-
tion of current advances, and high-level 
perspectives on the utility optimization 
principles of FL with DP. This review 
aims to help the community to better 
understand the achievements in dif-
ferent ways of combining FL with DP, 
and the challenges of usable FL with 

rigorous privacy guarantees. Although 
FL and DP show increasing promise 
for safeguarding private data in the AI 
era, their combination still faces severe 
challenges in emerging AI applications. 
Also, they need further consideration 
and improvements on other practical 
issues.

Acknowledgments
This work was supported in part by the 
National Key Research and Develop-
ment Program of China under Grants 
2020YFA0713900; in part by the Nation-
al Natural Science Foundation of China 
under Grants 62172329, U21A6005, 
61802298; in part by the Science and 
Technology Plan Project of Henan prov-
ince under Grant 232102211007. 

References
1. Abadi, M. et al. Deep learning with differential privacy. 

In Proceedings of ACM CCS (2016), 308–318.
2. Agarwal, N., Kairouz, P., and Liu, Z. The skellam 

mechanism for differentially private federated 
learning. In Proceedings of NeurIPS 34 (2021).

3. Agarwal, N. et al. cpSGD: Communication-efficient and 
differentially-private distributed SGD. In Proceedings 
of NeurIPS (2018), 7564–7575.

4. Balle, B. et al. Privacy amplification via random check-
ins. In Proceedings of NeurIPS 33 (2020).

5. Bonawitz, K. et al. Practical secure aggregation for 
privacy-preserving machine learning. In Proceedings 
of ACM CCS (2017), 1175–1191.

6. Chen, M. et al. When machine unlearning jeopardizes 
privacy. In Proceedings of ACM CCS (2021), 896–911.

7. Chen, X., Wu, S.Z., and Hong, M. Understanding 
gradient clipping in private SGD: A geometric 
perspective. In Proceedings of NeurIPS 33 (2020), 
13773–13782.

8. Cheng, Y., Liu, Y., Chen, T., and Yang, Q. Federated 
learning for privacy-preserving AI. Commun. ACM 63, 
12 (2020), 33–36.

9. Duchi, J.C., Jordan, M.I., and Wainwright, M.J. Privacy 
aware learning. J. ACM 61, 6 (2014), 1–57.

10. Dwork, C. A firm foundation for private data analysis. 
Commun. ACM 54, 1 (2011), 86–95.

11. Dwork, C. et al. The algorithmic foundations of 
differential privacy. Foundations and Trends® in 
Theoretical Computer Science 9, 3–4 (2014), 211–407.

12. Erlingsson, Ú. et al. Encode, shuffle, analyze privacy 
revisited: Formalizations and empirical evaluation. 
arXiv:2001.03618 (2020).

13. Fink, O., Netland, T., and Feuerriegelc, S. Artificial 
intelligence across company borders. Commun. ACM 
65, 1 (2021), 34–36.

14. Geyer, R.C., Klein, T., and Nabi, M. Differentially 
private federated learning: A client level perspective. 
arXiv:1712.07557 (2017).

15. Girgis, A.M. et al. On the Rényi differential privacy of 
the shuffle model. In Proceedings of ACM CCS (2021), 
2321–2341.

16. Hyland, S.L. and Tople, S. An empirical study on the 
intrinsic privacy of sgd. In Theory and Practice of 
Differential Privacy (CCS Worshop) (2020).

17. Kairouz, P., Liu, Z., and Steinke, T. The distributed 
discrete Gaussian mechanism for federated learning 
with secure aggregation. In Proceedings of ICML 
(2021), 5201–5212.

18. Kairouz, P. et al. Practical and private (deep) learning 
without sampling or shuffling. In Proceedings of ICML 
(2021), 5213–5225.

19. Kairouz, P. et al. Advances and open problems in 
federated learning. Foundations and Trends® in 
Machine Learning 14, 1–2 (2021), 1–210.

20. Konecný, J. et al. Federated learning: Strategies for 
improving communication efficiency. In Proceedings of 
NeurIPS (2016), 5–10.

21. Li, T., Hu, S., Beirami, A., and Smith, V. Ditto: Fair and 
robust federated learning through personalization. In 
Proceedings of ICML (2021), 6357–6368.

22. Li, T., Liu, Z., Sekar, V., and Smith, V. Privacy for free: 
Communication-efficient learning with differential 
privacy using sketches. arXiv:1911.00972 (2019).

23. Li, Y. et al. Multi-stage asynchronous federated 
learning with adaptive differential privacy. In 
Proceedings of IEEE Trans. Pattern Anal. Mach. Intell. 
46, 2 (2024), 1243–1256.

24. Liu, R. et al. Flame: Differentially private federated 
learning in the shuffle model. In Proceedings of AAAI 
10 (2021), 8688–8696.

25. Liu, R., Cao, Y., Yoshikawa, M., and Chen, H. Fedsel: 
Federated sgd under local differential privacy with 
top-k dimension selection. In Proceedings of DASFAA 
(2020), 485–501.

26. McMahan, B. et al. Communication-efficient learning 
of deep networks from decentralized data. In 
Proceedings of AISTAS (2017), 1273–1282.

27. McMahan, H.B., Ramage, D., Talwar, K., and Zhang, 
L. Learning differentially private recurrent language 
models. In Proceedings of ICLR (2018), 1–10.

28. Rigaki, M. and Garcia, S. A survey of privacy attacks 
in machine learning. ACM Comput. Surv. 56, 4 (2023), 
1–34.

29. Rodríguez-Barroso, N. et al. Federated learning and 
differential privacy: Software tools analysis, the 
Sherpa.ai framework and methodological guidelines 
for preserving data privacy. Information Fusion 64 
(2020), 270–292.

30. Roy Chowdhury, A. et al. Cryptϵ: Crypto-assisted 
differential privacy on untrusted servers. In 
Proceedings of ACM SIGMOD (2020), 603–619.

31. Shokri, R. and Shmatikov, V. Privacy-preserving 
deep learning. In Proceedings of ACM CCS (2015), 
1310–1321.

32. Shokri, R., Stronati, M., Song, C., and Shmatikov, 
V. Membership inference attacks against machine 
learning models. In Proceedings of IEEE S&P (2017), 
3–18.

33. Sun, L. and Lyu, L. Federated model distillation with 
noise-free differential privacy. In Proceedings of 
IJCAI (2021), 1563–1570.

34. Sun, L., Qian, J., and Chen, X. LDP-FL: Practical 
private aggregation in federated learning with local 
differential privacy. In Proceedings of IJCAI (2021), 
1571–1578.

35. Wagh, S., He, X., Machanavajjhala, A., and Mittal, P. 
DP-cryptography: Marrying differential privacy and 
cryptography in emerging applications. Commun. ACM 
64, 2 (2021), 84–93.

36. Wei, K. et al. Federated learning with differential 
privacy: Algorithms and performance analysis. IEEE 
Trans. Inf. Forensics Security 15 (2020), 3454–3469.

37. Xu, J., Zhang, W., and Wang, F. A(DP)2SGD: 
Asynchronous decentralized parallel stochastic 
gradient descent with differential privacy. In 
Proceedings of IEEE Trans. Pattern Anal. Mach. Intell. 
44, 11 (2022), 8036–8047.

38. Zhang, J. et al. Functional mechanism: Regression 
analysis under differential privacy. In Proceedings of 
VLDB Endow. 5, 11 (2012), 1364–1375.

39. Zhu, L., Liu, Z., and Han, S. Deep leakage from 
gradients. In Proceedings of NeurIPS (2019), 
14774–14784.

40. Zhu, Y. and Wang, Y.-X. Poission subsampled rényi 
differential privacy. In Proceedings of ICML. PMLR 
(2019), 7634–7642.

Xuebin Ren is an associate professor with the National 
Engineering Laboratory for Big Data Analytics, and the 
faculty of Electronic and Information Engineering, at Xi'an 
Jiaotong University, Xi'an, Shaanxi, China.

Shusen Yang is a professor with the National Engineering 
Laboratory for Big Data Analytics, and the Ministry of 
Education Key Lab for Intelligent Networks and Network 
Security, at Xi'an Jiaotong University, Xi'an, Shaanxi, China.

Cong Zhao is a professor with the National Engineering 
Laboratory for Big Data Analytics at Xi'an Jiaotong 
University, Xi'an, Shaanxi, China.

Julie McCann is a professor with the Department of 
Computing at Imperial College London, London, England 
SW7 2AZ, U.K.

Zongben Xu is a professor with the National Engineering 
Laboratory for Big Data Analytics at Xi'an Jiaotong 
University, Xi'an, Shaanxi, China.

© 2024 Copyright held by owner/author.  
Publication rights licensed to ACM.

DECEMBER 2024  |   VOL.  67  |   NO.  12  |   COMMUNICATIONS OF THE ACM     77

research and advances



meta-synthesis methods to analyze 
existing literature, proposing the fol-
lowing definition:

The Metaverse is an interconnected 
web of ubiquitous virtual worlds partly 
overlapping with and enhancing the 
physical world. These virtual worlds 
enable users who are represented by av-
atars to connect and interact with each 
other, and to experience and consume 
user-generated content in an immer-
sive, scalable, synchronous, and persis-
tent environment. An economic system 
provides incentives for contributing to 
the Metaverse.30

As seen here, ideas of community 
and connection between users seem 
to be important in defining the meta-
verse, as do notions of “hyper-spatio-
temporality” and “multitechnology 
convergence.”29 These goals can be 
achieved through various technolo-
gies, such as virtual and augmented 
reality, avatar-based and second life 
systems, learning management sys-
tems, social media, simulation, and 
AI.17

The recent Gartner report “Emerg-
ing Tech: Adopter Anti-patterns—
Metaverse Use Cases Are Plagued by 
Low Adoption” discusses some of the 
limitations that hinder mass adoption 
of the metaverse. The report points 
out two major issues. The first is the 
application of virtual reality (VR) in 

I N R ECEN T Y E A R S ,  the concept of the metaverse has 
gained increasing resonance in both research and 
public discourse, perhaps second only to artificial 
intelligence (AI). Discussion persists, however, around 
the nature of the metaverse. Several studies have 
attempted to offer a definition, also considering how 
use of the term has changed over the past 20 years.  
For example, Markus Weinberger used qualitative 

Ethics and 
Cultural 
Background as 
Key Factors for 
an Attractive 
Metaverse
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The metaverse remains a work in progress,  
but improvements in how it handles  
ethical concerns and addresses cultural  
issues could push it further along the path  
to mass adoption.

BY TIZIANA CATARCI, GIUSEPPINA DE NICOLA,  
AND DANIEL RAFFINI

78    COMMUNICATIONS OF THE ACM   |   DECEMBER 2024  |   VOL.  67  |   NO.  12

I
M

A
G

E
 B

Y
 O

W
L

I
E

 P
R

O
D

U
C

T
I

O
N

S

research and advances

 key insights
 ˽ The success of the metaverse relies on 

providing a compelling user experience 
that addresses both technical aspects 
and users’ cultural needs.

 ˽ The metaverse presents significant 
ethical challenges, such as privacy risks 
and potential harm from blurred lines 
between the virtual and real worlds, 
necessitating regulation and risk 
assessment.

 ˽ The metaverse has found significant 
success in South Korea, where it caters 
to both a highly competitive culture and 
a desire for new forms of self-expression 
beyond traditional societal constraints.

 ˽ Overcoming ethical risks and aligning 
with cultural backgrounds are essential 
for building trust and motivating users to 
engage in the metaverse.

https://dx.doi.org/10.1145/3674722
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non-gaming environments, which of-
ten fails to meet the expectations and 
scope anticipated by users. We must 
mention, though, that the metaverse 
is not the same as VR, which has been 
successfully adopted in specific ap-
plications and for tasks where enter-
tainment is not the main scope. The 
second issue concerns virtual meet-
ings with avatars in the metaverse, 
which have not yet achieved a level of 
engagement necessary for enduring 
and meaningful experiences. From 
the report, it appears that the meta-
verse died an early death. However, 
is this really the case? What is it that 
could attract people once the techni-
cal and ethical problems are solved? 
And why do some countries seem 
to be especially fascinated by it? In 
this article, we will investigate how 
the metaverse is changing the con-
cept of user experience, identify the 
technical and ethical shortcomings 
it still faces, and, finally, explore the 
cultural factors favoring its adoption 
in South Korea.

Motivation, User Experience, 
and Interoperability
During the 2023 Augmented World 
Expo (AWE) USA conference, Neal Ste-
phenson—the writer who coined the 
term metaverse in his 1992 novel Snow 
Crash—asserted that entrepreneurs, 
innovators, and companies invest-
ing time and money in the metaverse 
should seriously consider why people 
would want to use it, since people are 
only drawn to new innovations if they 
are either fun or essential. An impor-
tant element to consider, then, is user 
motivation. Attracting and retaining 
metaverse users will require “a robust 
communications infrastructure, pow-
erful and easy-to-use development 
platforms, and, perhaps most impor-
tantly, compelling applications that 
provide value to users that cannot be 
replicated or found elsewhere.”11 We 
believe that two more aspects should 
be taken into consideration: provid-
ing a quality user experience from 
both technical and ethical perspec-
tives, and satisfying the needs arising 
from people’s historical, social, and 
cultural backgrounds.

The first point to address when con-
sidering use of the metaverse is how 
it changes the user experience. At the 

very beginning of the computer era, 
there was basically no interaction be-
tween the user and the machine be-
cause everything was operator-mediat-
ed through punch cards. Only after the 
introduction of the personal computer 
did the importance of letting people 
interact with machines become clear, 
giving rise to the field of human-com-
puter interaction (HCI), together with 
the introduction of graphical win-
dows, icons, menus, pointers (WIMP) 
interfaces; direct manipulation; and 
metaphors.22 The idea was to make 
interactive systems more usable by 
moving from “people adapting to 
technology” to “technology adapting 
to people,” while still requiring users 
to learn the machine’s language. For 
many years, the only improvements 
were to the fundamental ideas imple-
mented in WIMP interfaces.

The next big advance was the 
smartphone, implementing a differ-
ent interaction paradigm and becom-
ing not just an instrument but also 
a seamless part of the user’s world. 
Still, the user had to make an effort 
in learning to execute tasks—es-
sentially learning a new language—
while, again, the goal of usability is 
to move the workload from the user 
to the system.18 Meanwhile, game de-
sign followed a completely separate 
path (probably guided by its different 
purpose: entertainment), developing 
engaging, immersive interaction en-
vironments in which players pursue a 
game’s goals and have fun.

We are now at a historic moment 
in which two scientific advances are 
radically changing the concept of 
person-machine interactions and 
blurring the line between the real 
and the digital. The first is repre-
sented by large language models 
(LLMs), resulting in systems that, for 
the first time, really speak the user’s 
language without the need for trans-
lation. The second is the metaverse, 
in which interaction takes place in 
ways similar to those of the human 
world but offers infinite possibili-
ties. In both cases, the interaction is 
focused on building a truly personal-
ized user experience.

We can see, though, that the meta-
verse brings with it a shift in the con-
cept of human-computer interaction. 
The promise of a fully immersive digi-

The metaverse 
brings with it a shift 
in the concept of 
human-computer 
interaction.

80    COMMUNICATIONS OF THE ACM   |   DECEMBER 2024  |   VOL.  67  |   NO.  12

research and advances



which, like deficiencies in the user 
experience, contribute to driving us-
ers away because of perceived dan-
ger. Like LLMs, the metaverse is a 
tool that could reach a wider audi-
ence, and for this reason there is a 
need for risk assessment, regulation, 
and user awareness.20 For example, 
in a 2008 paper Edward Spence dis-
cusses the rights and obligations 
of avatars.25 Influenced by Alan 
Gewirth’s principle of generic con-
sistency (PGC), Spence formulates 
an ethical framework for digital do-
mains. The PGC suggests that, when 
acting within virtual environments, 
any individual inherently deserves 
the rights to freedom and well-being. 
Rooted in the notion that people use 
avatars in the metaverse to represent 
themselves, Spence’s theory posits 
that avatars act as digital reflections 
of real-world individuals. Given this, 
they should not only be granted the 
same rights but should also adhere to 
real-world ethical standards. Though 
it might seem to be a mostly theoreti-
cal issue, misconduct of avatars is a 
real problem, as in the case of sexual 
harassment. In the U.S., more than 
40% of Internet users have encoun-
tered online harassment, a problem 
that becomes particularly salient in 
the metaverse, where harassment 
can feel even more personal and in-
timidating due to the lifelike nature 
of virtual environments.21

Philosophical models can help 
us define the metaverse, as well as 
the relationship between avatars 
and real people. Building trust in 
the metaverse, however, requires a 
bottom-up approach that addresses 
the problems that arise from actual 
use. So how can we build an effective, 
reality-based model of the metaverse 
that merges theoretical background 
with real problems? Some stud-
ies propose starting with AI ethics, 
which has developed significantly 
in recent years as a response to the 
widespread adoption of AI technolo-
gies.1 AI ethics emerged because AI is 
a technological innovation that has 
a profound impact on society, like 
the metaverse might have in the fu-
ture. As the metaverse incorporates 
AI components, it could face similar 
risks,28 but it also introduces unique 
challenges deriving mostly from the 

tal universe led to the establishment 
of a research area for the blending 
of the physical and the virtual. The 
challenge is to create “a real-virtual 
bridge, a conceptual model that can 
be used to mediate between real and 
virtual objects.”27 Researchers aim 
to make the interaction mechanics 
more intuitive, addressing, for ex-
ample, the relationship between ges-
tures and devices in the metaverse, 
such as smartphone operation3,26 and 
text-entry methods,5 as well as the 
relationship between the metaverse 
and the Internet of Things (IoT).15,23 
Nonetheless, for many users, the 
learning curve is still steeper than 
desired, the user experience is not yet 
engaging enough, and the graphics 
and rendering capabilities, while ad-
vanced, still lack the refinement and 
realism that many expect.8

Another significant limitation is 
interoperability, which in the context 
of the metaverse has been defined as 
“enabling people to move to new net-
works with their avatars and virtual 
property.”16 Lack of interoperability 
affects the user experience because, 
without mobility, users may find 
themselves confined to specific eco-
systems, potentially leading to frag-
mented communities, echo cham-
bers, and a stifling of innovation.8 It’s 
akin to isolated islands in an ocean, 
where each island operates on its own 
rules and systems. To truly realize the 
potential of the metaverse, bridges 
must be built between these islands, 
promoting collaboration, shared ex-
periences, and a more interconnected 
digital realm. To solve this problem, 
some have proposed building an open 
and interoperable metaverse using 
the Web and its standards.7,19

As we can see, many efforts are be-
ing made to overcome the technical 
limitations that still hinder adoption 
of the metaverse. The next few years 
will likely see advances in virtual re-
ality hardware, augmented reality 
integration, and the overall blending 
of our physical and digital worlds.12 
Until then, the metaverse remains a 
work in progress, with its full poten-
tial yet to be realized.

An Ethics for the Metaverse
The introduction and use of the meta-
verse raises relevant ethical issues, 

problematic relationship between 
the real and the virtual. As such, an 
ethics of the metaverse should begin 
by addressing the illusions created by 
virtual environments, which neces-
sitate contributions from cognitive 
science.4 Experiencing virtual worlds 
can lead to illusions about oneself 
and one’s relationships, with poten-
tially dangerous effects on one’s ac-
tions in the real world, perceptions 
of reality, and self-representation. 
The metaverse could in fact pose 
risks to mental and social health if 
people become addicted to it and use 
it as an escape from reality, leading 
to confusion between the real and 
virtual worlds, post-VR sadness and 
hangovers, dissociation, diminished 
sensitivity to the consequences of 
actions in the real world, cybersick-
ness, and, in extreme cases, severe 
mental disorders.1 For these reasons, 
it is crucial for potential users to be 
psychologically prepared to avoid ad-
diction and maintain the distinction 
between the real and the virtual. In 
this regard, protecting children is an 
important area of concern, with po-
tential risks such as the formation of 
false memories, desensitization to 
tangible threats, moral disengage-
ment, technological addiction, and 
cyberbullying.10

Confusion between the virtual 
and the real can also be caused by ex-
cessive sharing of personal and bio-
metric data with avatars.13 In a recent 
paper, Carl Smith and colleagues24 
emphasized that privacy encompass-
es not only personal information but 
also our body image and data. The 
concern is that once a person’s body 
image is captured, it can be perpetu-
ally used in deep-fake productions. 
There is therefore a need to expand 
legal protections of individual rights 
to include control over biological 
data, which includes various forms 
of biometric data. Protection of men-
tal privacy is equally essential, since 
interactions in the metaverse might 
use brainwave capture to enhance 
experiences, for example, through 
brain-computer interfaces (BCIs). 
Some of these emerging technolo-
gies have the potential to essentially 
interpret human thoughts, model 
identities, draw detailed and contex-
tually relevant conclusions, and then 
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ment has viewed the “untact policy” 
as a potential means to stimulate eco-
nomic development. Untact is a term 
created in South Korea by adding the 
privative prefix un to the word con-
tact. It refers to a “service provided 
without face-to-face encounters be-
tween employees and customers us-
ing digital technologies.”14 Launched 
in 2020, the idea of untact gained mo-
mentum during the pandemic and 
quickly extended into various sectors. 
Though concerns about isolation and 
societal fragmentation persist, for a 
multitude of individuals, the policy 
has brought several benefits, such as 
enabling anonymity, alleviating the 
burden of formality, and mitigating 
the emotional labor often associated 
with the service industry. South Ko-
rea’s transition toward a social cul-
ture of metaverse technology, as well 
as its positive reception, is indeed a 
rather expected development. This 
technology is already widely applied 
in the entertainment industry, for ex-
ample, in the realm of K-pop, where 
fans design avatars that allow them to 
encounter their beloved artists virtu-
ally. It is relevant to mention the case 
of Mave, a South Korean girl quar-
tet, which gained 20 million views 
on YouTube and exists solely in the 
virtual world: The four members re-
side within the metaverse, and their 
songs, choreography, interviews, and 
even their hairstyles are all crafted by 
Web designers and AI.

To understand why the untact 
policy and the metaverse are so suc-
cessful in South Korea today, we must 
explore the country’s cultural back-
ground. In South Korea, the meta-
verse offers individuals an opportu-
nity to seek refuge in a reality where 
they can express their own identity, 
transcending the norms of a soci-
ety deeply rooted in Confucianism, 
which rose to prominence on the Ko-
rean peninsula during the 15th cen-
tury. Despite South Korea’s modern-
ization and the widespread adoption 
of Christianity, the enduring influ-
ence of this traditional philosophy is 
still evident in family relationships, 
political attitudes, and approaches 
to problem solving. Morality, practi-
cality, and self-cultivation are the pil-
lars of Confucianism.6 It posits that 
excellence must be pursued in both 

The metaverse is a visible and ex-
panding phenomenon in South Ko-
rea, going beyond being just a source 
of entertainment. The Ministry of 
Science has introduced an ambitious 
plan, rooted in the Digital New Deal 
2.0, to position South Korea as a dom-
inant player in the global metaverse 
landscape. The plan’s key compo-
nents include developing a platform 
ecosystem centered around Korean 
cultural content, nurturing talent, 
supporting enterprises, and creating 
an ethical, inclusive metaverse. The 
South Korean government’s invest-
ment in this technology is fueled by 
the population’s enthusiasm for it 
and the potential applications it of-
fers. A global survey conducted in 
2022 by Ipsos, on behalf of the World 
Economic Forum, revealed a 71% fa-
miliarity rate with the metaverse in 
South Korea, higher than the average 
of the nations analyzed. Moreover, 
63% of South Koreans expressed a 
positive outlook on integrating ex-
tended reality into their daily lives, 
compared with the global average of 
50%. Another Ipsos survey, published 
in September 2022 and titled “Gen 
Z and the Metaverse,” sheds light 
on South Korea’s Gen Z perspective, 
which sees the virtual world as a plat-
form brimming with opportunities 
for both entertainment and financial 
gain. Gen Z fosters close connections 
with friends made in the virtual world 
and adeptly seeks out like-minded in-
dividuals within the metaverse. To 
them, the metaverse is viewed as a 
more effective and flexible environ-
ment than the real world, enabling 
users to readily pursue their aspira-
tions and explore new horizons.

In recent years, social changes in 
South Korea have weakened certain 
cultural heritage principles, such as 
the emphasis on the group over the 
individual, while strengthening the 
desire for self-affirmation and ful-
filling personal needs. A growing 
number of people have begun using 
service platforms that not only cater 
to the hectic pace of contemporary 
life but also provide the opportunity 
to limit social interaction, which is 
increasingly seen as entrenched in 
formalities and part of a hierarchical 
system that younger generations are 
rejecting. For this reason, the govern-

infer thought processes via machine 
learning.2

The problematic relationship be-
tween the virtual and real worlds can 
cause both technical and ethical is-
sues. Each of the issues mentioned—
and potentially many more—merits 
a more detailed discussion, which in 
some cases has already been started 
by researchers. The complexity of 
these issues highlights the impera-
tive of expanded ethical deliberation 
on metaverse usage and the pressing 
need to regulate user behavior. Ques-
tions about how to penalize miscon-
duct and determine the appropriate 
regulations and policies for the meta-
verse must be addressed.20 Moreover, 
there is an urgent need to enhance 
monitoring tools: In the metaverse, 
interactions will be more immediate 
and direct compared with traditional 
social media platforms, necessitating 
effective real-time moderation and 
oversight mechanisms.21 These tools 
must adeptly blend real and virtual 
content, striking a balance between 
ensuring user freedom and filtering 
malicious or inappropriate content. 
An interesting emerging idea is that 
addressing ethical issues and ensur-
ing control and security would actual-
ly make the metaverse more trustwor-
thy, fostering its adoption. That said, 
it is also necessary to provide a tech-
nology capable of matching social 
and cultural expectations, discussed 
in the next section.

Matching Cultural Expectations: 
The Case of South Korea
Each culture is different. This is why it 
is not easy to design a technology that 
is equally effective everywhere and 
for everyone, as highlighted by the 
postcolonial computing approach.9 
Due to its immersive experience, the 
metaverse faces this problem even 
more so than other technologies. In-
deed, we believe the metaverse is a 
concept whose acceptance and suc-
cess are deeply rooted in the cultural 
backgrounds and expectations of 
people. This idea is based on observ-
ing how the metaverse has achieved 
significant success among the pub-
lic, industries, and policymakers of 
countries like South Korea and Japan. 
As an example, we will discuss the 
South Korean case.
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from the past, has driven the country 
toward policies aimed at creating a 
highly competitive society. Individu-
als of all ages, genders, and social 
backgrounds orient their lives around 
enhancing their competitive edge. 
This inclination is particularly evi-
dent in the domains of education and 
employment, with the younger gener-
ation devoting extra hours to private 
academies in pursuit of admission to 
prestigious universities and securing 
positions in leading companies.

The Korean commitment to self-
improvement has indeed spurred 
rapid progress, but it has also led to 
heightened exhaustion. In a society 
characterized by cutthroat compe-
tition, a larger number of people 
encounter setbacks than achieve 
success. For those grappling with 
challenges, finding pride in their 
country’s accomplishments can 
prove to be difficult. Moreover, when 
people feel that, despite their best ef-
forts, they cannot overcome the limi-
tations imposed by their socioeco-
nomic backgrounds, it can engender 
a sense of relative deprivation. The 
fact that the happiness level of South 
Koreans ranks among the lowest in 
the world may be intertwined with 
this demanding social environment. 
However, as the free market emerged 
and technology advanced, the limi-
tations on individuals gradually 
waned, leading to the erosion of vil-
lage traditions and extended family 
systems. For many people—especial-
ly the young—this transformation 
has created the need for new forms of 
socialization.

In South Korea, therefore, the 
metaverse has proven to be a success-
ful technology because it addresses 
two opposing social forces: on one 
hand, the high level of competitive-
ness that makes innovation more ac-
ceptable than in Western countries; 
and on the other hand, the people’s 
search for new spaces for self-expres-
sion, where they can freely build com-
munities beyond social limitations.

Conclusions: Experiencing a 
Different (Better) World
The case of South Korea underscores 
the importance of taking social and 
historical factors into consideration 
when introducing new technology 

inner morality and outer achieve-
ments. In politics and education, the 
Confucian concept of leader and sub-
ject continues to be advocated, with 
the public encouraged to uphold the 
traditional notion of the leader as a 
combination of king, teacher, and 
father.33 Simultaneously, there is an 
expectation for leaders to exhibit 
high moral standards, considered 
essential for fostering a strong sense 
of community. Thus, Confucianism 
highlights the importance of main-
taining a harmonious and ongoing 
connection between the individual 
and the universe, between the pursuit 
of knowledge and personal growth, 
and between the principles govern-
ing family structure and the sociopo-
litical framework. Each person plays 
various roles in society, from their 
private responsibilities within their 
families to their public roles in ar-
eas such as politics and the economy. 
These principles have molded a soci-
ety that is highly organized and col-
lectivist, marked by significant social 
expectations in terms of behavior 
and adherence to cultural norms.

Another factor that influenced 
the shaping of today’s society is Ko-
rea’s history of struggle in establish-
ing itself as an independent, recog-
nized nation. Initially, this involved 
breaking free from Chinese political 
and cultural dominance, and then 
from Japanese colonization and 
Western influences. All of this has 
laid the groundwork for a significant 
sense of national belonging and a 
strong sense of identity. Koreans ex-
perienced three distressing histori-
cal events in the 20th century—the 
Japanese occupation, the Korean war, 
and the division of the country—that 
made nationalism a prominent factor 
in nation-building. During the 1950s, 
South Korea was one of the poorest 
countries in the world, remaining 
so for more than a decade. The Japa-
nese occupation and the Korean War 
caused enormous economic losses 
and huge casualties, but the Korean 
people focused on their nation’s re-
construction and today South Korea 
is one of the richest, most influential 
countries in the world. The after-
math of these significant challenges 
and the need for social redemption, 
coupled with the desire to break free 

In South Korea, 
the metaverse 
offers individuals 
an opportunity 
to seek refuge in 
a reality where 
they can express 
their own identity, 
transcending the 
norms of a society 
deeply rooted in 
Confucianism.
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and users, in addressing the existing 
shortcomings in order to create an 
attractive and human-centered meta-
verse that is able to match users’ ex-
pectations.

The metaverse has the potential 
to be a space where individuals can 
explore and create a world that is 
distinct and improved, surmount-
ing the challenges presented by the 
real world. Having experienced this 
enhanced environment, people are 
likely to be more motivated to incor-
porate positive actions and behaviors 
into their lives, spanning both digital 
and physical realms. 
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into a context. The emergence of the 
metaverse represents a significant 
paradigm shift in our interaction 
with the digital world, bringing forth 
a plethora of possibilities as well as 
challenges. While it holds the prom-
ise of revolutionizing the way we con-
nect, share, and engage in virtual 
spaces, it also raises critical concerns 
that must be addressed to ensure a 
safe, inclusive, and equitable digi-
tal environment. The shortcomings 
in the current state of the metaverse 
are glaring, with a lack of proactive 
measures to safeguard users’ safety 
and privacy and uphold ethical stan-
dards. The absence of clear, regulated 
systems and a lack of consensus on 
accountability, transparency, and 
human-centric design further exacer-
bate these issues. The lack of specific 
regulations in particular adds to the 
uncertainty and potential risks asso-
ciated with the metaverse.20

Despite these challenges, the 
metaverse offers a beacon of hope 
and a unique opportunity to reshape 
our digital interactions. It has the 
potential to foster data sovereignty, 
empowering users to take control 
of their personal data, identity, and 
virtual destiny. The metaverse could 
also serve as a canvas on which to de-
sign a new world, rooted in fairness, 
justice, and enrichment, that ensures 
the benefits of the digital age are ac-
cessible to all—a human-centric 
metaverse.31 Furthermore, the meta-
verse has the capacity to transcend 
the limitations of the physical world, 
providing unlimited spaces and vir-
tual worlds that celebrate diversity 
and accessibility.32 This digital utopia 
could act as an equalizer, eliminat-
ing biases related to gender, race, dis-
ability, and social status, paving the 
way for a more inclusive society. The 
South Korean case demonstrates that 
the metaverse can be a path to free-
dom and self-awareness in a society 
rooted in strong traditional values. 
It also opens the door for enhanced 
cultural communication and protec-
tions, contributing to the preserva-
tion and celebration of humanity’s 
rich tapestry of cultures.

In light of these considerations, we 
believe it is important to encourage 
the involvement of key stakeholders, 
including policymakers, developers, 

Watch the authors discuss  
this work in the exclusive 
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https://cacm.acm.org/videos/
attractive-metaverse
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Technical Perspective
How Exploits Impact  
Computer Science Theory
By Sergey Bratus

property of the target, a masterful reuse 
of the target’s own mechanisms and 
features against it. Though important, 
the initial programmer’s error is only 
one of the many doors to unlock this 
bounty of emergent execution. If closed, 
many others leading to the same emer-
gent execution engine—the weird ma-
chine—will be found.

The road to this realization took 
several decades. It went from the naive 
understanding of stack buffer overflow 
exploits of the 1990s as needing native 
code payloads—indeed, the Windows 
XP Service Pack 2 advertised non-exe-
cutable stacks as the mitigation of buf-
fer overflows—to the realization the call 
stack machine embedded in every C/C++ 
program was Turing-complete on the 
sequences of well-formed stack frames 
with no executable content whatsoever, 
a.k.a. Return-oriented Programming. It 
went from heap exploits specific to Doug 
Lea’s malloc in-band chunk metadata to 
all heaps and the “heap Feng-shui” co-
optation across all major memory allo-
cation algorithms and architectures. It 
went from Spectre and Meltdown being 
considered weird x86 bugs to 50+ fami-
lies of emergent behaviors affecting all 
modern superscalar CPUs.

You now witness the next step in 
this succession: from understanding 
the transient space of microarchitec-
tural optimizations as a locus of side 
channels to a general-purpose execu-
tion environment of its own, a weird 
machine par excellence. Read on and 
join the new age of emergent behavior 
exploration. More information and bib-
liography can be found at https://bit.
ly/3NEPf4y 

Sergey Bratus is an associate professor of computer 
science at Dartmouth College and its Distinguished 
Professor in Cyber Security, Technology, and Society. He 
is a former program manager at the Defense Advanced 
Research Projects Agency (DARPA), and wrote this piece 
during his tenure at the agency.a

a Distribution Statement “A” (Approved for Pub-
lic Release, Distribution Unlimited).

C O M P U T I N G S Y S T E M S A S we build them 
today tend to have a curious property: 
Some combinations of inputs and ex-
ternal events cause them to behave 
against their builders’ intent repeat-
edly and reliably. Techniques to make 
them behave so are called exploits. We 
say that an exploitable system is vulner-
able—and the exploit is a constructive 
proof of vulnerability. Distressingly, ex-
ploits appear to be ubiquitous in both 
the software and hardware of our com-
puting infrastructure.

Should exploits be a concern of com-
puter science theory? Can they tell us 
about fundamental properties of com-
puting rather than mere human errors 
of implementation? Or is there some-
thing about the fundamentals of com-
puting that makes exploits endemic to 
our very models of computation?

The accompanying paper presents 
one of the finest pieces of evidence that 
says yes, they should, and yes, they can. 
It joins a growing body of examples of 
endemic exploits and of exploits having 
expressive power of general-purpose 
programming, with computation mod-
els as deep as those of CPUs, ISAs, and 
ABI/APIs. The authors introduce just 
such a model arising from the essential 
complexity of modern CPUs, which is 
only obviously suppressible by rejecting 
that essential complexity and the per-
formance it delivers. With such results, 
we can see that exploitability is a deep 
computational property of the underly-
ing system, calling for a comprehensive 
theory response.

That theory response is long overdue. 
Empirically, it is as if any implementa-
tion of the intended computing func-
tionality invariably casts a long shadow 
of shocking yet repeatable emergent 
behaviors. These behaviors, rather than 
being sparse and fleeting, seem to in-
evitably form entire unintended but ro-
bust mechanisms that allow attackers 
to construct exploits despite multiple 
layers of security measures. It appears 
that no modern computing system 

ends up being only and exactly what it 
was meant to be.

In the not-so-distant past, exploits 
could be dismissed as crafty but ulti-
mately ad hoc and idiosyncratic inven-
tions, with no big lessons for the com-
puting theory or the natural science of 
its applications. In the 1990s and 2000s, 
the very existence of exploits seemed 
precarious, a mere unfortunate conflu-
ence of implementations—for example, 
of C/C++ functions activation frames 
containing both call stack return ad-
dresses and arrays prone to being over-
written by naively implemented string 
copy functions, and the x86 CPU stack 
memory being executable. It seemed 
a few well-poised changes to the hard-
ware and the compilers—although 
still economically non-trivial—would 
destroy the space where most exploits 
lived. Exploits seemed too platform-
bound and short-lived to need a theory, 
an engineering problem at best.

These times are now gone. Not only 
did the exploits demonstrate surprising 
portability and resilience, but it became 
clear their advanced techniques primar-
ily reuse the target’s own mechanisms 
and behaviors as designed, rather than 
some random and curiously deviant be-
haviors. It turned out the most effective 
exploit techniques leveraged the sys-
tems’ own abstractions on levels well 
above the ultimate binary executable—
gaining both portability to seemingly 
unrelated implementations and the 
reliability of already well-debugged and 
well-used code. Against these patterns 
of adversarial reuse of the target’s own 
computing models, no set of discrete 
countermeasures would suffice—at 
least, not without substantial theories 
that consider the designed-in though 
unintended interactions between mul-
tiple models and levels of computation.

You may wonder about the term 
“weird machines” in the paper’s title. 
It reflects the shift in the understand-
ing of exploitability’s root cause, from 
a programmer’s error to an endemic 

To view the accompanying paper,  
visit doi.acm.org/10.1145/3610722 rh
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Abstract
Side-channel attacks, such as Spectre, rely on properties of 
modern CPUs that permit discovery of microarchitectural 
state via timing of various operations. The Weird Machine 
concept is an increasingly popular model for characteriza-
tion of execution that emerges from side effects of conven-
tional computing constructs. In this work, we introduce 
microarchitectural weird machines (μWMs), code con-
structions that allow performing computation through the 
means of side effects and conflicts between microarchi-
tectual entities such as branch predictors and caches. The 
results of such computations are observed as timing varia-
tions in the execution of instructions that interact with these 
side effects. We demonstrate how μWMs can be used as a 
powerful obfuscation engine where computation operates 
using events unobservable to conventional anti-obfuscation 
tools based on emulation, debugging, and static and dy-
namic analysis techniques. We present a practical example 
in which we use a μWM to obfuscate malware code such that 
its passive operation is invisible to an observer with full pow-
er to view the architectural state of the system until the code 
receives a trigger. When the trigger is received, the malware 
decrypts and executes its payload. To show the effectiveness 
of obfuscation, we demonstrate its use in the concealment 
and subsequent execution of a payload that creates a reverse 
shell. In the full version of this work, we also demonstrate 
a payload that exfiltrates a shadow password file. We then 
demonstrate the generality of μWMs by showing that they 
can be used to reliably perform non-trivial computation by 
implementing a SHA-1 hash function.

1. INTRODUCTION
The ability to model and classify a program’s behavior is 
fundamental for a vast number of security-related tasks. It 
requires a form of emulator which implements a reference 
model of the target machine.

If this model deviates from the actual machine’s behav-
ior, key properties of many security mechanisms are violat-
ed. This can be exemplified by a proof-carrying code frame-
work1 that allows an arbitrary untrusted executable to run 
securely on a target platform. Security is established by the 

target system checking a proof provided along with the ex-
ecutable. The proof ensures the executable cannot perform 
any activity (or computation) outside of a formally specified 
policy. Any deviation between the expected and actual tar-
get system behavior effectively violates the proof.

Many security mechanisms are based on either guaran-
teeing that the program cannot perform an action from the 
deny-list, or can only perform actions from the allow-list. 
Examples of such mechanisms include model checking, 
formal verification, taint analysis, control flow integrity en-
forcement, malware detection, and sandboxing.

Program obfuscation2 is the general problem of trans-
forming programs to prevent reverse engineering or other 
forms of analysis. While it is commonly used to hide mal-
ware, it can also be used to conceal benign sensitive code 
in proprietary applications8 or to improve security.6 A strong 
obfuscation engine can be constructed if the obfuscated 
program uses features of the target platform that are out-
side of platform’s reference model used by the analyzer.

Recently, a number of papers introduced the concept 
of weird machines (WM)5,7,9 to formalize certain classes of 
exploits. According to this concept, an exploitable vulner-
ability not only provides access to otherwise protected data 
but creates a new computational model within the original 
program. Such models exhibit emergent behaviors that are 
complex and not intended by the original system design, 
often violating fundamental security properties. Weird ma-
chines based on this model can be programmed, and pro-
gramming is achieved with data that is passed to the vulner-
ability.

WM primitives can be used as powerful obfuscation en-
gines. Previous research demonstrated the presence of such 
primitives in common implementations of various software 
and hardware components. Programming these WMs does 
not require vulnerabilities. For instance, Turing-complete 
WMs were built using little-known artifacts inside the page-
fault handling hardware,3 ELF-loader,16 and exception han-
dler14 mechanisms. These WMs have inherent obfuscation 
capabilities. They use features of computer systems not 
identified as dangerous by antimalware software, and they 
are naturally difficult to analyze. To the best of our knowl-
edge, no universal WM detection approach has been pro-
posed.

In this paper, we establish a new type of WM imple-
mented using microarchitectural (MA) components of a 
CPU, their complex inter-component interactions, and how 
they affect the latency of common operations. We call such 
machines microarchitectural weird machines ( μ WMs). At a 

To view the accompanying Technical Perspective,  
visit doi.acm.org/10.1145/3656180 tp
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Hiding malware. Malicious functionality in sensitive ap-
plications can be easily obscured by implementing it us-
ing  μ WMs. Malware can avoid being detected by dynamic 
or static analysis tools if code sequences used in malware 
are implemented using  μ WMs. Moreover, doing so provides 
strong anti-debug protection since MA state is not visible by 
a regular debugger and is highly volatile. For the same rea-
son,  μ WMs can be used to implement a logic-bomb or trojan 
application,12 which appears benign but activates its mali-
cious functionality when triggered.

Preventing reverse engineering. Obfuscation techniques 
can be used to prevent reverse engineering applications for 
protection purposes. For instance, software developers may 
want to execute a secret algorithm on a third-party untrust-
ed machine without disclosing the algorithm’s internals.  μ 
WMs can be used for this purpose since reverse engineering 
requires an understanding of complex MA effects, which is 
a difficult task as we demonstrate later in this paper.

Preventing emulation.  μ WMs exploit unique features of 
a CPU’s internal components and their interactions, such 
as address conflicts and race conditions. Emulating such 
effects with acceptable precision is extremely difficult as 
it would require accurate reverse engineering of the target 
hardware platform. Currently, existing cycle-accurate sim-
ulations only provide an approximate performance model 
and do not contain the level of detail required to emulate  
μWMs. We propose to use  μ WMs as an emulation detection/
prevention tool, where computation can only be performed 
on real hardware.

Violating formal proofs, sandboxes, taint analysis, prevent-
ing forensics. Since currently existing analysis tools do not 
model the MA layer,  μ WMs can be used to perform activity 
outside of the security model. In addition, since  μ WM’s cur-
rent state is not located in regular memory but instead is en-
coded in the state of MA components, traditional forensics 
tools cannot be used to study  μ WMs.

2.2. Program obfuscation  
and the microarchitectural layer.
To illustrate the problem of program obfuscation, we con-
sider two entities: the obfuscator and the detector. The ob-
fuscator’s objective is to perform a desired computation, 
often with malicious intent, while evading detection. The 
detector aims to determine whether the target program ex-
ecutes or has the capability to execute such a computation. 
Please note we use the term “computation” in a broader 
sense, referring to a sequence of actions or state transitions 
performed by a machine. A detector needs monitoring ca-
pabilities such as the ability to execute a target program, 
pass data, and observe a machine’s state. Consequently, the 
obfuscator’s goal is to modify the desired computation to 
circumvent specific conditions that a detector searches for. 
In traditional obfuscation techniques, this is often achieved 
through a variety of code transformation techniques.4

The effectiveness of a detector relies significantly on the 
extent of its monitoring capabilities. A highly advanced de-
tector can possess complete visibility into the program’s 
memory and registers, allowing it to single-step the target 
program and accurately model the behavior of the underly-

high level, the computation is performed by executing regu-
lar instructions such as memory loads and stores, jumps, 
and conditional branches, and observing execution time. 
The  μ WM is constructed from three types of abstract com-
ponents. Weird registers (WRs) are data-storing entities 
implemented using states of MA components. Weird gates 
(WGs) are basic computation components which transform 
data stored in WR according to their logic. WGs use entan-
glement of various MA component states and their side ef-
fects, such as aliasing, evictions, and speculative execution. 
Weird circuits (WCs) are ensembles of WGs and implement 
more complex logic. We demonstrate that the proposed 
computation framework can be used to perform general 
purpose computations.

Since reverse engineering and binary analysis tools do 
not emulate MA components, we believe that our framework 
can be used as a universal approach for program obfusca-
tion. Moreover, even if detection tools include the MA layer 
of the system in their reference model, we argue that precise 
detection of WM computations is challenging due to their 
natural flexibility and differences across CPU architectures. 
In addition, we discuss how we found several surprising 
ways for  μ WMs to improve security. We believe this paper 
introduces a new research area by looking at components 
responsible for MA attacks from a different angle and study-
ing them from the perspective of computation artifacts.

2. BACKGROUND AND MOTIVATION
All current processors can be specified at the architectural 
and microarchitectural layers. The architectural layer is 
defined by the ISA and represents the machine state com-
posed from CPU registers, instruction pointer, and address-
able memory. Programs interact with it directly by execut-
ing instructions. It is well documented and can be formally 
specified.13 This layer is implemented by internal microar-
chitectural components that compose the microarchitec-
tural layer. This layer is not directly accessible to programs. 
Modern-day CPUs incorporate a large number of perfor-
mance optimization mechanisms, such as caches, prefetch-
ers, and various buffers. Many of these mechanisms have 
internal data structures with a complex state space.

While the presence of these mechanisms is a well known 
fact, little data is available on their internal structure and op-
eration apart from the textbook-level description. Moreover, 
outside of their effects on the execution time, these mecha-
nisms are completely transparent to programs executing on 
the CPU. Yet, programs are capable of implicitly manipulat-
ing MA components by performing regular activity. This 
property is used in traditional MA side-channel attacks. For 
instance, a memory access having an address dependency on 
sensitive data triggers a change of state inside the CPU cache. 
The attacker can then probe the state and infer the secret 
data. This basic principal forms the foundation of  μ WMs.

2.1.    μ WM use cases. 
Considering the diverse range of applications for program 
obfuscation, including non-offensive purposes, ( μ WMs) 
can be used in various scenarios. Next, we present a selec-
tion of these use cases.
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ing machine. While accurately modeling the machine’s be-
havior at the architectural layer is achievable, modeling all 
aspects of the microarchitecture is currently infeasible.

Considering this, the microarchitectural layer emerges 
as a promising candidate for constructing an obfuscation 
framework. First, it provides a rich state space due to nu-
merous structures implemented at the MA layer. Second, 
MA states are affected by programs executing on the ma-
chine, making it programmable by executing regular code. 
Third, the MA layer is usually not well documented, making 
it very difficult or impossible to create a perfect model.

Later in the paper we demonstrate how simple elements 
of the MA can be discovered, modeled as finite-state ma-
chines (FSMs), and manipulated to create basic computa-
tional primitives. Note that it is not necessary for this model 
to be a complete and full representation of the MA layer. In-
stead, the attacker can reverse engineer only a few compo-
nents and manipulate them to evade detection.

Speculative execution is a common feature in proces-
sors which allows the CPU pipeline to perform conditional 
computations before the values of the conditions are fully 
determined. In particular, the pipeline relies on predictions 
from components such as branch predictors to guess the 
most likely instruction sequence and executes it immedi-
ately. If the prediction later is deemed incorrect, the CPU 
performs a roll-back and continues execution with the cor-
rect instruction sequence. However, during such erroneous 
execution, instructions from the mispredicted instruction 
sequence are allowed to make changes in MA components. 
This feature provides unique functionality for constructing  
μ WMs. It allows the creation of a divergence between the ar-
chitectural and microarchitectural state of the machine. In 
particular, to implement a  μ WM, the malicious executable 
may intentionally trigger a branch misprediction causing 
some instructions to be erroneously executed in specula-
tive execution mode. Due to the eventual roll-back, these in-
structions will not trigger any state changes at the architec-
tural layer; however they will cause state transitions at the 
microarchitectural layer. As a result, an analyzer with full 
visibility of the architectural state of the machine cannot 
detect malicious computation if its critical components are 
implemented via MA state transitions during an erroneous 
speculative execution.

3. WEIRD REGISTERS AND GATES
In this section we introduce the concepts of weird regis-
ters and weird gates, basic building blocks for constructing  
μWMs. The former are used to store data during the WM’s 
computations and are constructed from implicit manipula-
tions of microarchitectural components. The latter repre-
sent a minimal functional unit of the WM, processing data 
in its registers.

3.1. Weird registers.
Any machine or subsystem thereof that has computational 
capabilities can be formalized as an abstract finite state 
machine   M =  (  S, Σ, δ )    , where  S  is a finite set of states,  Σ  is 
the input alphabet, and  δ : Σ × S → S  is a transition func-
tion. Each state   s  i   ∈ S  represents a unique configuration of 

all of the machine’s internal components. While this level 
of detail may seem impractical, it is possible to simplify 
complex FSMs by limiting the number of observable states. 
This simplification creates a new FSM with a reduced num-
ber of states, input symbols, and a simpler transition func-
tion. However, this simplified FSM still encapsulates the 
computational logic inherent in the original machine. For 
instance, if the focus is on analyzing cache events, it may be 
beneficial to consider analyzing the cache FSM rather than 
treating the entire machine as an FSM.

We refer to such simplified FSMs as sub-FSMs or sFSMs. 
These sFSMs are employed to capture and represent spe-
cific behavior within a more complex system. We use these 
sFSMs to construct simple computational devices that will 
be used for obfuscation. Specifically, they are used to imple-
ment data storage primitives represented by WRs and com-
putational primitives represented by WGs. We begin our 
discussion by explaining the construction of a WR.

By definition, a sFSM does not have full information 
about the original machine  M , but it is useful for analyzing 
a specific aspect of the machine. Suppose there is a MA re-
source that we want to use as a storage entity and construct 
a WR  r , for example the CPU data cache. We first select some 
variable, var, in the program’s memory. Then a simple sFSM   
M  r   =   (    S  r  ,  Σ  r  ,  δ  r   )     can be defined with a small set of observable 
states   S  r   . For instance, we reduce the state space associated 
with var to only two states. Let those states be   S  r   =   {    s  0  ,  s  1   }    
.   M  r    is in state   s  0    when var is not cached and is in   s  1    when 
var is cached. It is possible to construct a more intricate 
FSM by taking into account other aspects of the cache such 
cache level and Least Recently Used (LRU) status. We choose 
not to do so in this work. The state-transition logic for this 
sFSM is simple. When the variable var is accessed, the   M  r    
transitions to state   s  1   . When var is flushed from the cache 
through the execution of the clflush instruction, the sFSM 
transitions to state   s  0   . These transitions occur irrespective 
of the current state of the sFSM. This establishes the input 
alphabet   Σ  r    for   M  r   . In particular,   σ   r  0     = flush(var) and   σ   r  1     = 
access _ mem(var). Then   δ  r    accepts symbols of this alpha-
bet and triggers state transitions as previously described. 
This allows us to implement a weird register, a basic 2-bit 
microarchitectural storage primitive which uses the CPU 
data cache for storage. We refer to this register as DC-WR for 
“data cache weird register.”

The state of the DC-WR is read by timing the number of 
CPU cycles it takes to access the chosen memory location. 
Please note that reading DC-WR register state is an invasive 
operation. It causes   M  r    to transition to state   s  1   . Therefore we 
introduce an additional signal,   σ   r  2     = read(r) for the corre-
sponding sFSM. Processing the read instruction (passing   σ   r  2     
) causes the same state transition as   σ   r  1      previously defined 
but has the side effect of storing the access time in a CPU 
register. We define  r  to have a logic value of 0 when it is in 
state   s   r  0      (not cached) and to have logic value 1 when it is in 
state   s   r  1      (cached). It takes fewer CPU cycles to load var when 
it is in cache. Therefore, we determine the logic value of  r  
by executing the read(r) instruction which has the side ef-
fect of placing that timing in an architecturally visible CPU 
register. If the load time is greater than a certain threshold 
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logic 0 is registered, otherwise it is logic 1.
L1 cache state is one of many computer subsystems with 

microarchitectural resources that can be explicitly or im-
plicitly manipulated into states that can be made architec-
turally visible by means similar to the DC-WR. Table 1 pro-
vides some examples of WR that can be constructed using 
these other subsystems. In addition to using MA subsystems 
that have internal storage functionality, WRs can be imple-
mented through modulating contention on MA resources. 
Examples of such WRs include registers based on mul in-
structions and the Reorder Buffer (ROB) listed in the table.

The concept of a WR can also be applied to formally ana-
lyze microarchitectural covert and side channels.18 To con-
struct a covert channel, the sender and receiver repeatedly 
write and read the same WR. A side channel is formed when 
a victim program unintentionally writes to a WR, which is 
subsequently read by an adversary. We believe many micro-
architectural covert or side channels can be abstracted as a 
WR and therefore can potentially support  μ WM execution.

In addition to the data storage capabilities, WRs possess 
distinct properties that prove valuable in the context of ob-
fuscation.

Volatility. Many states of microarchitectural entities are 
ephemeral in nature and exist only for a brief duration. For 
example, one can create a WR from two states of a limited 
pipeline resource, such as a multiplication unit, which can 
be in two contention states: high and low. This register will 
hold its value for several cycles and then default to the value 
associated with low contention.

State decoherence. Reading a WR can destroy its value 
since the reader interacts with the MA resource, for example 
by accessing memory and measuring the latency. Note, that 
other normal system activity can also interfere with the cor-
responding MA resource and destroy data in the WR. This 
property makes it challenging for a potential analyzer to ob-
serve  μ WM’s state and apply forensics techniques.

Entanglement. Many MA resources are intricately inter-
connected, often in non-obvious ways. For instance, assign-
ing a value to a data cache-based WR requires the execution 
of code, for example, a mov instruction. This in turn triggers 

activity in the instruction cache. Consequently, interacting 
with data-cache WRs can impact other WRs implemented 
using instruction cache. While this may initially be per-
ceived as an unwanted side effect, such interference gives 
rise to distinctive emergent properties. We leverage this 
property later in the paper to construct WCs.

3.2. Weird gates. 
The WG abstraction builds on that of the WR. WGs are ba-
sic elements of computation that exploit connection be-
tween different MA entities and their corresponding WRs. 
A WG is a code construction that implicitly invokes an ac-
tivity in MA components in which the state of one or more 
WR (input WR) conditionally changes the state of one or 
more WR (output WR) thus performing computational log-
ic. The WGs we discuss in this paper can be viewed as the 
implementation of logic gates such as AND, OR, and NAND. 
The WG abstraction includes more complex constructs 
that do not necessarily have two level logic output. We 
have experimentally verified operation of such gates, but 
we choose to leave their description to future work. Among 
the WGs for which we provide experimental results in Sec-
tion 6 are NAND gates. This suffices to demonstrate univer-
sality of WGs as it is known that any arbitrary logic gate 
may be constructed using NAND gates. We have proofs of 
Turing Completness of  μ WMs that fall outside the scope 
of this article.

3.2.1. Weird AND gate.
One of the simplest WGs we demonstrate in this paper 
is a gate that implements a logical AND operation which 
ANDs two input weird registers. In particular, we use WRs 
implemented based on the branch predictor and instruc-
tion cache as input. The WG’s pseudocode and operation 
flow-chart are presented in Figure 1. Please note that for 
simplicity we combine gate code together with input WR 
assignment operations in a single function. In real  μ WMs, 
these will be performed separately. Operation of the gate 
is based on the following set of observations. The branch 
predictor can either correctly or incorrectly predict the di-
rection of a conditional branch instruction. This depends 
on the branch direction history. When the direction is in-
correctly predicted, erroneous speculative execution is ac-
tivated. It is possible to intentionally mistrain the branch 
predictor to do so at a desired time. One can make a branch 
execute in the taken direction multiple times followed by 
a single execution in the not-taken direction. During the 
final execution, the branch predictor mispredicts and trig-
gers erroneous speculative execution. To prevent the CPU 
from detecting the misprediction and terminating specu-
lative execution quickly, the data that is used for determin-
ing branch direction must be evicted from cache. There 
is another condition required for speculative execution 
to proceed. The code from the mispredicted direction of 
the branch must be in instruction cache (IC). Otherwise, 
the CPU will generate an IC miss and wait for the code to 
become available. If the delay is long enough, the branch 
misprediction will be detected and speculative execution 
terminated in the meantime. On the contrary, if the code 

Table 1. Examples of WR using various MA resources.

Primitive Write bit (0 or 1) Read bit

d-cache 0: clflush(var), 
1: ld var 

measure cycles to access variable

i-cache 0: flush(code), 
1: call code 

measure cycles to execute code

ROB contention 0: execute nop instructions, 
1: execute instructions  

with dependencies

execute any instructions and 
detect stalls

mul func. units 0: execute nop instructions,
1: execute mul instructions 

measure cycles to execute mul

Branch direction 
predictor 11

0: train conditional branch to 
predict non-taken, 

1: train conditional branch to 
predict taken

execute branch non-taken and 
measure cycles

BTB10 0: execute jmp from A to B,
1: execute jmp from A to C

measure cycles to execute jmp 
from A to B

Intel VMX 0: execute nop instructions,
1: execute VMX instructions 

measure cycles to execute a 
single VMX instruction
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converted into an OR gate if the code is modified in such a 
way that triggers memory access to the variable out _ c ei-
ther when code is cached in IC or when the branch predictor 
is properly trained. For more details please refer to the full 
version of our paper.

In addition to the aforementioned gates, we composed 
and studied other logical gates. We were able to create 
several kinds of gates that work with a high degree of ac-
curacy. Table 2 provides an overview of performance and 
accuracy for a representative sample of such WGs. Note, 
Table 2 also includes TSX-based gates that we discuss in 
the next section. We provide additional evaluation details 
in Section 6.

4. WEIRD CIRCUITS
WGs described in Section 3.2 enable a basic framework for 
constructing  μ WMs. A computation is first expressed as a 
boolean circuit and then divided into a sequence of indi-
vidual register and gate operations. This model of opera-
tion requires the outputs of each gate to be read from the 
output register into the architectural state of the program 
before it can be sent to the next gate’s input. For the WRs 
implemented using the data cache, reading the intermedi-
ate state is done by measuring the load time in CPU cycles to 
access the corresponding memory location via the rdtscp 
instruction. Then the state is written into a WR that is used 
as input for the next gate. There are several disadvantages to 
this approach. WR reading and writing operations require 
adding instructions to the base program which reduces 
performance. Moreover,  μ WM composed in such a way are 
less suited for obfuscation since the intermediate state of 
the  μWM is stored in architectural memory. An advanced 
analyzer may be able to detect malicious patterns in state 
transitions of the architecturally visible program or inside 
the program’s memory.

Both of these limitations can be addressed by perform-
ing contiguous computation within MA state instead of us-
ing architectural state to enable the dataflow between weird 
gates. The goal is to enable contiguous ensembles of WGs 
that implement more complex binary functions than indi-
vidual gates without saving the intermediate state in archi-
tecturally visible memory. We refer to such ensembles as 
weird circuits. In a WC, data is copied into the MA layer only 
once, and then a series of WGs are activated in such a way 
that the output of one gate serves as input for another gate. 

is in IC, these instructions will execute and change the MA 
state. This race condition enables the implementation of 
fundamental conditional logic and serves as a fundamen-
tal building block for WGs.

The first input weird register for the gate is a WR imple-
mented using the branch predictor state associated with the 
gate’s if statement (line 11). We refer to it as BP-WR. The 
BP can be trained into one of two states. In state 0, the BP 
will be trained to not speculatively execute a block of code 
(line 14). In state 1, it will execute the code. In the pseudo-
code from Figure 1, setting the BP-WR to state 1 is shown 
as train _ bp _ nt(). The NT stands for not taken, training 
the branch predictor to the not taken state causes the specu-
lative block to be executed. train _ bp _ t() sets the BP-
WR to 0 since the BP taken state causes the speculative code 
to not be executed. Our Weird AND gate uses this BP-WR as 
one of its two inputs.

The output of our AND gate is in a DC-WR associated with 
a variable out _ c. The body of the if statement (not taken 
branch) contains a memory access to this variable. If the BP-
WR is in state 1, then the speculative execution is activated, 
and the state of the DC-WR will be set to 1 (in cache). We 
always set the DC-WR to 0 by flushing out _ c from cache 
prior to gate execution.

The second input WR to our AND is an instruction cache 
WR (IC-WR). The code for the speculative block containing 
the DC-WR access is either in the instruction cache (state 
1) or that code is not (state 0). Due to the limited duration 
of the speculative window, if the code is not in the IC then 
it will not be executed. When we combine these two input 
WRs, we see that the DC-WR memory access will only occur 
if both BP-WR and IC-WR are set to 1.

Note that the operation of this gate is architecturally in-
visible. While the inputs and outputs are visible, the actual 
AND logic makes no call to any kind of CPU AND instruction. 
The part of the WG that modifies the DC-WR state only oc-
curs in speculative mode which has no architecturally vis-
ible effects.

3.2.2. Other weird gates.
Using the approach presented above, it is possible to imple-
ment other logic gates. For instance, the AND gate can be 

1 br_dir,out_c = 0;
2 and(in_a, in_b) {
3 if (!in_a)
4 clflush(if_body);
5 if (!in_b)
6 train_bp_t();
7 else train_bp_nt();
8 // set output to 0
9 clflush(out_c);

10 clflush(br_dir);
11 if (br_dir)
12 // 64-byte align
13 if_body:
14 out_c = 42;
15 }

(a)

br_dir cache miss

spec exec if’s body

i-cache hit?

out_c = 42

wait

br_dir arrives

continueroll-back
and repeat

abort

NT
T

YN

Y N

(b)

spec exec bypass

get BP

pred correct?

Figure 1. Pseudocode of an AND WG (a) and its workflow (b).

Weird Gate Iterations 
Execution 
Time (s) Executions/Second Accuracy

AND 1M 15 66,666 100%

OR 1M 57 17,543 98%

NAND 1M 13 76,923 100%

AND_AND_OR 1M 81 12,345 99.4%

TSX_AND 1M 0.591 1,692,047 98.5%

TSX_OR 1M 0.591 1,831,501 97.9%

TSX_ASSIGN 1M 0.42 2,380,952 98.5%

TSX_XOR 1M 16.6 60,020 99.2%

Table 2. Performance and accuracy of representative WGs.
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XEND instruction with no error, then all effects from ex-
ecution (such as memory reads and writes) are committed 
and become visible on the architectural level. If an error 
or fault occurs during the transaction, then the executed 
code is rolled back such that there are no architecturally 
visible effects and the CPU continues execution at an ad-
dress specified as an argument to the XBEGIN which is typ-
ically a fault handler.

However, as indicated by prior work,15 the execution is 
not stalled immediately. The pipeline continues to execute 
instructions even after the fault. This introduces a new 
source of speculative execution which we use for WG con-
struction. MA side effects from this speculative execution 
are not rolled back upon leaving the TSX code. Many condi-
tions, such as page faults and divide-by-zero operation, will 
cause a TSX transaction to abort.

We create a window of speculative execution simply by 
including a divide-by-zero error in each TSX block. In our ex-
periments, we observed that the transaction blocks exhibit 
a longer and more stable window of speculative execution 
than BPU mistraining. At the same time, multiple TSX-based 
WG can be strung in a row such that they compose a more 
complex WC that performs calculations in a serial fashion 
with no architecturally visible intermediate results. They 
also make it impossible for standard debugging techniques 
to be used for observing the operation of a TSX-based WC. A 
requirement of the transaction interface is that no part of the 
transaction becomes architecturally visible unless the entire 
transaction completes with no other thread accessing mem-
ory used in the transaction. If an external debugger were able 
to observe what was happening in a transaction block, that 
would by definition be a side effect and would cause an abort. 
The debugger would see the XBEGIN instruction, then the 
next instruction would be the beginning of the abort handler.

Our TSX-based weird gates are based on the observation 
that the duration of speculative execution occurring inside 
a TSX code block upon a fault is limited. This creates a race 
condition. Assume a code sequence consisting of three in-
structions, i1-i3, that are executed inside a TSX transac-
tion block with a fault. In this case, whether or not these 
instructions have a chance to execute and alter the MA state 
depends on their performance. For instance, if instructions 
do not have any memory dependencies, their execution 
time is low and they are likely to be executed. If they require 
data from RAM, their execution time is unlikely to fit inside 
the speculative window. This phenomenon creates a basic 
primitive needed to construct logic gates. We can introduce 
dependencies between instructions by grouping them using 
arithmetical operations. For example, in the code sequence 
below, the last instruction will be able to issue a store re-
quest and modify the MA state only if variables d0 and d1 
are both cached. This effectively creates an AND weird gate 
with DC-WR registers as input and output.

i1: mov d0, %r1; 
i2: add d1, %r1; 
i3: mov (%r1), %r2;

Figure 2 contains pseudocode for a sample TSX WC which 
simultaneously calculates two logical operations, AND and 

The intermediate data is stored inside WRs for the duration 
of the WC activation.

To describe how WCs are formed and operate consider a 
minimal WC consisting of two AND gates connected in series 
and implementing a binary expression c = a & b & a. 
Assume WRs a, b, and c are implemented as in Section 3.2.1. 
Since a and b are purely input WRs and c is a purely output 
WR, the binary expression can be rewritten in the following 
way: c = a & b; b = c; c = a & b. In this way, the bi-
nary expression is translated into a sequence of basic opera-
tions, individual gate activations, and WR-to-WR transfers. 
To make this computation possible without copying the in-
termediate state into the architecturally visible memory, our 
WC needs to have two properties:

P1: Individual WG operations need to be contiguous. 
This means that activating a gate one time does not affect 
its consequent behavior.

P2: Transferring values between different registers must 
be possible to exchange values between input and output 
registers.

Previously described WGs lack both of these properties. 
First, the gates use branch predictor mistraining to acti-
vate erroneous speculative execution required to create the 
necessary race condition. The mistraining becomes chal-
lenging for multiple consequent gate activations. Modern 
branch prediction units (BPUs) are known for accurately 
predicting complex branch patterns. When the WG code 
attempts to repeatedly mistrain a certain branch, the BPU 
quickly learns this pattern and begins predicting the branch 
direction correctly. This violates P1.

P2 cannot be fulfilled due to the use of WRs of different 
types and the lack of hardware interfaces to transfer the 
state between separate MA entities. For example, consider 
a case when we need to assign the value of c implemented 
as a DC-WR to another WR b, implemented as a BP-WR. In 
this case, we need to conditionally train the BPU depend-
ing only on the state of another MA entity: the data cache. 
Unfortunately there is no simple way to achieve this. At the 
same time, transferring the state within a single MA entity 
appears possible. Suppose we have two DC-WR e and f im-
plemented using variables d0 and d1 correspondingly. By 
storing the address of d1 in d0 we can implement a basic WR 
assign functionality (e = f). It is done by simply dereferenc-
ing the pointer (*d0) while in speculative execution. Under 
the race condition, variable d1 will be accessed only if d0 is 
cached, enabling the conditional assign operation.

To overcome these challenges, we need to implement a 
new WG mechanism that does not rely on BPU mistrain-
ing and uses WR of the same type for all input and output 
gates. While alternative implementations are possible, for 
this paper we focus on the WCs we implemented based 
on Intel Transactional Synchronization Extensions (TSX) 
technology. Introduced in the Haswell microarchitecure, 
TSX provides CPU-level transactional memory operations 
using XBEGIN, XEND, and XABORT instructions. When a 
running program issues the XBEGIN instruction the CPU 
enters a transactional mode in which operations are ex-
ecuted until either the XEND instruction is encountered or 
an error condition occurs. When the CPU encounters an 
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OR, in a single WC based on the principle that cache status 
of operands to addition will determine whether the addition 
will be performed. In this pseudocode d0..d4 are variables 
that implement DC-WRs. Absence from cache representing 
logic 0 and presence in cache is logic 1. Line 2 initializes all 
the DC-WR to logic 0 by flushing the memory to which they 
point. In lines 3 and 4, the architecturally visible inputs A 
and B are read into d0 and d1. The division-by-zero guaran-
tees that the code inside the TSX block will execute inside 
erroneous speculative execution mode. Lines 8 and 9 imple-
ment the OR logic of the WC. If either d0 or d1 are cached 
(logic 1), the CPU will be able to calculate the address point-
ed to by d3 and dereference it during the speculative execu-
tion window. If both of them are not cached (logic 0), specu-
lative execution will terminate before the memory access 
begins. Note that the architectural value stored at addresses 
pointed by d0 and d1 can be set to 0. Line 10 implements the 
functionality of logic AND. To successfully make a memory 
access to the address pointed by d2, both of the input WRs 
must be cached (logic 1).

After the WC has executed, we read the WR values into 
visible memory. We want to avoid having the rdtscp in-
structions visible to an observer. We therefore perform the 
timed memory load inside a TSX transaction. An adversary 
attempting to observe the process of reading the WR will 
cause that transaction to abort, which destroys the value of 
the WRs and leaves the architecturally visible outputs Q0 
and Q1 set to 0. Intentionally causing such aborts to disrupt 
malware weird circuits hidden in a legitimate program is 
an interesting line of future work. It will, however, interfere 
with proper execution of the legitimate program if done in 
a naïve way.

We implemented a number of different logic gates using 
the TSX approach. A list of these gates, including the XOR 
gate, and their performance data is shown in Table 2. The 
XOR gate is specifically useful as it can be used in simple 
one-time-pad (OTP) schemes to encrypt/decrypt data.

5. APPLICATIONS OF WEIRD CIRCUITS
In previous sections we explored the design and implemen-
tation of simple WCs that demonstrate the ability to create 
functionally complete, microarchitectually invisible bool-
ean WCs. In this section, we will first demonstrate weird 
obfuscation (WO), a malware obfuscation system that uses 
a more complex WC. Then, we will examine in greater depth 
the multi-gate TSX-based weird XOR circuit used by the WO 
system. Finally, we will demonstrate an implementation of 
SHA-1 that uses weird circuits.

In this section we describe the operation of our WO sys-
tem and how we use this system to obfuscate malware code. 
We show that the malware’s passive operation is invisible to 
an observer with full power to view the architectural state of 
a system until the code receives a ping with a special trigger 
value in the body. When the trigger is received, the malware 
decrypts and executes its payload. We will demonstrate the 
use of our WO system to conceal and then execute a payload 
that creates a reverse shell. In the full paper, we also demon-
strate shadow password exfiltration.

In our scenario, we take on the role of an attacker who 
has managed to get an advanced persistent threat (APT), 
such as a trojan horse, installed onto a computer running 
inside an adversary’s network. Our adversary, the defender, 
has the ability to view all architectural state of the infected 
computer. Our adversary has the power to run our infected 
program in a debugger or other dynamic analysis tools. We 
hope this work will inspire future work for development of 
static analysis tools that will detect and characterize  μ WM 
in programs such as our APT, but as discussed in Section 1, 
those tools do not yet exist. We therefore do not give our ad-
versary abilities granted by those theoretical tools.

When constructing our APT, we first take the payload, 
choose a random 128-bit AES key, encrypt the payload with 
that key, and store the encrypted payload in the structure 
shown in Figure 3 a) starting at bit 324. We then place a spe-
cially crafted jmp instruction at bit 164 followed by the AES 
key. Next, we create a random one-time-pad of length 160 
bits and XOR each bit of the pad against the bits of the mem-
ory structure starting at bit 164. This has the effect of “en-
crypting” the jmp instruction and the AES key against the 
one-time-pad. The 160 bit one-time-pad will later be used as 
the trigger value that will cause our malware to enter its ac-
tive phase. We complete the preparation by filling the first 
160 bits of the structure with random data followed by an 
illegal divide by zero instruction, then copying the entire 
structure into the body of a TSX block.

Our APT is malware hiding in a program that receives 

1 #define ADDR(dx) // returns address pointed by dx
2 flush(*d0, *d1, *d2, *d3);
3 if (A) { tmp = *d0; } // d0 := A
4 if (B) { tmp = *d1; } // d1 := B
5 TSX_AND_OR { // Execute Weird Circuit
6 XBEGIN;
7 tmp = tmp / 0; // abort transaction
8 tmp = *(*d0 + ADDR(d3)); // d3 := d0
9 tmp = *(*d1 + ADDR(d3)); // d3 := d1
10 tmp = *(*d0 + *d1 + ADDR(d2)); // d2 := d0 & d1
11 XEND;
12 }
13 // read output
14 XBEGIN;
15 t1 = rdtscp();
16 tmp = *d2;
17 t2 = rdtscp();
18 tmp = *d3;
19 t3 = rdtscp();
20 Q0 = (t2 - t1) < TIMING_THRESHOLD
21 Q1 = (t3 - t2) < TIMING_THRESHOLD
22 XEND;

Figure 2. Pseudocode for TSX weird circuit that computes 
(Q0←A∧B, Q1←A∨B).

random random
0 32 160 164 324

jmp()

(a)

(b) AES key

xor(trigger) aes128()

divz DECRYPTED_PAYLOADxor-encrypted JMP/AES key

divz xor-encrypted JMP/AES key aes-encrypted payload

Figure 3. wm _ apt layout a) at start and b) after valid trigger.
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pings. Each ping body is used as an XOR key to transform 
the memory labeled xor-encrypted JMP/AES key in Fig-
ure 3 and overwrite the bits labeled random. Bits 32-160 are 
then used as an AES key to decrypt the payload at the end 
of the memory region. Finally, the entire region is mmap’d 
and executed inside a TSX block. If the secret key in the ping 
body was correct, it creates a jmp instruction leading to the 
target function that will begin execution of the decrypted 
payload. When the pad and AES keys are correct, the pay-
load will execute properly and open a reverse shell to the at-
tacker.

During the silent phase, before the attack is triggered, 
the affected machine may receive many pings. When a re-
ceived ping does not contain the trigger value, the first 160 
bits of the TSX block will contain a bad AES key resulting 
in garbage values in the decrypted payload, and no jmp in-
struction. Instead of properly jumping over the contents of 
the AES key and divide-by-zero instruction, this incorrect-
ly-decrypted region is executed as is. This will generally 
cause a near-immediate fault but is guaranteed to fault by 
the time it reaches the tmp = tmp/0 instruction at bits 
160-164. This fault is then rolled back since it is inside a 
TSX block, and the program continues to wait for the next 
ping trigger.

All critical parts of this APT operate in TSX blocks, which 
are not directly observable by a debugger. In addition, the 
one-time-pad “decryption” of the AES key is performed by a 
TSX-based XOR WG that has no architecturally visible inter-
mediate values. The analyzer will not see any part of the pay-
load until the trigger has been successful and the payload is 
already running.

Execution of the logic gates underlying the TSX-based 
XOR, as previously discussed, is not 100% accurate. Practi-
cally, this means each trigger must be evaluated by the APT 
multiple times. We chose this evaluation multiple to be 10. 
In our implementation, the APT is able to process pings 
in real time with inter-arrival times up to 500ms. Table 
shows the distribution of the number of pings required to 
successfully decrypt and execute the reverse shell malware 
payload in 100 experiments. It takes on average 6 attempts 
(6 pings) to successfuly XOR all of the 160 bits and execute 
the payload.

5.1. SHA-1 implementation.
We chose a hashing algorithm to be an illustrative high-
level algorithm with which to demonstrate partially archi-
tecturally visible  μ WM for a number of reasons. A crypto-
graphic hashing function provides a challenging case for  
μWM which have components with less than 100% accuracy. 
Due to the nature of cryptographic hashes, single bit errors 
that occur during computation are magnified which makes 
SHA-1 a challenging test case. Another reason we chose a 
hashing algorithm is that our WC version can be used to 
replace the hash function in the architecturally visible mal-
ware obfuscation system due to Sharif et al.17 on which one 
of our example  μ WM-based malware obfuscation systems is 
loosley based.

We call our our SHA-1 implementation “partially archi-
tecturally visible” because, while many interim values are 

stored in architecturally visible memory, all of the actual 
SHA-1 computation is performed by  μ WM. For example, 
when the algorithm requires adding two numbers, no CPU 
add instructions are executed. The implementation per-
forms the addition using a full adder constructed from 
two discrete weird XOR gates and a composed weird AND _
AND _ OR gate. During execution, the output of the weird 
XOR gates is temporarily stored in memory as is the output 
of the weird AND _ AND _ OR. In our initial implementa-
tion, 41.9% of the intermediate results were architecturally 
visible.

As discussed in previous sections, many of our weird 
gates have a high degree of accuracy, but in very long runs 
errors do occur. Our SHA-1 implementation uses redundant 
gate executions to provide the requisite accuracy. This is ex-
plained in greater detail in the full version of this work.

We ran a series of 10 experiments in which each experi-
ment consisted of an execution of the SHA-1 implementa-
tion. For these experiments, we chose conservative redun-
dancy parameters favoring accuracy over speed. Each of 
those experiments produced a correct hash. Each execution 
took around 26 minutes.

6. EVALUATION
In this article, we give a brief summary of our evaluation 
of some WGs and WCs we constructed. Details of meth-
odology and further results appear in the full paper. One 
of the challenges for a developer programming with WGs 
is that successful execution of each WG depends on mi-
croarchitectural state that is not generally obvious to a 
developer. We created a framework, essentially a WC com-
piler, for building WCs we call skelly that abstracts away 
the the state of the microarchitecture. This framework 
is a static library that provides basic logic functions in c 
such as int and(int a, int b); and automatically 
takes care of such considerations as intentional i-cache 
misalignment and optimization of number and position 
of NOP sleds needed for gate stability. skelly also offers 
optional redundancy features, which we used in our SHA-1 
implementation. We used this framework to evaluate all 
WGs and WCs mentioned in this paper. For evaluation, 
we enabled architecturally visible output in the form of 
load times in CPU cycles on output data cache-based WRs. 
The load times map to logic values such that load times 
less than about (depending on gate) 100 cycles indicate a 
logic 1 and more than 100 cycles indicate a logic 0. This 
is because a short load time indicates something is in 
cache, which we defined to be logic 1 as described earlier 
in this article. The experimental results for our TSX WGs 
are the result of 64 000 executions per gate with random 
gate input. We found these gates to have high    (   > = 93 %  )     
accuracy, which is shown in Table 3. Table 4 shows some 
statistics on how many CPU cycles are required to load the 
output WR from the TSX XOR gate. As expected, when the 
inputs are    (  0, 0 )     and    (  1, 1 )     the load times are  > 100  CPU cy-
cles and when the inputs are    (  0, 1 )     and    (  1, 0 )     the load times 
are  < 100 . Figure 4 shows the Kernel Density Estimations 
(KDEs) of the load times for TSX-AND. A KDE is similar to 
a smoothed histogram charting the probability that it will 
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take a given number of cycles to load the output WR. Prob-
abilities well separated by a threshold value provide a visu-
alization of gate stability. KDEs from four experiments of 
the same type are plotted on the same axis showing simi-
lar distributions between experiment runs. In evaluating 
the branch predictor / instruction cache-based AND & OR 
we performed 320 000 operations per gate type using ran-
dom input. These WGs are extremly accurate    (   > 99 . 999 %  
)     as shown in Table 5.

7. CONCLUSION
We have introduced the concept of  μ WMs, a methodol-
ogy for harnessing the computing capability provided via 
the unspecified aspects of CPU microarchitectures. We 
described a framework for programmatically storing and 
operating on MA state as WRs and WGs respectively using 
several MA components. We demonstrated the practical-
ity of  μ WMs by creating a microarchitecture-sensitive logic 

bomb as well as the implementation of a reasonably com-
plex cryptographic algorithm, SHA-1. We believe that our 
work merely uncovers the tip of the iceberg and that  μ WMs 
will have strong applications in both offensive and defen-
sive adversarial scenarios in the future. 
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Table 3. TSX WG accuracy.

Gate Correct Ops TSX Aborts Total Ops Mean Accuracy

AND 62880 7 64000 0.98

OR 61922 9 64000 0.97

AND-OR 61152 12 64000 0.98

XOR 59259 8 64000 0.93

Table 4. TSX-XOR Output WR load time (CPU cycles).

Input Min Q1 Med Q3 Max Std Dev Mean

0,0 31 220 222 228 20323 963.35 432.87

0,1 31 34 36 37 15656 360.44 75.40

1,0 31 34 36 37 16525 344.31 71.67

1,1 31 212 222 226 19200 883.15 382.07

Table 5. BP / i-cache WG accuracy.

Gate Operations Correct Mean Accuracy

AND 320000 319994 0.999982

OR 320000 319988 0.999963

Figure 4. Output WR load time KDE for TSX AND.
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Technical Perspective
Mirror, Mirror on the Wall,  
What Is the Best Topology of Them All?
By Michela Taufer

circuit boards (PCBs), thus very inex-
pensive. Only traces that leave a board 
are connected to discrete switches, so 
the number of switched traces is im-
mediately halved in a 2x2 board and 
quartered in a 4x4 board, which is a 
significant cost savings. The lower cost 
per link can satisfy high-bandwidth re-
quirements; installing many parallel 
connections can achieve multiple TBs 
of bandwidth at a reasonable system 
cost. The paper shows simulation re-
sults evaluating various AI workloads 
in detail, showing that price and per-
formance gains also translate to com-
plex workloads.

The authors demonstrate how a sys-
tem deploying the HammingMesh to-
pology can deal with failures and vary-
ing job allocations. Node and board 
failures are handled gracefully by 
swapping in “virtual boards,” sched-
uling is flexible because the topology 
can permute each row and column and 
still achieve full bandwidth. The paper 
shows several real-world traces sched-
uled to the topology and demonstrates 
that it achieves consistently high utili-
zation even during failures.

AI is a fast-moving field with new 
algorithms published every week. As 
large-scale decoder architectures such 
as GPT-4 dominate large parts of the 
market, the ML technique Mixture of 
Experts (MoE) emerges and indicates a 
direction toward sparsity. Large-scale 
deep learning will shift more to sparse 
models, as sparsity can produce better 
data science results and more efficient 
computing performance and cost. 
This architectural rethinking has al-
ready begun. Only a Magic Mirror can 
tell whether HammingMesh remains 
the best topology for future workloads. 
Still, it is a strong contender in network 
designs for AI systems. 

Michela Taufer holds the Jack Dongarra Professorship 
in High Performance Computing in the Department of 
Electrical Engineering and Computer Science at the 
University of Tennessee, Knoxville, TN, USA.

© 2024 Copyright held by the owner/author(s).

A R T I F IC I A L I N T E L L I G E NC E (A I)  is one of 
the most important emerging technol-
ogies of the 21st century, and designing 
suitable infrastructure for large-scale 
AI systems is critical. Major companies 
such as Microsoft, Google, Meta, and 
even Tesla are touting large-scale “AI 
supercomputers” as an essential tool 
for increasingly powerful AI systems, 
but as AI systems have a more special-
ized workload than traditional super-
computers, designing and implement-
ing their architecture is a complex 
process. The complexity is because 
AI systems are specialized for AI and 
machine-learning (ML) workloads, le-
veraging parallelism and specialized 
hardware accelerators to excel in pro-
cessing and analyzing large datasets 
to make predictions, classify objects, 
and understand natural language. Tra-
ditional supercomputers, on the other 
hand, are general-purpose machines 
used for a broader range of scientific 
and computational tasks. The authors 
of the accompanying paper leverage 
the unique demands of specialized AI 
workloads to craft a network structure 
tailored for large-scale deep learning, 
which is a pivotal facet of AI.

The authors describe AI workloads 
by considering three dimensions of 
parallelism: data parallelism, pipe-
line parallelism, and operator paral-
lelism. Data parallelism is used in AI 
workloads when training ML models. 
Pipeline parallelism can be observed 
in AI workloads in the execution of 
complex neural network models. In AI 
workloads, operator parallelism can 
be seen in the parallel execution of 
mathematical operations that make 
up neural network layers. The paper ar-
gues that, although each dimension is 
different, it can be implemented with 
nearest-neighbor communication, but 
today’s high-performance computing 
(HPC) networks often overprovision 
global bandwidth and underprovision 
local bandwidth for AI workloads.

This insight motivates the authors 

to use toroidal networks that HPC 
has been using traditionally but aban-
doned in favor of more flexible low-di-
ameter topologies based on switching 
technologies. Torus network topologies 
extend the torus concept into multiple 
dimensions. These networks offer effi-
cient connectivity between processing 
nodes. Google’s early Tensor Process-
ing Units (TPUs) also employed two- 
and three-dimensional torus networks 
for interconnection. This architecture 
facilitates efficient communication 
between TPUs in datacenters, which 
is crucial for ML workloads. While 
torus networks offer advantages like 
low latency and determinism, low-
diameter torus topologies can suf-
fer from limited global bandwidth. 
Scheduling and managing traffic on 
torus networks can be inflexible, lead-
ing to performance bottlenecks. More 
flexible switch technologies, such as 
the Dragonfly network, have gained 
popularity in HPC to address the 
limitations of low-diameter torus net-
works. Switched topologies generally 
use switches to route data efficiently 
between networked devices. Switched 
networks use switches as part of their 
design to route data efficiently be-
tween networked devices and thus 
provide better global bandwidth and 
improved flexibility in routing data, 
making them suitable for large-scale 
parallel processing.

The paper proposes combining the 
best of both worlds (that is, the torus 
topologies’ cost-effectiveness and 
switched topologies’ performance) 
into HammingMesh, a novel network 
topology that provides high band-
width at low cost for deep-learning 
training jobs. A similar approach was 
recently presented in Google’s TPUv4. 
In HammingMesh, the authors pro-
pose connecting a set of 2D meshes 
with switches to form virtual torus 
topologies of varying sizes. Local con-
nections can be implemented as thin, 
conductive links or traces on printed 

To view the accompanying paper,  
visit doi.acm.org/10.1145/3623490 rh
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A Network Topology for  
Large-Scale Deep Learning
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Abstract
Numerous microarchitectural optimizations unlocked 
tremendous processing power for deep neural networks 
that in turn fueled the ongoing AI revolution. With the 
exhaustion of such optimizations, the growth of modern 
AI is now gated by the performance of training systems, 
especially their data movement. Instead of focusing on 
single accelerators, we investigate data-movement charac-
teristics of large-scale training at full system scale. Based 
on our workload analysis, we design HammingMesh, a 
novel network topology that provides high bandwidth at 
low cost with high job-scheduling flexibility. Specifically, 
HammingMesh can support full bandwidth and isolation 
to deep learning training jobs with two dimensions of par-
allelism. Furthermore, it also supports high global band-
width for generic traffic. Thus, HammingMesh will power 
future large-scale deep-learning systems with extreme 
bandwidth requirements.

1. MOTIVATION
Artificial intelligence (AI) is experiencing unprecedented 
growth providing seemingly open-ended opportunity. 
Deep learning models combine many layers of operators 
into a complex function trained by optimizing its param-
eters to large datasets. Given the abundance of sensor, 
simulation, and human artifact data, this new model of 
designing computer programs, also known as data-driven 
programming or “software 2.0”, is mainly limited by the 
capability of machines to perform the compute- and data-
intensive training jobs. In fact, the predictive quality of 
models improves as their size and training data grow to 
unprecedented scales.15 Building deep learning supercom-
puters, to both explore the limits of AI and commoditize 
it, is becoming not only interesting to big industry but 
also humanity as a whole.

A plethora of different model types exist in deep learn-
ing and new major models are developed every two to three 
years. Yet, their computational structure is similar—they 
consist of layers of operators and they are fundamentally 
data-intensive.14 Many domain-specific accelerators take 
advantage of peculiarities of deep-learning workloads 

be it matrix multiply units (“tensor cores”), specialized 
vector cores, or specific low-precision datatypes. Those 
optimizations can lead to orders of magnitude efficiency 
improvements. Yet, as we approach the limits of such mi-
croarchitectural improvements, we need to direct our fo-
cus to the system level.

Today’s training jobs are already limited by data move-
ment.14 In addition, trends in deep neural networks 
(DNNs), such as sparsity, further increase those band-
width demands in the near future.9 Memory and network 
bandwidth are expensive—in fact, they form the larg-
est cost component in today’s systems. Standard high-
performance computing (HPC) systems with the newest 
InfiniBand adapters can offer 400Gb/s but modern deep-
learning training systems offer much higher bandwidths. 
Google’s TPUv2, designed seven years ago, has 1Tbps off-
chip bandwidth, AWS’ Trainium has up to 1.6Tbps per 
Tm1n instance, and Nvidia A100 and H100 chips have 
4.8Tbps and 7.2Tbps (local) NVLINK connectivity, respec-
tively. The chips in Tesla’s Dojo deep-learning supercom-
puter even have 128-Tbps off-chip bandwidth—more than 
a network switch. Connecting these extreme-bandwidth 
chips at a reasonable cost is a daunting task and today’s 
solutions, such as NVLINK, provide only local islands of 
high bandwidth.

We argue that general-purpose HPC and datacenter 
topologies are not cost-effective at these endpoint injec-
tion bandwidths. Yet, workload specialization, similar to 
existing microarchitectural optimizations, can lead to an 
efficient design that provides the needed high-bandwidth 
networking. We begin with developing a generic model 
that accurately represents the fundamental data move-
ment characteristics of deep-learning workloads. Our 
model shows the inadequacy of the simplistic view that 
the main communication in deep learning is allreduce. 
In fact, we show that communication can be expressed 
as a concurrent mixture of pipelines and orthogonal re-
ductions forming toroidal data movement patterns. This 
formulation shows that today’s HPC networks, optimized 
for full global (bisection) bandwidth, are inefficient for 
deep-learning workloads. Specifically, their global band-
width is overprovisioned while their local bandwidth is un-
derprovisioned.

We use our insights to develop HammingMesh, a flex-
ible topology that can adjust the ratio of local and global 
bandwidth for deep-learning workloads. HammingMesh 
combines ideas from torus and global-bandwidth topolo-

To view the accompanying Technical Perspective,  
visit doi.acm.org/10.1145/3656181 tp
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ence, Table 1 offers an overview of symbols used in this 
paper.

2. COMMUNICATION IN  
DISTRIBUTED DEEP LEARNING
One iteration of deep-learning training with Stochastic 
Gradient Descent (SGD) consists of two phases: the for-
ward pass and the back-
ward pass. The forward 
pass evaluates the net-
work function f(x) on a set 
of M examples, also called 
a “minibatch”. The back-
ward pass of SGD com-
putes the average loss L and propagates the errors e back-
ward through the network to adapt the parameters P. This 
training process proceeds through multiple (computa-
tionally identical) iterations until the model achieves the 
desired accuracy.

Parallelism and data distribution can fundamentally 
be arranged along three axes: data parallelism, pipeline 
parallelism, and operator parallelism.5 The latter two are 
often summarized as model parallelism, and operator par-
allelism is sometimes called tensor parallelism. We now 
briefly discuss their main characteristics.

2.1. Data parallelism.
When parallelizing over the training data, we train D sep-
arate copies of the model, each with different examples. 
To achieve exactly the same result as in serial training, 
we sum the distributed gradients before applying them to 
the weights at the end of each iteration. If the network has 
NP parameters, then the communication volume of this 
step is WNP.

Modern deep neural networks have millions or billions 
of parameters, making this communication step expen-
sive. Thus, many optimizations target gradient summa-
tion22—some even change convergence properties during 
the training process but maintain final result quality.2 
Dozens of different techniques have been developed to op-
timize this communication—however, all perform some 
form of distributed summation operation like MPI_ Allre-
duce. Data-parallelism differs thus mostly in the details, 
such as invocation frequency, consistency, and sparsity.

2.2. Pipeline parallelism.
Deep neural networks are evaluated layer by layer with 
the outputs of layer i feeding as inputs into layer i + 1. 
Back-propagation is performed along the reverse direc-
tion starting at the loss function L after the last layer and 
proceeding from layer i + 1 to layer i. We can model the 
network as a pipeline with P stages with one or more lay-
ers per stage. Forward and backward passes can be inter-
leaved at each processing element to form a bidirectional 
training pipeline. Pipelines suffer from characteristic 
start-up and tear-down overheads. These can be reduced 
by running two pipelines in both directions19 or by using 
asynchronous schemes that impact convergence.

Overall, pipelining schemes can use P processors with 

e

f(x)

L

gies (for example, fat tree) to enable a flexibility-cost trad-
eoff shown schematically in Figure 1. Inspired by machine 
learning (ML) traffic patterns, HammingMesh connects 
local high-bandwidth 2D meshes using row and column 
(blue and red) switches into global networks.a

In summary, we show how deep-learning communica-
tion can be modeled as sets of orthogonal and parallel 
Hamiltonian cycles to simplify mapping and reasoning. 
Based on this observation, we define principles for net-
work design for deep-learning workloads. Specifically, our 
HammingMesh topology

 ˲ Uses technology-optimized local (for example, PCB 
board) and global (optical, switched) connectivity.

 ˲ Uses limited packet-forwarding capabilities in the 
network endpoints to reduce cost and improve flexibility.

 ˲ Enables full-bandwidth embedding of virtual topolo-
gies with deep-learning traffic characteristics.

 ˲ Supports flexible job allocation even with failed nodes.
 ˲ Enables flexible configuration of oversubscription fac-

tors to adjust global bandwidth.
With those principles, HammingMesh enables extreme 

off-chip bandwidths to nearest neighbors at more than 8x 
cheaper allreduce bandwidth compared to standard HPC 
topologies, such as fat trees. HammingMesh reduces the 
number of external switches and cables and thus reduces 
overall system cost. Furthermore, it provides significantly 
higher flexibility than torus networks. HammingMesh 
also enables seamless scaling to larger domains without 
separation between on- and off-chassis programming 
models (like NVLINK vs. InfiniBand). And, we believe that 
HammingMesh topologies extend to other ML, (multi)lin-
ear algebra, parallel solvers, and many other workloads 
with similar traffic characteristics.

We start with a characterization of parallel deep learn-
ing and the related data movement patterns. For refer-

a The name HammingMesh is inspired by the structural similarity to 2D 
Hamming Graphs with Meshes as vertices.

Figure 1. HammingMesh’s bandwidth-cost-flexibility trade-off.

reduce bandwidth

placement flexibility
injection bandwidth

global bandwidth

-
-

Global Topology
(e.g., fat tree)

HammingMesh
(many configurations)

Local Topology
(e.g., 2D Torus)

Symbol Description

M Number of examples per minibatch

NP Number of network parameters

W Size of a word

D, P, O Degree of data, pipeline, operator parallelism

a, b and x, y 2D HammingMesh board and global sizes

Table 1. Symbols used in the paper.
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a nearest-neighbor communication volume proportional 
to the number of output activations at the cut layers.

2.3. Operator parallelism.
Very large layer computations (operators) can be distrib-
uted to O processors. Most deep-learning layer operators 
follow computational schedules of (multi-)linear algebra 
and tensor contractions and require either (tightly cou-
pled) distributed reductions or nearest-neighbor commu-
nications.

2.4. Overall communication pattern.
When all forms of parallelism are used, the resulting job 
comprises D × P × O accelerators; each accelerator in a job 
has a logical address (1..D, 1..P, 1..O). The data-, pipeline-, 
and operator-parallel communication can be arranged as 
one-dimensional slices (rings) by varying only one coor-
dinate of the Cartesian structure. Pipelines would leave 
one connection of the ring unused. For example, the data-
parallel dimension consists of P · O rings of length D each. 
Each of those rings represents a single allreduce. We show 
efficient ring-based reduction and broadcast algorithms 
for large data volumes in Section 4.1.2.

The overall composition of communication patterns 
forms a torus as illustrated in the right part of Figure 2 
for a 3×3×3 example: Both the operator and the data par-

allel dimensions use nine simultaneous allreductions of 
size three each. The pipeline parallel dimension uses nine 
three-deep pipelines on three different model replicas, 
each split in three pieces.

While we can map such a logical torus to a full-band-
width network topology, it seems wasteful to provide full 
bandwidth for sparse communication. For example, a 
400Gb/s nonblocking fat tree with 16,384 endpoints pro-
vides full bisection bandwidth of more than   16, 384.50GB / s _ 2   = 
410TB / s . A bi-directional 32x32x16 torus communication 
pattern requires at most 32 · 16 · 2 · 50GB/s= 51.2TB/s bisec-
tions (cutting one dimension of size 32)—a mere 12.5% of 
the offered bandwidth. In other words, 88% of the available 
bandwidth will remain unused and is wasted. Furthermore, 
it is not always simple to map such torus communication 
patterns efficiently to full-bandwidth, low-diameter topol-
ogies in practice.

3. HAMMINGMESH
Based on the communication workload analysis, we now 
design a flexible and efficient network topology. The basic 
requirements are to support highest injection bandwidth 
for a set of jobs, each following a virtual toroidal com-
munication topology. We note that medium-size models 
are often decomposed only in two dimensions in prac-
tice (usually data and pipeline or data and operator). Only 

Figure 3. HammingMesh structure: (left) x × y Hx2Mesh, (right) Hx4Mesh board, both with four planes.
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Figure 2. Distribution strategies for parallel deep neural network training.
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square board topologies, we skip the first number, for ex-
ample, an H2x2Mesh that connects 10x10 boards is called 
a 10x10 Hx2Mesh.

HxMesh has a large design space: We can combine dif-
ferent board and global topologies, for example, 3D mesh 
boards with global Slim Fly topologies.6 In this work, we 
consider 2D boards as most practical for PCB traces. The 
board arrangement could be reduced to a 1D HxMesh, 
where y = 1 and each Nk link is connected to the corre-
sponding Sk link (“wrapped around”). The same global to-
pology can also span multiple rows or columns (for exam-
ple, full boards in a single fat tree). For ease of exposition, 
we limit ourselves to 2D HxMeshes using 2D boards and 
row/column-separated global topologies. We use two-level 
fat trees as global topologies to connect the boards col-
umn- and row-wise. If the boards can be connected with 
a single 64-port switch, we use that instead of a fat tree.

3.1. Bisection and global bandwidth.
Bisection cut is defined as the minimal number of con-
nections that would need to be cut in order to bisect the 
network into two pieces, each with an equal number of ac-
celerators. The bisection bandwidth is the cut multiplied 
by the link bandwidth. Let us assume a single-plane of an 
x × y HxaMesh (square board) with x ≤ y and y even, wlog. 
We now consider the xy/2 “lower” half boards with y co-
ordinates 1, 2, … y/2. We split the HxMesh into two equal 
pieces by cutting the 2a links in y direction of each of the 
lower half of the boards. This results in a total cut width 
of axy. Each accelerator has four network links per plane, 
a total injection bandwidth of 4a2 per board. We have xy/2 
boards with a total injection bandwidth of 4a2xy/2 = 2xya2 
in each partition. Thus, the relative bisection bandwidth 
is axy/2xya2 = 1/2a.

In a bisection traffic pattern, all traffic crosses the net-
work bisection (any two communicating endpoints are in 
different sets of the bisection). Such (worst-case) patterns 
are rare in practice. A more useful pattern, more often 
observed in practice is alltoall, where each process sends 

extreme-scale workloads require all three dimensions—
even then, communication along the data parallel dimen-
sion only happens after one complete iteration. Thus, we 
use a two-dimensional physical topology.

As a case study, we assume a modern deep-learning ac-
celerator package with 16 400Gb/s off-chip network links, 
a total network injection bandwidth of 800GB/s (top left 
in Figure 3). Our topology design also takes technology 
costs into account: Similar to Dragonfly, which combines 
local short copper cables with global long fiber cables to 
design a cost-effective overall topology, we combine such 
local groups with a global topology. Different from Drag-
onfly, we choose two quite distinct topologies: The local 
groups are formed by a local inexpensive high-bandwidth 
2D mesh using short metal traces on PCB boards. This is 
the opposite of Dragonfly designs, which combine densely 
connected local groups (“virtual switches”) and connect 
those fully globally. HammingMesh combines sparsely 
connected boards in a dimension-wise (not globally) fully 
connected topology. Those boards are connected by a two-
dimensional Hamming graph, in which each dimension 
is logically fully connected (for example, by a fat tree). All 
accelerator ports are arranged in planes with four direc-
tions each. Our example accelerator has four planes (top 
left in Figure 3), for example, plane 1 has ports E1, W1, N1, 
and S1. We assume each accelerator can forward packets 
within a plane like any network switch. Accelerators do 
not have to forward packets between planes, for example, 
packets arriving at N1 may only be forwarded to E1, W1, 
or S1 but none of the other ports. Thus, only simple 4x4 
switches are needed at each accelerator. Figure 3 illus-
trates the structure in detail.

A 2D HammingMesh is parameterized by its number of 
planes and four additional numbers: (a, b), the dimensions 
of the board, and (x, y), the dimensions of the global topol-
ogy. It connects a total of abxy accelerators. We abbreviate 
HammingMesh with HxMesh in the following. Further-
more, an HxMesh with an a × b accelerator board is called 
HaxbMesh, for example, for a 2x2 board, H2x2Mesh. For 

Topology

Small Cluster (≈1,000 accelerators) Large Cluster (≈16,000 accelerators)

cost glob. BW global ared. BW ared. diam. cost glob. BW global ared. BW ared. diam.

[M$] [% inject] saving [% peak] saving [M$] [% inject] saving [% peak] saving

nonbl. FT 25.3 99.9 1.0x 98.9 1.0x 4 680 98.9 1.0x 99.8 1.0x 6

50% tap. FT 17.6 51.2 0.7x 98.9 1.4x 4 419 47.6 0.8x 99.8 1.6x 6

75% tap. FT 13.2 25.7 0.5x 98.9 1.9x 4 271 24 0.6x 99.8 2.5x 6

Dragonfly 27.9 62.9 0.6x 98.8 0.9x 3 429 71.5 1.2x 98.6 1.6x 5

2D HyperX 10.8 91.6 2.1x 98.1 2.3x 4 448 95.8 1.5x 99.2 1.5x 8

Hx2Mesh 5.4 25.4 1.2x 98.3 4.7x 4 224 25 0.8x 92.3 2.8x 8

Hx4Mesh 2.7 11.3 1.0x 98.4 9.3x 843.3 10.5 1.7x 98 15.4x 8

2D torus 2.5 2 0.2x 98.1 10.1x 32 39.5 1.1 0.2x 99.2 17.1x 128

Table 2. Overview of our example networks (small and large cluster) using the cost model described in the full version of this paper.10 All 
bandwidths are the result of the packet-level simulations detailed in Section 4.1. Global alltoall bandwidth is reported as share of the in-
jection bandwidth for large messages (1.6 Tb/s). Allreduce bandwidth is reported as share of the theoretical optimum (1/2 of the injection 
bandwidth) for large messages. The cost savings for global and allreduce bandwidth are relative to the corresponding network cost of the 
nonblocking fat tree.
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folding techniques to embed it into two-dimensional jobs. 
Figure 4 shows an example of 3D virtual topology mapped 
on an Hx2Mesh physical topology. Processes can be sliced 
on the third dimension and mapped on different boards. 
Communications between different slices of the third 
dimension are routed over the per-column or per-row fat 
trees, depending how different slices are mapped. To min-
imize communication latency between slices, consecutive 
slices should be adjacent to each other.

It is easy to see that any consecutive u × v block of 
boards in a 2D HxMesh has the same properties as a full 
u × v HxMesh. We call such subnetworks virtual sub-Hx-
Meshes. They are a major strength of HxMesh compared 
to torus networks in terms of fault tolerance as well as for 
allocating jobs. In fact, HxMeshes major strength com-
pared to torus networks is that virtual subnetworks can 
be formed with non-consecutive sets of boards (not only 
blocks): Any set of boards in an HxMesh where all boards 
that are in the same row have the same sequence of col-
umn coordinates can form a virtual subnetwork. We will 
show examples below together with a motivation for sub-
networks—faults.

Fault-tolerance. We assume that a board is the unit of 
failure in an HxMesh, that is, if an accelerator or link in a 
board fail, the whole board is considered failed. This sim-
plifies system design and service. Partial failure modes 
(for example, per plane) are outside the scope of this work.

The left part of Figure 5 shows a 4x4 Hx2Mesh and 
three board failures. We show two different subnetworks 
(many more are possible): a 2x4 subnetwork (blue) with 
the physical boards (1, 1), (1, 4), (2, 1), (2, 4), (3, 1), (3, 4), 
(4, 1), (4, 4) and a 3x3 subnetwork (yellow) with the physi-
cal boards (1, 1), (1, 2), (1, 4), (2, 1), (2, 2), (2, 4), (4, 1), (4, 2), 
(4, 4). We also annotate the new coordinates of boards in 

to all other processes. This pattern is the basis of paral-
lel transpositions, Fast Fourier Transforms, and many 
graph algorithms. The achievable theoretical bandwidth 
for such alltoall patterns is often called “global band-
width.” Some topology constructions take advantage of 
the fact that global bandwidth is higher than bisection 
bandwidth. Prisacari et al.21 shows that full-global band-
width (alltoall) fat trees can be constructed with 25% less 
switches than nonblocking fat trees. Dragonfly,17 Slim 
Fly,6 or other low-diameter topologies16 can further reduce 
the number of switches in very large installations while 
maintaining full global bandwidth. As is customary for 
low-diameter topologies,6,17 we assess it using packet-level 
simulations of alltoall traffic.

3.2. Example topologies.
We consider a small cluster with approximately 1,000 ac-
celerators and a large cluster with approximately 16,000 
accelerators as specific design points to compare realis-
tic networks. We compare various fat trees (nonblocking, 
50%, 75% tapered), full bandwidth Dragonfly, two-dimen-
sional torus, and HyperX,b with Hx2Mesh and Hx4Mesh 
example topologies.

Table 2 summarizes the main cost and bandwidth re-
sults. Global and allreduce bandwidths are determined 
using packet-level simulations (see Section 4) for large 
messages. For all experiments, we simulated a single plane 
of HammingMesh and four planes for all other topologies, 
that is, a total injection bandwidth of 4×400Gb/s. We use in-
dustry-standard layouts and cable configurations for the 
cost estimates: Fat trees are tapered beginning from the 
second level and connect all endpoints using DAC and all 
switches using AoC. Dragonfly topologies use full-band-
width groups with a = 16 routers each, p = 8 endpoints 
per router, and h = 8 links to other groups with DAC links 
inside the groups and AoC links between groups. The to-
rus uses 2 × 2 board topologies with discounted local PCB 
connectivity, similar to Hx2Mesh and only DAC cables 
between the boards. For HxMeshes, we use DAC links to 
connect endpoints to switches along one dimension, and 
AoC links for the other dimension. All inter-switch links 
are AoC as in fat trees.

3.3. Logical job topologies and failures in HxMesh.
As we discussed in Section 2.4, communication patterns 
in deep learning can be modeled as sets of cycles. Typi-
cal learning jobs use either logical 1D cycles for small 
models with only data parallelism or 2D tori that combine 
data and pipeline parallelism for medium-scale models or 
combining pipeline and model parallelism for very large 
models. Each specific training job will have a different 
optimal decomposition resulting in 1D, 2D, or sometimes 
even 3D logical communication topologies.

We use logical 2D topologies for our training jobs. Each 
job uses several boards and requests a u × v layout (that 
is, a, b divides u, v, respectively). If the application topol-
ogy follows a 1D or 3D scheme, then users use standard 

b Note that a 2D HyperX is identical to an Hx1Mesh.

Figure 4. 3D workload mapping onto Hx2Mesh example.  
Left: virtual 4x4x2 topology. Right: mapping on Hx2Mesh.

0 1 2

4 5 6

8 9 10

3

7

11

12 13 14 15

16 17 18

20 21 22

24 25 26

19

23

27

28 29 30 31

0 1 2

4 5 6

8 9 10

3

7

11

12 13 14 15

0 1 2

4 5 6

8 9 10

3

7

11

12 13 14 15

0 1 2

4 5 6

8 9 10

3

7

11

12 13 14 15

0 1 2

4 5 6

8 9 10

3

7

11

12 13 14 15

16 17 18

20 21 22

24 25 26

19

23

27

28 29 30 31

16 17 18

20 21 22

24 25 26

19

23

27

28 29 30 31

3D traffic
(virtual topogy, 4x4x2)

Physical allocation on Hx2Melsh
(3rd dimension traffic is routed over fat trees)

 

Figure 5. Subnetworks in the case of failures
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terns as they are rare on deep-learning traffic.
Alltoall: Alltoall sends messages from each process to 

all other processes. In our implementation, each of the 
p processes performs p − 1 iterations. In each iteration i, 
process j sends to process j + i mod p in a balanced shift 
pattern.

Table 2 shows the results for 1MiB messages while Fig-
ure 6 shows the global bandwidth at different message 
sizes. Small Hx2 and Hx4Meshes achieve bandwidths 
around the cut width of 1/4 and 1/8, respectively (cf. Sec-
tion 3.1). This is because not all global traffic crosses the 
bisection cuts, especially for smaller clusters. The large 
cluster configuration performs closer to those bounds 
and loses some bandwidth due to adaptive routing over-
heads. Despite its lower bandwidth, even large HxMeshes 
remain competitive in terms of cost-per global bandwidth 
and some are even more cost effective on global band-
width than fat trees.

Random permutation: In permutation traffic, each 
accelerator selects a unique random peer to send to and 
receive from. Here, the achieved bandwidth also depends 
on the location of both peers. Figure 7 shows the distribu-
tions of receive bandwidths across all the 1k accelerators 
in the small cluster configurations.

Our results indicate that all topologies have significant 
variance across different connections (between different 
node pairs), which makes job placement and locality sig-
nificant. HxMeshes are among the most cost effective to-
pologies.

4.1.2. Reduction traffic patterns.
 We distinguish three fundamental algorithm types: 
trees, pipelines, and near-optimal full-global bandwidth 
algorithms.

Simple trees: For small data, simple binary or binomial 
tree reductions are the best choice. They perform a reduc-
tion of S bytes on p processors in time T ≈ log2 (p)α + log2 
(p)Sβ.c This algorithm sends each data item a logarithmic 
number of times. It is thus inefficient for the large data 
sizes in deep-learning training workloads and we do not 
consider trees in this work.

Pipelined rings: With a single network interface, large 
data volumes can be reduced in a simple pipelined ring. 
Here, the data at each process is split into p segments. The 
operation proceeds in two epochs and p − 1 rounds per ep-
och. In the first reduction epoch, each process i sends seg-
ment i to process i + 1 mod p and receives a segment from 
process i − 1 mod p. The received segment is added to the 
local data and sent on to process i + 1 mod p in the next 
round. After p − 1 such rounds, each process has the full 
sum of one segment. The second epoch is simply send-
ing the summed segments along the pipeline. The overall 
time Tp ≈ 2pα + 2Sβ is bandwidth optimal because each 
process only sends and receives each segment twice.4

We propose bidirectional pipelined rings to use two 

c We define with α the latency and with β the inverse of the bandwidth.  
With ≈, we omit additive constants and minor lower-order terms  
for clarity.

the virtual subnetworks. Remapping can be performed 
transparently to the user application, which does not ob-
serve a difference between a virtual and physical HxMesh 
in terms of network performance. The right part of the 
figure shows the output of our automatic mapping tool 
(described in detail in the full version of this paper10) for a 
more complex configuration of jobs (top, read job ids 1-3 
are 3 × 3 logical jobs etc.).

4. RESULTS AND COMPARISON
We now evaluate HxMesh topology options compared 
with all topologies listed in Table 2. We use the Structural 
Simulation Toolkit (SST),1 a packet-level network simula-
tor, which has been validated against the Cray Slingshot 
interconnect.8 SST enables us to reproduce the behavior 
of full MPI applications directly in the simulation envi-
ronment where they react to dynamic network changes (for 
example, congestion). In total, we ran simulations of more 
than 120 billion packets using more than 0.6 million core 
hours with parallel simulations. We select various repre-
sentative microbenchmarks and scenarios for deep-learn-
ing jobs and publish the full simulation infrastructure such 
that readers can simulate their own job setup.

4.1. Microbenchmarks.
We start by analyzing well-known microbenchmark traf-
fic patterns to assess and compare achievable peak band-
width.

4.1.1. Global traffic patterns.
We first investigate global traffic patterns such as alltoall 
and random permutations as global-traffic workloads. We 
note that HammingMesh is not optimized for those pat-

Figure 6. Alltoall on the small topologies.
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network interfaces by splitting the data size in half and 
sending each half along a different direction. The laten-
cy stays unchanged because each segment travels twice 
through the whole ring but the data is half in each direc-
tion, leading to a runtime of Tbp ≈ 2pα + Sβ. Here and in the 
following, β is the time per byte of each interface, that is, 
a system with k network interfaces can inject k/β bytes/s.

We now extend this idea to four network interfaces per 
HxMesh plane: We use two bidirectional rings, each re-
ducing a quarter of the data across all accelerators. The 
two rings are mapped to two disjoint Hamiltonian cycles 
covering all accelerators of the HxMesh.3 The overall time 
for this scheme is   T  rings   ≈ 2pα +   s _ 2  β .

Bucket: Pipelined rings are bandwidth-optimal if they 
can be mapped to Hamiltonian cycles on the topology. 
However, we find that for large HxMeshes and moder-
ate message sizes, the latency component can become 
a bottleneck. We thus use the state-of-the-art bucket 
algorithm.23,d The bucket algorithm arranges communi-
cations in 2D toroidal communication patterns with   √ 

_
 p    

latency and good bandwidth usage. Each process executes 
first a reduce-scatter with the other processes on the same 
row    (  cost  √ 

_
 pα   +   s _ 2  β )    . Then each process runs an allreduce 

with the other processes on the same column, on the pre-
viously reduced chunk of size    s _  √ 

_
 p     (  cos 2  (   √ 

_
 pα   +   s _ 2  √ 

_
 p    β )    )     and, 

eventually, an allgather with the other processes on the 
same row    (  cost  √ 

_
 pα   +   s _ 2  β )    . To use all four network inter-

faces at the same time, four of these allreduce can be ex-
ecuted in parallel, each starting from a different port and 
working on a quarter of the data.23 Thus, the overall time 
for this scheme is  T ≈ 2 ⋅ 2  √ 

_
 pα   + Sβ  (   1 + 2  √ 

_
 p   _ 4  √ 

_
 p     )    .

Summary: The pipeline ring and bucket algorithms 
have sparse communication patterns: Each process only 
communicates with two or four direct neighbors that can 
be mapped perfectly to HxMesh. Broadcast and other col-
lectives can be implemented similarly (for example, as the 
second part of our allreduce) and follow similar trade-
offs. Furthermore, each dimension of a logical job topol-
ogy is typically small as the total number of accelerators 
is the product of all dimensions. For example, even for 
a very large system with 32,768 accelerators, each of the 
dimensions could only be of size 32 if we decompose the 

d Compared to the original version of this paper,10 we replaced the torus 
algorithm with the better bucket algorithm.

problem along all dimensions. This means that the larg-
est allreduce or broadcast would only be on 32 processes 
where ring algorithms would perform efficiently.

Full system allreduce job: This experiment shows a 
single job using the last two allreduce algorithms on vari-
ous topologies. In Dragonfly and fat tree, each accelerator 
connects with a single NIC to each of the four planes and 
we use the standard “ring” algorithm. For the single allre-
duce on the large HxMesh clusters, we use both the two bi-
directional rings (“rings”) as well as the bucket (“bucket”) 
algorithm. Figure 8 shows the achieved bandwidths.

We see that all topologies deliver nearly full bandwidth 
for the ring algorithms. For large messages, HxMesh is 
2.8x to 14.5x cheaper per bandwidth than a nonblocking 
fat tree (Table 2). On networks with a Cartesian structure 
(HammingMesh, Torus, and HyperX), the bucket algo-
rithm outperforms the ring algorithm at any message 
size. The only exception is for jobs where one of the two 
dimensions is much smaller than the other, where the 
ring algorithm outperforms the bucket algorithm (not 
shown), highlighting the importance of using multi-algo-
rithms to optimize performance, similar to established 
practice in MPI.25

4.2. DNN workloads.
We now proceed to define accurate communication pat-
terns, including computation times for real DNN mod-
els. For this, we choose four large representative models: 
ResNet-152, CosmoFlow, DLRM, and Transformers (GPT3) 
trained in FP32. We discuss only DLRM and Transform-
ers; a more detailed discussion covering the other mod-
els can be found in the full version of this paper.10 We use 
NVIDIA’s A100 GPU to benchmark runtimes of operators 
and we model communication times based on the data 
volumes.

4.2.1. Communication traffic characterization.
All example models are constructed of a sequence of iden-
tical layers containing multiple operators. Each paral-
lel dimension carries a different volume, depending on 
the details of the model, training hyperparameters, and 
the other dimensions. We assume the most general case 
where the network can use all three forms of parallelism 
running on D × P × O accelerators.

Data dimension: If we only have data parallelism (O = P 
= 1), then each process needs to reduce all gradients. If we 
distribute the model between O or P dimension processes, 
then the total allreduce size is   V  D   =  W  N  P   _ OP   . The reduction hap-
pens once at the end of each iteration after processing a 
full minibatch and draining the pipeline. It can be over-
lapped per layer using nonblocking allreduce.13

Pipeline dimension: If we only have pipeline parallel-
ism (D = O = 1) and NA output activations at the “cut” layer 

Figure 8. Global allreduce using different algorithms.
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then each process sends all   M _ P    N  A    output values to the next 
process in the forward pass and the same volume of errors 
during the backward pass. If the layer and its inputs and 
outputs are distributed to O PEs, then the total send vol-
ume in this dimension is   V  P   =  MW  N  A   _ DPO   . This communication 
can be hidden at each accelerator as shown in Figure 9 by 
overlapping nonblocking send/receive operations (bot-
tom, blue) with operator computation (top, green).

Operator dimension: For operator parallelism, each 
process’s send volume depends only on the operator par-
allelization itself and is not influenced by either D or P. 
The operator can be seen as the “innermost loop” in this 
sense. Each operator distribution scheme will have its 
own characteristics that we capture by VO = WNO. The op-
erator communication volume during each forward and 
backward pass is a function of the local minibatch size M/
DP per process.

4.2.2. DLRM.
DLRM20 uses a combination of model parallelism and data 
parallelism for its embedding and MLP layers, respective-
ly. Two alltoall operations aggregate sparse embedding 
lookups in the forward pass, and their corresponding gra-
dients in backward pass. Allreduce is required to synchro-
nize the gradients of the data-parallel MLP layers. The 
parallelism of DLRM is limited by both the mini-batch 
size and the embedding dimension. DLRM is trained with 
up to 128 GPU nodes. The total runtimes on the fat tree 
variants are 2.96ms, 2.97ms, and 2.99ms, respectively. On 
torus, the code executes for 3.12ms. HyperX is at 2.94ms. 
Hx2Mesh and Hx4Mesh are at 2.97ms and 3.00ms, respec-
tively. On A100, DLRM computes around 95us, 209us, and 
796us for the embedding, feature interaction, and MLP 
layers respectively, and communicates 1MB per alltoall 
and 2.96MB per allreduce.

4.2.3. Transformers.
Transformers are the most communication inten-
sive.14 A transformer block consists of multi-head at-
tention (MHA) and two feed-forward (FF) layers. The 
MHA and FF input/outputs are of size (embedding 
dimension×batch×sequence length). For example, GPT-

3’s7 feed-forward layers multiply 49,152×12,288 with 
12,288×2,048 matrices per example in each layer.

GPT-3 has a total of 96 layers and each layer has activa-
tions of size NA = 4 · 2,048 × 12, 288 ≈ 100MB per example as 
input and output. We choose P = 96, such that each pipe-
line stage processes one layer, and no data parallelism (D 
= 1). For operator parallelism, we use O = 4 and the scheme 
outlined by Megatron-LM,24 which performs one allreduce 
for FF and one for MHA in forward and backward passes.

All operations are the same size as the layer input/
output. Thus, the volume for both pipeline communica-
tion and operator-dimension allreduce is NA per example 
for forward and backward passes. One iteration of GPT-3 
computes for 31.8ms. Total runtimes on the three fat-tree 
variants are 34.8ms, 36.4ms, and 37.5ms, respectively. On 
torus, the code executes for 72.2ms per iteration. HyperX 
is at 40.9ms. Hx2 and Hx4Mesh are at 41.7ms and 49.9ms, 
respectively.

For GPT-3 with Mixture-of-Experts (MoEs),18 we use 16 
experts. In GPT-3, the FFs have 1.8B parameters. There-
fore, each expert has 1.8B/16 ≈ 113M parameters. MoEs 
perform two alltoalls for FF in both the forward and 
backward passes, and all operations are the same size 
as the input/output. The computation time on an A100 is 
49.9ms. Total runtime on the fat trees varies from 52.2ms 
to 52.9ms depending on tapering. On torus, the code exe-
cutes for 73.8ms per iteration. HyperX takes 53.9ms while 
Hx2 and Hx4Mesh are at 58.3ms and 63.3ms, respectively.

Figure 10 shows the relative cost savings of HxMesh 
compared to other topologies. These are calculated as the 
ratio of the network costs in Section 2 times the inverse of 
the ratio of communication overheads presented in this 
section.

We conclude that both Hx2 and Hx4Mesh signifi-
cantly reduce network costs for DNN workloads. While 
some torus network configurations can be cheaper than 
Hx2Mesh, they provide significantly less allocation and 
management flexibility, especially in the presence of fail-
ures. Moreover, we also conclude that even in the presence 
of alltoall communications patterns in GPT-3 MoE and 
DLRM, HxMesh topologies still offer a significant cost ad-
vantage compared to traditional topologies. As the scale 

Figure 10. HxMesh cost savings relative to other topologies.
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of the network increases, Hx4Mesh becomes significantly 
more cost efficient than Hx2Mesh, especially in the pres-
ence of alltoall traffic.

Discussion: We cover all additional related work and 
comparisons to other topologies, as well as significantly 
more detail on HammingMesh configuration options, ta-
pering, diameter, cost, routing and deadlock avoidance, 
as well as scheduling with and without board failures in 
the full version of this paper.10

5. CONCLUSION
HammingMesh is optimized specifically for ML work-
loads and their communication patterns. It relies on 
the observation that deep-learning training uses three-
dimensional communication patterns and rarely needs 
global bandwidth. It supports extreme local bandwidth 
while controlling the cost of global bandwidth. It banks 
on an inexpensive local PCB-mesh interconnect together 
with a workload-optimized global connectivity forming 
virtual torus networks at adjustable global bandwidth.

Due to the lower number of switches and external ca-
bles, it can be nearly always more cost effective than torus 
networks while also offering higher global bandwidth and 
significantly higher flexibility in job allocation and deal-
ing with failures.

All-in-all, we believe that HammingMesh will drive fu-
ture deep learning systems and will also support adjacent 
workloads, such as (multi)linear algebra, quantum simu-
lation, or parallel solvers, that have Cartesian communi-
cation patterns.
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to machines. 
It’s marvelous to see that the technol-
ogy is at a level where we don’t have to 
write dialogue trees because the 
agents are actually smart. Of course, 
there’s still plenty of work left to do. 
There are also really hard questions to 
answer about how agents should inter-
act with users, how they should adapt 
and personalize their behavior, and 
how we can ensure that they are ethical, 
safe, and privacy-protective. But the 
underlying technological substrate 
has accelerated tremendously.

What has not changed?
There are fundamental issues in ro-

botics that remain unsolved, like how 
robots can effectively manipulate the 
world physically. From my perspective, 
though, that’s not the biggest chal-
lenge. I don’t need my robots to physi-
cally manipulate people. I need them 
to provide social, emotional, and psy-
chological support, which means that 
accessibility is the far larger unsolved 
problem. Our goal is to put physically 
embodied agents into people’s lives—
and they need to be in their lives, which 
means they need to be affordable, safe, 
and accessible. None of that exists on 
the consumer market. There are no 
such platforms.

I’m a little surprised by that, to the ex-
tent you’ve been able to demonstrate 
the efficacy of your robotic interven-
tions, and the alternative is often en-
gaging a trained human being. Why 
isn’t there more funding?

There has been a surge in funding 
in robotics, at least in startups and in-
dustry. Most of the money has gone to 
robots that manipulate things in the 
world, because ultimately, people are 
interested in automating manufactur-
ing, and they’re not seeing the oppor-
tunity for socially assistive systems. 
The National Science Foundation tries, 
but they have a tiny budget. It’s not the 
mission of the Department of Defense. 
I recently received a grant from the Na-
tional Institutes of Health, which is an 
honor, but NIH very rarely funds tech-
nologies for health interventions.

Still, I want to be optimistic, both 
in the sense that people are starting to 
understand the societal implications 
of talking machines, and because, 
fortunately and finally, the diversity 

[CONT IN UE D  F ROM P.  108] that provided LLM-based therapy ver-
sus the same LLM-based therapy from 
a physically embodied robot. Students 
engaged with and used both of them, 
but only the students who used the ro-
bot measurably reduced their psychiat-
ric distress.

What are some of the things that sur-
prise you about the way people interact 
with robots?

We’re always surprised by people. 
Early on, we were surprised when peo-
ple tried to cheat or trick the robot. Now, 
we’re surprised by how people react to 
the idea of interacting with a robot. 
About seven years ago, we were doing 
a study with elderly people, and one of 
the participants said, “It’s cute, but why 
can’t it do as many things as my iPad 
can?” Some people absolutely love the 
robot and others are very grumpy, and 
the question is, what can we learn from 
that about our own stereotypes and 
cognitive biases, and about personaliz-
ing the interaction?

Personalization is why these inter-
ventions work. We need to be able to 
find out what someone needs right 
now, as opposed to simply telling them, 
“Here are your steps, and you need to go 
do them.” Even with physical health, it 
turns out that a lot depends on the state 
you’re in on a given day, on your metab-
olism, and so on. Why wouldn’t that be 
the case with your behavior, which re-
lates to your mental and physical health 
and also your social context?

It’s very multi-layered, isn’t it? It also al-
leviates this burden people often feel in 
therapeutic settings, where their health 
is tied to individual choices, and the 
broader social context figures, if at all, 
in a very indirect, amorphous way.

Exactly. However, I do worry that 
creating intelligent agents risks mak-
ing vulnerable people even more iso-
lated, because they’ll be told to just 
rely on their agent. What these agents 
should be doing is connecting people 
socially and serving as this interstitial 
network. It can’t be a binary choice be-
tween human-agent and human-hu-
man interaction. It has to be human-
human-agent. 

Leah Hoffmann is a technology writer based in Piermont, 
NY, USA.
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of innovators who are contributing is 
expanding.

In the meantime, you created an open  
source kit to help college and high 
school students build their own “robot 
friend.”

My lab started with a platform that 
was developed in Guy Hoffman’s lab 
at Cornell called Blossom, and then 
we redid the structure to make it 3D-
printed and much cheaper. Finally, we 
designed some exterior patterns that 
one can sew or crochet to customize 
the robot’s appearance.

Now, we have a robot platform that’s 
maybe $230 to build, and then you 
make a customized skin for it, and it’s 
really inexpensive and completely open 
sourced, so hopefully anybody can do it.

These robots are very cute. I imagine 
that’s part of the point.

We and many others have done 
studies on this issue of embodiment. 
What happens when you interact with 
a screen versus when you interact with 
a physically embodied agent? There’s 
very clear evidence that physical em-
bodiment is fundamental to improving 
both engagement and outcomes. That’s 
not to say that screen agents can’t do 
useful things. But the question is, how 
do they compare? It turns out, largely 
unfavorably.

We’re also working in contexts where 
things are really hard. This isn’t about 
video game engagement. It’s about 
helping children with autism learn new 
skills or supporting people with anxi-
ety and depression in learning emotion 
regulation. We did a study in college 
dorms in which we compared a chatbot 

“I don’t need my 
robots to physically 
manipulate people.  
I need them to provide 
social, emotional, 
and psychological 
support.”
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that doing those things reminds people 
that they’re not well, and exercises are 
often stigmatizing, boring, and repeti-
tive, or there are more nuanced motiva-
tions we need to uncover before we can 
find solutions.

It’s not hard to imagine the possibili-
ties for human-machine interactions 
now, in the post-ChatGPT era, but you 
saw the potential far earlier. I’m curi-
ous to hear your perspective on what’s 
changed—and what has not changed—
in the 20-odd years you’ve been working 
in the field.

One thing that’s changed is that 
machines now talk to us like humans 
talk, and we perceive machines as if 
they were human—we agentify, or as-
cribe agency, [CONTINUED ON P.  107]

202 4 AC M  AT H E N A  Award recipient and 
University of Southern California pro-
fessor Maja Matarić is not afraid to get 
personal. In her quest to design socially 
assistive robots—robots that provide 
social, not physical, support in realms 
like rehabilitation, education, and ther-
apy—she realized that personalizing 
interactions would boost both engage-
ment and outcomes. Artificial intelli-
gence (AI) has made that easier, though 
as always, surprises are never far when 
human beings are involved. Here, Ma-
tarić shares what she’s learned about 
meeting people where they are.

Let’s talk about your work on socially 
assistive robots. You’ve said that hav-
ing kids inspired you to build robots 
that help people. How did that interest 
develop into the mission of support-
ing specific behavioral interventions in 
health, wellness, and education?

It was a confluence of events in my 
life. I had two small kids, and I really 
wanted my work to have impact beyond 
academia in ways that even children 
could understand.

I did a lot of reading, and I immersed 
myself in a bunch of communities, be-
cause I was trying to understand how to 
develop agents that could help people in 
ways in which they needed help. Identi-
fying that niche—that place in the user 
journey where something is difficult, 
and where behavioral interventions 
could support people—is not at all ob-
vious. It remains not obvious, because 
we engineers tend to think, “Here’s a 
problem. And this is how it should be 
solved.” And often, we don’t even recog-
nize the right problem, much less the 

right solution. The hard part is not hav-
ing to remember to take your medicine 
or figuring out how to do your stroke 
rehabilitation exercises; the hard part is 

Q&A  
Personalizing Interactions
Maja Matarić discusses her career, and the surprising things  
that happen when humans and robots interact.
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“I really wanted my 
work to have impact 
beyond academia 
in ways that even 
children could 
understand.”
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