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Abstract 

Despite the dramatic advancement in medical care along the last two 

decades, coronary artery disease (CAD), consisting in the narrowing of 

coronary artery due to the formation of atherosclerotic plaques, is still the 

leading cause of death in western world. In the clinical framework, CAD 

severity may be assessed from an anatomical point of view relying on 

medical imaging and from a functional point of view, evaluating the flow 

impairment caused by the stenosis. These two not mutually exclusive but 

complementary approaches support the interventional cardiologist making 

decision on which lesions need to undergo percutaneous coronary 

intervention (PCI) and how to treat them. Parallel to the advancement in 

medical care, in the last decades computational methods have made strides 

and now candidate as promising tools to improve cardiovascular precision 

medicine and clinical decision medicine, with their capability of 

characterizing vessel-specific coronary hemodynamics with a spatial and 

temporal resolution unreachable with standard clinical measurements. 

Moving within this scenario this thesis work aims to test the potential and 

applicability of personalized computational fluid dynamics (CFD) 

simulations and automatic signal processing analysis to improve CAD 

diagnosis, understanding and treatment.  

The first objective of this thesis was to explore the potential of wall shear 

stress (WSS), derived in a clinical framework with computational times 

compatible with the clinical practice, as a biomechanical marker for 

myocardial infarction (MI) prediction in mildly diseased coronary arteries. 

The analysis, focused on different aspects of WSS profiles, highlighted that 

the WSS profiles simulated within the clinical framework was adequately 

robust to discriminate lesions culprit for future MI, and that the variability of 

WSS expansion/contraction action exerted on the endothelium along the 



cardiac cycle was a predictor stronger than the WSS magnitude and clinical 

currently adopted anatomical and functional quantities. 

The second objective was to improve the understanding of the existing 

relationship between plaque phenotype, WSS patterns, and cellular 

response. This analysis, coupling intravascular imaging (optical coherence 

tomography, OCT), CFD simulations, and cellular gene expression, 

provided a clearer picture of the interplay between morphology, 

biomechanical stimuli, and in vivo cellular inflammatory pathways. 

The clinical application of CFD-derived quantities is still hampered by the 

unavoidable assumptions made in the modelling of coronary 

hemodynamics. One of the major sources of uncertainty is due to inflow 

boundary conditions (BCs). The third objective of this thesis work was to 

quantify the budget of uncertainty related to velocity profile shape and flow 

rate values. These analyses indicated that three-dimensional velocity profile 

features affect CFD results only in the very proximal segment of coronary 

arteries. 

Finally, the last objective of this thesis work was to improve CAD treatment 

through the analysis of the in vivo measured hemodynamic measure, the 

hyperemic pressure pullback signal. This analysis allowed to redefine the 

concept of disease length from a functional point view, overcoming the 

concept of anatomical defined disease length. Moreover, the mismatch 

between functional and anatomical disease length resulted a strong 

predictor of poor PCI outcome, giving insights for the improvement of CAD 

treatment. 

In this era of great technological development, computational cardiology is 

becoming ready to be translated into clinical practice, presenting the 

potential to radically change patients’ care, reducing cost and time for 

diagnosis and treatment. This thesis work wishes to contribute to the 

translation of in silico methods to interventional cardiology.  
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Chapter 1 

Introduction 

1.1 Coronary artery anatomy and physiology 

Inside the cardiovascular system, coronary arteries play a key role, 

supplying oxygenated blood flow to the heart muscle. The two main 

coronary arteries are the left main and the right coronary arteries, both 

arising from small openings in correspondence of sinus of Valsalva (SV) in 

the ascending aorta1 (Figure 1.1A). 

 

Figure 1.1 Coronary anatomy and physiology. A) Schematic coronary tree anatomy, coronary 
arteries are labeled in red text and other landmarks in blue text 
(https://www.wikiwand.com/en/Coronary_circulation). B) Circumferential plot of the myocardial 
segments with perfusion territories associated to each coronary artery branch: left anterior 
descending (LAD), left circumflex (LCX), and right coronary artery (RCA) (adapted from Cerqueira et 

al.2). 

https://www.wikiwand.com/en/Coronary_circulation
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Left main coronary artery (LMCA) originates from the left SV and provide 

blood to the left part of the heart. After few centimeters from the ostium 

LMCA branches into left circumflex (LCX) and left anterior descending 

(LAD) coronary arteries. The LAD coronary artery follows the anterior 

intraventricular sulcus around the pulmonary trunk and provide blood flow 

to the front of the left side of the heart3 comprising basal anterior, basal 

anteroseptal, mid anterior, mid anteroseptal, apical anterior, apical septal 

segments, and the apex2 (Figure 1.1B). The LCX coronary artery follows 

the coronary sulcus to the left encircling the heart muscle supplying blood 

to the outer side and back of the heart3, comprising basal inferolateral, basal 

anterolateral, mid inferolateral, mid anterolateral, and apical lateral 

segments2 (Figure 1.1B).  

Right coronary artery originates from the right SV and runs in the right 

portion of coronary sulcus delivering blood to the right atrium and to portions 

of both ventricles3 comprising basal inferoseptal, basal inferior, mid 

inferoseptal, mid inferior, and apical inferior segments2 (Figure 1.1B) as 

well as to the electrical conduction system of the heart which regulates the 

heart rhythm. 

Coronary blood flow is pulsatile and change during the cardiac cycle, 

exhibiting an opposite behavior with respect to the other systemic arteries. 

In detail the flow decreases during the systolic phase and present its 

maximum value during the diastole3. This is caused by the contraction of 

myocardial muscle which during systole compress the microvasculature 

within ventricular wall, increasing the hydraulic resistance and subsequently 

decreasing flow. When ventricles relax (diastolic phase) the compressive 

action stops and blood flow can increase reaching its peak before to fall with 

the decrease of aortic pressure. This behavior is more prominent in the left 

coronary artery (LCA) while RCA present a relative systolic dominance4–6 

(Figure 1.2). This can be explained by the lower intraventricular pressure 

exerted on right with respect to the left ventricle causing a higher systolic 

pressure gradient in the RCA. Moreover, the myocardial microcirculatory 

resistance of right ventricular myocardium is significantly lower with respect 

to the left ventricle7,8. 



 
Figure 1.2 Coronary artery typical waveforms. Typical flow rate patterns at the left coronary artery 
(left) and the right coronary artery (right) over the cardiac cycle. Adapted from Chatzizisis et al.4. 

1.2 Coronary artery diseases 

Coronary artery disease (CAD) is the leading cause of death in western 

world resulting in about the 12% of death in the European Union in 20169. 

CAD consists in the narrowing or the obstruction of epicardial coronary 

arteries with the subsequent deprivation of oxygenated flow to myocardium 

ultimately leading to the death of heart muscle causing the so-called 

myocardial infarction (MI). The main cause of CAD is the atherosclerosis, a 

complex and multifactorial pathological process which affect epicardial 

arteries causing the formation of a plaque composed of lipids and immune 

cells in the subendothelial space, called atheroma. 

1.2.1 Atherosclerosis plaque development 

In healthy arteries the endothelium, formed by a single layer of endothelial 

cells (EC), separates the arterial wall from the blood components of 

intravascular flow and produces vasoactive molecules, such as nitric oxide 

(NO) which as a vasodilator effect and endothelin (vasoconstrictor), 

preventing endothelial dysfunction10. An imbalance of these substances 

plays a key role in the initiation of atherosclerotic process. Although the 

underlying mechanisms of atherosclerosis are not fully elucidated there are 

two not mutually exclusive pathogenic hypothesis: the endothelial damage 

and the lipid hypothesis. Moreover, the most recent theories propose the 

inflammation as a key actor in each stage of atherosclerotic plaque 

development11.  
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Figure 1.3. Life cycle of atherosclerotic plaque. A) a healthy artery. B) Initiation of fatty streak, at 
this stage the process may be reversible. C) fibrofatty lesion forms when smooth muscle cells (SMCs) 
migrate to the intima which covers the foam cells. In the evolution of the plaque foam cells and SMCs 
undergo death and extracellular lipid accumulates forming a lipid core covered by a fibrous cap. The 
fibrous cap could thin, due to the decreased synthesis and increased breakdown of extracellular 
matrix creating a thin cap atheroma (D). Another possible evolution involves an accumulation of more 
matrix than lipid resulting in a plaque with a thicker fibrous cap called fibroatheroma (E). Thin cap 
atheroma could rupture provoking thrombosis (F) with a prevalence of ST segment elevation 
myocardial infarction (STEMI) with respect to non-ST segment elevation myocardial infarction 
(NSTEMI. Fibroatheromas could more likely undergo to plaque erosion, complicated by the formation 
of a platelet-rich thrombus (white thrombus) and result in a prevalence of NSTEMI with respect to 
STEMI. Both ruptured and eroded plaques undergo to mechanisms typical of wound heling forming 
a healed plaque with a thicker fibrous cap less prone to rupture which could cause chronic stable 
angina (H). Adapted from Libby11.  

The first step is the development of a fatty streak at the arterial wall (Figure 

1.3B). This may begin even in childhood and adolescence12. It mainly 

depends on circulating risk factors, such as lipoproteins and systemic 

factors, like hypertension, smoking or obesity. Moreover, the focal nature of 

atherosclerosis, which develop at certain preferential sites, e.g., bifurcations 

or high curvature regions, introduce the disturbed flow as a factor in the 

development of atherosclerotic plaques, transducing the biomechanical 

signal into cellular pathways which may favor the lesion formation13,14. In 

this first step the low-density lipoproteins (LDLs) accumulate inside the 

intima. Separated from the antioxidants circulating in the plasma LDL 

undergo to oxidation. Both experimental and human models show an 

accumulation of oxidized LDL in atherosclerotic plaques15. This 

accumulation leads to pro-atherogenic and pro-inflammatory processes 



which activate smooth muscle cells (SMCs) attracting monocytes which 

transform in macrophage and take up lipids becoming foam cells.  

The inflammation causes the production of extracellular proteoglycans, 

secreted by SMCs which augment the lipid-binding capacity. The 

accumulation of extracellular lipids provokes foam cells and SMCs death 

and triggering further inflammatory processes which play a key role in 

plaque progression. In this second study of evolution the plaque results in a 

fibrofatty lesion (Figure 1.3C) with a lipid-rich necrotic core covered by a 

fibrous cap just under the endothelium at the blood-wall interface.  

The further evolution of plaque could lead to two different atherosclerotic 

plaques phenotypes: thin cap atheroma (Figure 1.3D) and fibroatheroma 

(Figure 1.3E). Thin-cap atheroma can rupture provoking the formation of a 

fibrin and red blood cells (RBCs) rich thrombus called red thrombus (Figure 

1.3F) while fibroatheroma usually undergo to plaque erosion forming a 

platelet rich thrombus called white thrombus (Figure 1.3G). As a clinical 

manifestation plaque rupture is more prone to cause ST segment elevation 

myocardial infarction (STEMI), while plaque erosion more often gives rise 

to non-ST segment elevation myocardial infarction (NSTEMI)16.  

Plaque rupture or erosion with subsequent thrombus formation could also 

be clinically silent and undergo to mechanisms typical of wound healing 

forming a healed plaque with a thicker fibrous cap (Figure 1.3H). This 

process may recur many times at a single site of arterial wall, resulting in 

multiple layers of healed tissue17 less prone to thrombus formation resulting 

in chronic angina.  

1.2.2 The role of hemodynamics 

As mentioned above, the focal nature and the location of atherosclerotic 

lesion in certain, geometrically predisposed areas, such as bifurcations, 

branching, or high curvature regions has introduced the hemodynamics as 

a triggering factor in the atherosclerosis initiation and development18. In 

particular wall shear stress (WSS) is a biomechanical cue sensed by 

multiple cell components and transduced to complex intra-cellular pathways 

which lead to the activation or deactivation of gene and protein expression. 
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Generally endothelial cells, exposed to unidirectional and high WSS align in 

the direction of flow assuming a quiescent state, for this region in healthy 

vessels and early atherosclerosis unidirectional WSS with magnitude 

values considered normal, in a range between 1 and 7 Pa, is considered 

atheroprotective19. On the contrary low and oscillating WSS is involved in 

endothelial cells activation leading to a pro-inflammatory state with the 

production of chemokines, cytokines, and adhesion molecules, leading to 

endothelial dysfunction20.  

In addition to WSS also intravascular flow features, such as helical flow 

patterns, observed in all human arteries was explained as a phenomenon 

which stabilize blood flow minimizing flow disturbances21 minimizing the 

area exposed to low and multidirectional WSS22. Moreover, very recently 

helical flow proved to be atheroprotective coronary arteries being 

associated with higher WSS regions23 and a lower wall thickness change 

over time24. 

Hemodynamics in coronary arteries cannot be measured directly in vivo but 

need to be computed by solving the fluid motion equations: the Navier-

Stokes equations. The most common adopted method to solve these 

equations is the computational fluid dynamics (CFD) which provide pressure 

and velocity fields, and subsequently WSS, at any point in space and time. 

Because of the complex four-dimensional nature of velocity and WSS vector 

fields in the last 40 years many descriptors were proposed to synthetize the 

information highlighting different characteristics. In the next paragraph the 

most used WSS- and velocity-based descriptors are presented. 

 

 

 

 



1.3 Hemodynamics descriptors 

Wall shear stress is a multifaceted parameter with a vectorial and four-

dimensional nature. To synthetize the information many WSS-based 

descriptors were introduced during the last years accounting for WSS 

magnitude, pulsatility, multidirectionality, and topology. 

1.3.1 Wall shear stress-based descriptors 

Time averaged wall shear stress (TAWSS) 

TAWSS is the simplest WSS-based descriptor, and it is calculated by 

integrating WSS-magnitude nodal values over the cardiac cycle:  

TAWSS(𝐱) =  
1

T
∫ |𝐖𝐒𝐒(𝐱, t)|dt

T

0
    (1.1) 

Where T is the duration of cardiac cycle. 

Oscillatory shear index (OSI) 

OSI provide a numerical quantification of pulsatility of WSS vector field 

during the cardiac cycle. It quantifies the change of direction of WSS vector 

with respect to a predominant direction during the cardiac cycle and it is 

defined as25: 

OSI(𝐱) =  0.5 [1 −
|∫ 𝐖𝐒𝐒(𝐱,t)dt

T
0 |

∫ |𝐖𝐒𝐒(𝐱,t)|dt
T

0

]    (1.2) 

OSI value ranges from zero when the instantaneous WSS vector does not 

change during the cardiac cycle to 0.5 when instantaneous WSS vector 

changes its direction in each time point of the cardiac cycle. 

Relative residence time (RRT) 

RRT is derived from the combination of TAWSS and OSI and it is defined 

as26: 

RRT(𝐱) =  
1

(1−2OSI(𝐱))TAWSS(𝐱)
     (1.3) 
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This index overcome the limitation of OSI which is not sensitive to WSS 

magnitude. In this way is possible to account for WSS magnitude and 

pulsatility. 

Transverse wall shear stress (transWSS) 

During the cardiac cycle WSS does not remain parallel to a single axis. The 

transWSS calculate the time-average over the cardiac cycle of WSS vector 

components orthogonal to the temporal mean WSS vector and it is defined 

as27: 

transWSS(𝐱) =  
1

T
∫ |𝐖𝐒𝐒(𝐱, t) ∙ (𝐧 ×

∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0

|∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0
|
)|

T

0
dt (1.4) 

where n is the normal to the vessel wall. The transWSS ranges between 0 

and TAWSS value. Values near to 0 indicates that the flow remains 

approximatively parallel to a single axis during the cardiac cycle while high 

transWSS values indicates changes in flow direction during a large part of 

cardiac cycle or small changes in the direction of high-speed near-wall flow. 

Cross flow index (CFI) 

The instantaneous value of cross flow index CFIi at the time point ti can be 

defined as28: 

CFIi(𝐱, ti) =
𝐖𝐒𝐒(𝐱,ti)

|𝐖𝐒𝐒(𝐱,ti)|
∙ (𝐧 ×

∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0

|∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0 |
)   (1.5) 

Representing multidirectionality of WSS without consider its magnitude. It is 

the sine of the angle between the temporal mean of WSS vector and 

instantaneous WSS vector. The CFI results as the time average of these 

instantaneous components28: 

CFI(𝐱) =
1

T
∫

𝐖𝐒𝐒(𝐱,t)

|𝐖𝐒𝐒(𝐱,t)|
∙ (𝐧 ×

∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0

|∫ 𝐖𝐒𝐒(𝐱,t)dt
T

0 |
) dt

T

0
  (1.6) 

CFI ranges between 0 (no multidirectionality) and 1 (maximum 

multidirectionality). 



 

Axial and secondary wall shear stress 

WSS multidirectionality can be also described on the basis of vessel 

geometry, decomposing it in an axial direction (WSSax), defined by the 

tangent to the vessel centerline, correspondent to main flow direction, and 

secondary component (WSSsc), orthogonal to the axial direction and related 

to secondary flows29 (Figure 1.4). 

 

Figure 1.4. Wall shear stress axial and secondary components. Decomposition of wall shear 
stress (WSS) vector in its axial and secondary component. C(s) is the vessel centerline, C’ is the 
vector tangent to the centerline, R is the vector orthogonal to C’ and normal to vessel surface, S is 
the vector orthogonal to C’ and R. Adapted from De Nisco et al.24 

WSSax is mathematically defined as29: 

𝐖𝐒𝐒ax(𝐱, t) =  
𝐖𝐒𝐒(𝐱,t)∙𝐂′(𝐱)

|𝐂′(𝐱)|

𝐂′(𝐱)

|𝐂′(𝐱)|
    (1.7) 

where C’ is the vector tangent to the vessel centerline C.  
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WSSsc can be obtained projecting the WSS vector along the direction of 

vector S (Figure 1.4)29: 

𝐖𝐒𝐒sc(𝐱, t) =  
𝐖𝐒𝐒(𝐱,t)∙𝐒(𝐱)

|𝐒(𝐱)|

𝐒(𝐱)

|𝐒(𝐱)|
     (1.8) 

where S is given by the external product of C’ and R, the vector normal to 

vessel surface. 

The information of axial and secondary component of WSS can be furtherly 

synthetized time averaging the two components: 

TAWSSax(𝐱) =  
1

T
∫ |𝐖𝐒𝐒ax(𝐱, t)|dt

T

0
   (1.9) 

TAWSSsc(𝐱) =  
1

T
∫ |𝐖𝐒𝐒sc(𝐱, t)|dt

T

0
   (1.10) 

And computing the ratio between the two components during the cardiac 

cycle: 

WSSratio(𝐱) =  ∫
|𝐖𝐒𝐒sc(𝐱,t)|

|𝐖𝐒𝐒ax(𝐱,t)|
dt

T

0
     (1.11) 

When WSSratio is higher than 1 WSSsc predominates during the cardiac 

cycle. 

Wall shear stress topological skeleton 

In the last years wall shear stress topological skeleton is obtaining a great 

interest, due to its ability to capture WSS features related to flow stagnation, 

separation and recirculation, as well as to blood-wall mass transfer30–34. 

Based on dynamical system theory the WSS vector field topological 

skeleton is composed by fixed points which are focal points where the WSS 

vanishes, and manifolds which are contraction or expansion regions which 

link fixed points. 

The most widely adopted approach to identify WSS contraction and 

expansion region is the Lagrangian approach following the attracting or 

repelling behavior of the particles in the near-wall region. This approach 

demonstrated its potential in the analysis of WSS topological skeleton, but 



it is extremely computational consuming, requiring the direct numerical 

integration to obtain the position of a great number of particles. Moreover, it 

requires a very refined spatial grid and very short time-steps to provide a 

reliable numerical integration. For these reasons very recently a Eulerian 

method able to identify WSS expansion and contraction regions was 

proposed35. 

Expansion and contraction regions are identified using the divergence of 

normalized WSS vector field35: 

DIVWSS(𝐱, t) =  ∇ ∙ (
𝐖𝐒𝐒(𝐱,t)

|𝐖𝐒𝐒(𝐱,t)|
)    (1.12) 

Positive values of DIVWSS identifies expansion regions, while negative 

values of DIVWSS identifies contraction regions. 

It is expected that WSS contraction and expansion action on EC is linked to 

vascular physiopathology. In particular, the high variability of WSS 

contraction and expansion during the cardiac cycle was recently linked to 

ascending aortic aneurysm wall degradation36, long-term restenosis after 

carotid endarterectomy37, and early-stage atherosclerosis in coronary 

arteries38. The variation in WSS contraction/expansion action exerted on the 

endothelium of a vessel during the cardiac cycle is quantified using the 

WSS-based descriptor topological shear variation index (TSVI)36: 

TSVI(𝐱) =  {
1

T
∫ [DIVWSS(𝐱, t) − DIVWSS(𝐱, t)]2dt

T

0
}

1 2⁄

 (1.13) 

1.3.2 Helicity-based descriptors 

Local normalized helicity (LNH) 

Helicity describes the local alignment between velocity (v) and vorticity (ω) 

vectors. The kinetic helicity density Hk is defined as: 

 Hk(𝐱, t) =  𝐯(𝐱, t) ∙ 𝛚(𝐱, t) = 𝐯(𝐱, t) ∙ ∇ × 𝐯(𝐱, t) (1.14) 

Hk is a pseudoscalar: its sign represents the right- or left-handed direction 

of helical blood flow patterns.  
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LNH was adopted to provide a qualitative picture of helical blood flow 

patterns inside blood vessels. Its Eulerian formulation is: 

LNH(𝐱, t) =  
𝐯(𝐱,t)∙𝛚(𝐱,t)

|𝐯(𝐱,t)∙𝛚(𝐱,t)|
     (1.15) 

LNH is a normalized index and ranges between -1 and 1. Positive values of 

LNH are associated with the clockwise rotation (right-handed) of helical 

structures while negative values represent a counterclockwise rotation (left-

handed). 

Quantitative Eulerian helicity-based descriptors 

LNH is a useful quantity for the visualization of helical flow structures in 

cardiovascular flows39, but does not allow a quantitative analysis. Helical 

flow can be quantified using Lagrangian-based descriptors40 or using more 

computationally convenient Eulerian descriptors defined as41: 

ℎ1 =
1

T
 

1

V
∫ ∫ 𝐯(𝐱, t) ∙ 𝛚(𝐱, t)dVdt

 

V

T

0
    (1.16) 

ℎ2 =
1

T
 

1

V
∫ ∫ |𝐯(𝐱, t) ∙ 𝛚(𝐱, t)|dVdt

 

V

T

0
    (1.17) 

ℎ3 =
ℎ1

ℎ2
     − 1 ≤ ℎ3 ≤ 1      (1.18) 

ℎ4 =
|ℎ1|

ℎ2
      0 ≤ ℎ4 ≤ 1     (1.19) 

where V is the integration volume.  

The average helicity, h1, represents the average amount of helical flow 

during the cardiac cycle inside the integration volume; the helicity intensity, 

h2, quantifies the helicity intensity during the cardiac cycle inside the 

integration volume; the signed balance of helical flow structures, h3, 

measure the strength and prevalence (identified by the sign) of the relative 

rotations of helical flow structure; and the unsigned balance of helical flow 

structures, h4, measures only the strength of relative rotations of helical flow 

structures. 



1.4 Clinical diagnosis of coronary artery disease 

In its advanced state the atherosclerotic process in coronary arteries lead 

to the narrowing of arteries usually causing chest pain in the patients. 

Obviously, each atherosclerotic plaque is different, and interventional 

cardiologist have to decide when and how treat the disease.  

The first method developed for the anatomical assessment of CAD was the 

invasive coronary angiography (ICA) which remain nowadays the gold 

standard. In the last decades (Figure 1.5) more sophisticated intravascular 

imaging techniques, i.e., optical coherence tomography (OCT), and 

intravascular ultrasound (IVUS) as well as non-invasive imaging 

techniques, i.e., coronary computed tomography angiography (CCTA) were 

introduced in clinical to further characterize the patients CAD to decide the 

most appropriate treatment42. Parallelly to anatomical evaluation of CAD the 

functional assessment, i.e., pressure- and flow-based, such as fractional 

flow reserve (FFR), indices improved CAD diagnosis and treatment.  

 

 

Figure 1.5. Evolution of CAD diagnosis techniques. After the first coronary angiography balloon 
angioplasty in 1977 several more advanced techniques were introduced to improve CAD diagnosis. 
In 1988 there was the first clinical use of IVUS, 8 years later, in 1996 FFR was introduced in clinical. 
OCT was then introduced in 2002. More recently the clinical use of these techniques was regulated, 
providing guidelines in 2006, 2007, and 2019 for IVUS, FFR, and OCT, respectively. Reprinted from 

Steitieh et al.42 
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1.4.1 Anatomical assessment of CAD 

The anatomical assessment of CAD is performed by means of medical 

imaging which can be invasive (i.e., ICA, IVUS, OCT) or non-invasive (i.e., 

CCTA). 

Invasive coronary angiography 

ICA (Figure 1.6A) is the most widely adopted anatomical-based diagnosis 

technique in interventional cardiology. The technique involves the insertion 

of a catheter in femoral or radial arteries to mini-invasively reach the 

coronary ostium using X-ray images as a guide. After the catheter is placed 

in the right position the contrast medium was injected to enhance the 

visibility of coronary arteries highlighting the local narrowing if present. The 

main advantage of this technique is the immediateness of information 

available to the interventional cardiologist. On the other hand, ICA present 

some limitations: 

1. it is a two-dimensional imaging technique used to analyze the three-

dimensional vascular structure. Many companies tried to overcome this 

limitation providing tools which allow the three-dimensional 

reconstruction starting from two angiographic projections. These 

algorithms, based on epipolar geometry, requires some assumptions, 

such as the elliptical shape of the vessel cross-section, without capturing 

the more complex blood vessel wall shape. 

2. The inability to accurately assess the hemodynamic relevance of 

intermediate stenosis43. 

Intravascular ultrasound 

IVUS (Figure 1.6B) is an invasive catheter-based imaging technique based 

on the reflection of sound waves and present a high penetration dept, 

allowing a detailed characterization of the atherosclerotic plaque, providing 

information about plaque size and calcifications. On the other hand, IVUS 

is not able to detect lipids and the relatively low resolution (200 µm) avoid 

the quantification of smaller plaque components and cap thickness. To 

overcome the inability of IVUS to detect lipids in atherosclerotic plaque 



combined near-infrared spectroscopy (NIRS)-IVUS catheters were 

introduced, allowing to identify plaques containing a lipid-rich necrotic core. 

Optical coherence tomography 

OCT (Figure 1.6C) is another invasive catheter-based imaging technique 

which use low-coherence light to capture high spatial resolution (10 µm) 

optical scatter media such biological tissues. This allows in atherosclerotic 

coronary arteries a precise quantification of the fibrous cap thickness, a risk 

factor for plaque rupture, and plaque microstructures. Moreover, OCT is 

able to detect lipids and microcalcifications due to its nature. The main issue 

related to this technique is related to the limited penetration depth, avoiding 

the quantification of plaque components in large atherosclerotic plaques. 

 

Figure 1.6. Techniques for invasive anatomical assessment of CAD. A) Invasive coronary 
angiography (ICA); B) intravascular ultrasound (IVUS); C) optical coherence tomography. 

Coronary computed tomography angiography 

CCTA is a non-invasive imaging technique which is gaining a great interest 

in the field of coronary interventions providing three-dimensional information 

about lesion length, severity, and plaque characteristic, allowing the 

selection of the correct size for stenting procedure. Moreover from the 

analysis of plaque characteristics enable the identification of high-risk 

plaque allowing the discrimination of non-calcified plaques, plaques with 

spotty calcifications or plaques with positive remodelling44. 
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1.4.1 Functional assessment of CAD 

Parallelly to anatomical lesion assessment some indices based on the 

measurement of blood flow, such as coronary flow reserve (CFR) and 

pressure, such as FFR and instantaneous wave-free ratio (iFR). More 

recently more advanced techniques to virtually compute FFR were 

introduced aiming to reduce time and costs of functional assessment of 

CAD. 

Coronary flow reserve  

CFR concept is based on the measure of baseline and hyperemic flow. The 

flow rate can be measured with different techniques which can be invasive, 

e.g., Doppler flow and continuous thermodilution, or non-invasive, e.g., 

positron emission tomography (PET) and magnetic resonance imaging 

(MRI)45. CFD is defined as the ratio between maximal flow (QHyperemic), 

inducing maximal hyperemia, and normal flow (QRest) in resting condition: 

CFR =
QHyperemic

QRest
      (1.20) 

CFR measures the capacity of major resistance components represented 

by epicardial coronary arteries and microvascular bed. A CFR lower than 2 

is associated to higher risk CAD46. This measure presents some limitations: 

1. it does not discriminate between epicardial and microvascular disease. 

2. It can be altered by factors influencing the stability of resting conditions, 

e.g., volume loading conditions, contractility, tachycardia, and clinical 

conditions of the patient. 

Fractional flow reserve 

FFR is an invasive pressure-derived measure. It is defined as the ratio 

between the coronary pressure measured distally to a stenosis (Pd) and the 

aortic pressure (Pa) in condition of maximal hyperemia47: 

FFR =
Pd

Hyperemic

Pa
Hyperemic      (1.20) 



The condition of maximal hyperemia is achieved with drugs such as 

adenosine and allows to obtain a linear relationship between coronary flow 

and pressure representing a surrogate measure of the relative reduction of 

flow caused by an epicardial stenosis. In healthy vessel the FFR is 

theoretically equal to 1 while values lower than 0.75 are associated to 

ischemia suggesting to proceed with revascularization interventions48,49. 

FFR resulted superior to the anatomical evaluation of coronary stenosis in 

clinical decision-making, preventing unnecessary stent implantation 

enhancing the clinical outcome of the patient43. 

Instantaneous wave free ratio 

iFR is a recently proposed physiological index allowing to assess the 

functional significance of coronary lesion avoiding the use of hyperemia. 

This index is based on wave intensity analysis which allows the identification 

of a particular temporal window in the cardiac cycle called wave free period 

in which flow and pressure are linearly related so that the pressure ratio 

between distal and aortic pressure represent the flow impairment caused by 

the coronary stenosis: 

iFR =
Pd

Wave free

Pa
Wave free      (1.21) 

 

Like FFR an iFR equal to 1 indicate a non-significant lesion while 

revascularization is suggested for lesion with iFR lower than 0.9. The main 

advantage of iFR with respect to FFR is that is a drug-free measurement. 

Moreover latest clinical trials reported an equivalence between iFR and FFR 

guided revascularization50,51. 

Virtual functional assessment of CAD 

While FFR and iFR has become the standard of care in the evaluation of 

CAD functional significance its use is limited because of the increase of time 

and costs in the cathlab. For these reasons virtual alternatives to FFR were 

proposed by many companies (e.g., QFR from Medis Medical Imaging or 

vFFR from Pie Medical Imaging). While it is possible to use CFD simulations 
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to compute virtual FFR reconstructing the three-dimensional geometry of 

the vessel starting from two angiographic projections52, the commercially 

available solutions to speed-up the virtual FFR computation provides a 

surrogate measure applying analytical fluid dynamics law (i.e., Bernoulli’s 

and Poiseuille’s equations)53. An alternative technique to virtually assess 

FFR is based on the coupling of non-invasive imaging (i.e., CCTA) and CFD 

simulations, called FFRCT (HeartFlow Inc.) which represents the first 

widespread clinical application of CFD simulation54 showing positive and 

promising results in the improvement of patients’ care and significant CAD 

diagnosis55. Moreover, a novel tool, called FFRCT planner simulates the 

outcome of percutaneous coronary intervention (PCI) in terms of post-PCI 

FFR given to cardiologist the possibility of predict the benefit of PCI strategy 

applied to a specific lesion56. 

Even if the introduction of functional assessment of CAD had led to an 

improvement of lesion treatment some mechanisms which lead to plaque 

rupture and subsequent myocardial infarction still need to be elucidated to 

further improve the clinical decision-making. 

1.5 Thesis objectives and outline 

Computational methods and algorithms are promising tools in the 

improvement of CAD diagnosis, understanding and improvement of 

treatment. In this context, the thesis is divided in 2 parts: In the first part the 

potential and applicability of CFD simulations to improve diagnosis and 

understanding of CAD was investigated while in the second part the 

pressure pullback signal, a hemodynamic measure derived in vivo, was 

analyzed to improve CAD treatment. The objectives of this thesis project 

can be summarized as follows: 

Part 1: Potential and applicability of CFD simulations to improve CAD 

diagnosis and understanding 

1. To test the usefulness of endothelial shear stress as a potential clinical 

biomarker in the diagnosis of coronary atherosclerotic plaques at risk of 

rupture and prone to cause myocardial infarction. 



2. Understand the relationship between atherosclerotic plaque phenotype, 

cellular gene expression, and endothelial shear stress pattern. 

3. Quantify uncertainties in computational fluid dynamics simulations 

related to inflow boundary conditions to boost the clinical translation of 

computational hemodynamic-based descriptors. 

Part 2: Improve CAD treatment analyzing pressure pullback signal 

4. Improve CAD treatment with percutaneous coronary interventions 

analyzing the hyperemic automatic pressure pullback signal to redefine 

the concept of diseased length. 

To address the above-mentioned hypotheses, the objectives of this thesis 

are elaborated in the next chapters as follows: 

Part 1 

Chapter 2 - Risk of Myocardial Infarction based on Endothelial Shear 

Stress Analysis Using Coronary Angiography 

The identification of lesions prone to rupture is of paramount importance for 

medical management of patients with CAD. In clinical practice CAD 

evaluation was performed with an anatomical, and a functional assessment. 

Coronary atherosclerotic plaques experience a variety of hemodynamic 

stimuli and characteristic WSS features synthetized by means of WSS-

based descriptors derived with CFD simulations may prove to have 

predictive capability for MI stronger than the traditional methods. To this aim 

188 lesions (80 culprit for MI and 108 non-culprit for MI) where 

retrospectively selected and analyzed comparing the performance of three-

dimensional quantitative coronary angiography (3D-QCA), vFFR, and WSS-

based descriptors in the prediction of MI. 

Chapter 3 - Coronary Artery Plaque Rupture and Erosion: Role of Wall 

Shear Stress Profiling and Biological Patterns in Acute Coronary 

Syndromes 

Coronary atherosclerotic plaques might evolve to different phenotypes with 

a distinct morphology, plaque composition, and cellular gene expression. 
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On the other hand, local hemodynamics, and especially WSS, act on 

coronary plaques as a biomechanical stressor and is also involved in 

coronary artery plaque pathological mechanisms and modulation of gene 

expression. However, its relationship with coronary artery plaque phenotype 

and molecular patterns has not been investigated in acute coronary 

syndromes (ACS). In this chapter a comprehensive hemodynamic and 

biological description of unstable (intact-fibrous-cap, IFC, and ruptured-

fibrous-cap, RFC) and stable (chronic coronary syndrome, CCS) plaques is 

provided. 24 CCS and 25 Non-ST Elevation Myocardial Infarction-ACS 

patients were enrolled, with IFC (n=11) and RFC (n=14) culprit lesions 

according to OCT analysis. A real-time PCR primer array was performed on 

for 17 different molecules whose expression is linked to WSS. CFD 

simulations were performed in high-fidelity 3D-coronary artery anatomical 

models reconstructed fusing ICA and OCT for 3 patients per group. 

Chapter 4 - Does the inflow velocity profile influence physiologically 

relevant flow patterns in computational hemodynamic models of left 

anterior descending coronary artery? 

Patient-specific CFD simulations are a powerful tool for investigating the 

hemodynamic risk in coronary arteries. Proper setting of flow boundary 

conditions in computational hemodynamic models of coronary arteries is 

one of the sources of uncertainty weakening the findings of in silico 

experiments, in consequence of the challenging task of obtaining in vivo 3D 

flow measurements within the clinical framework. Accordingly, in this 

chapter the influence of assumptions on inflow velocity profile shape on 

coronary artery hemodynamics is investigated. To do that, 10 left anterior 

LAD geometries were reconstructed from clinical angiography, and 11 

velocity profiles with realistic 3D features such as eccentricity and differently 

shaped (single- and double-vortex) secondary flows were generated 

analytically and imposed as inflow boundary conditions. WSS and helicity-

based descriptors obtained prescribing the commonly used parabolic 

velocity profile were compared with those obtained with the other velocity 

profiles to quantify the uncertainties related to the choice of velocity profile 

shape in patient-specific CFD simulations in coronary arteries. 



Chapter 5 - Modelling coronary flows: impact of differently measured 

inflow boundary conditions on vessel-specific computational 

hemodynamic profiles 

The translation of hemodynamic quantities based on WSS or intravascular 

helical flow into clinical biomarkers of coronary atherosclerotic disease is 

still hampered by the assumptions/idealizations required by the CFD 

simulations of the coronary hemodynamics. In the resulting budget of 

uncertainty, inflow boundary conditions (BCs) play a primary role. 

Accordingly, in this chapter the impact of the approach adopted for in vivo 

coronary artery blood flow rate assessment on personalized CFD 

simulations where blood flow rate is used as inflow BC was investigated. 

Therefore, CFD simulations were carried out on coronary angiograms by 

applying personalized inflow BCs derived from four different techniques 

assessing in vivo surrogates of flow rate: continuous thermodilution, 

intravascular Doppler, frame count-based 3D contrast velocity, and 

diameter-based scaling law. The impact of inflow BCs on coronary 

hemodynamics was evaluated in terms of WSS- and helicity-based 

quantities. 

Part 2 

Chapter 6 - Mismatch between morphological and functional 

assessment of the length of coronary artery disease 

Anatomical evaluation of coronary lesion length is a paramount step during 

invasive assessment of CAD. Likewise, the extent of epicardial pressure 

losses can be measured using longitudinal vessel interrogation with 

fractional flow reserve FFR pullbacks redefining the CAD length using a 

functional definition. This chapter aims to quantify the mismatch in lesion 

length between morphological (i.e., based on quantitative coronary 

angiography, QCA, or optical coherence tomography, OCT) and functional 

evaluations (i.e., based on pressure pullback signal). This measure, called 

functional-anatomical mismatch (FAM) may be predictive of PCI outcome. 
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Chapter 7 - Conclusions and future works 

In this last chapter final remarks of each previous chapter and possible 

future research applications are given. 



Chapter 2 

Risk of Myocardial Infarction based on 

Endothelial Shear Stress Analysis Using 

Coronary Angiography 
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2.1 Introduction 

Myocardial infarction (MI) remains a life-threatening complication of 

coronary artery disease (CAD)57. MI frequently arise from thrombosis of 

lesions with large plaque burden58. Coronary arteries and atherosclerotic 

plaques experience a variety of mechanical forces linked to plaque 

progression and destabilization59,60. Among them, high pressure gradients 

across epicardial lesions have been recognized as independent predictors 

of myocardial infarction (MI)61. The frictional force of the flowing blood acting 

on the endothelium, i.e. wall shear stress (WSS), is also a key mechanism 

translating hemodynamic signals to vascular biological phenomena62,63. In 

addition, WSS has been associated with vulnerable transformation of 

atherosclerotic lesions: low WSS has been linked to atherosclerosis 

progression, whereas high WSS has been associated with platelet 

activation and plaque rupture64,65. More recently, WSS-based descriptors 

able to characterize the contraction/expansion action of endothelial shear 

forces along the cardiac cycle were associated with vascular 

pathophysiological processes in coronary66,67 and extra-coronary 

territories36,37. In particular, a recent longitudinal study on swine models 

showed that early atherosclerotic changes in coronary arteries are 

associated with the endothelium shear stress contraction/expansion 

variability along the cardiac cycle, captured by the WSS-based quantity 

topological shear variation index (TSVI)66.  

Identification of lesions prone to rupture may personalize medical 

management in patients with CAD. The combination of computational fluid 

dynamic (CFD) quantities that can be extracted in a conventional clinical 

framework may prove to have predictive capability for MI. Accordingly, the 

present study aims to evaluate the usefulness of a comprehensive 

anatomical and hemodynamic assessment based on conventional coronary 

angiography, integrated by CFD simulations, for the identification of lesions 

prone to cause MI. 



2.2 Methods 

2.2.1 Study design 

This is a case-control multicenter study including three European centers 

(OLV clinic, Aalst, Belgium; University of Lausanne, Switzerland; Fribourg 

Cantonal Hospital, Switzerland) designed to identify predictors of MI. Study 

protocol conforms to the ethical guidelines of the 1975 Declaration of 

Helsinki and has been approved by the Institution's ethics committee. 

Written informed consent was obtained from each patient included in the 

study. 

2.2.2 Study population 

Patients presenting with acute MI admitted for invasive coronary 
angiography were screened to identify those who: 

1. had a previous coronary angiography (here forth referred as baseline 
angiography) performed between 1 month and 5 years before the index 
event 

2. Had the visually identifiable mild lesion (≤ 50% visual diameter stenosis) 
culprit for the future MI at the baseline angiography.  

3. Had at the baseline angiography at least one additional non-culprit lesion 
(NCL) in at least one of the other two major epicardial vessels.  

Therefore, each patient served as its own control. Patient exclusion criteria 

were post-coronary artery bypass graft (CABG) status, MI as result of in-

stent restenosis or thrombosis, MI in absence of angiographically 

identifiable coronary lesions, ostial lesions or lesions involving a coronary 

bifurcation with a side branch diameter ≥ 2 mm. In case of multiple coronary 

angiographies before the acute event, the latest angiography was selected 

for analysis. 

Lesion selection (for both future culprit lesions, FCL, and NCL) was 

performed blinded to the MI information. Subsequently, three-dimensional 

geometries derived from coronary angiography of both FCL and NCL were 

generated for blood flow simulations.  
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2.2.3 Coronary angiography and blood flow simulations 

The workflow of the study is presented in Figure 2.1.  

 

Figure 2.1. Workflow of the study. The geometrical information of the three-dimensional vessel 
reconstruction is exploited to compute in parallel quantitative coronary angiography (QCA) analysis 
as well as virtual fractional flow reserve (vFFR) and computational fluid dynamic (CFD)-derived wall 

shear stress (WSS) simulations. 

Three-dimensional quantitative coronary angiography (3DQCA) 

reconstructions were performed using two angiographic end-diastolic 

frames at least 30 degrees apart using the CAAS Workstation WSS 

software (Pie Medical Imaging, Maastricht, the Netherlands). Automated 

lumen contour detection was enabled, and manually corrected when 

needed. Three-dimensional coronary reconstruction included at least 20 

mm proximally and 20 mm distally from the minimal lumen diameter (MLD). 

Using the three-dimensional coronary reconstruction, transient CFD 

simulations to quantify WSS distribution along the cardiac cycle under 

resting conditions were carried out with two approaches:  



1.  the clinical CFD, using a finite element-based code (CAAS Workstation 

WSS software, Pie Medical Imaging, Maastricht, the Netherlands) with 

simulations performed by clinicians within a standard clinical framework. 

2. The expert CFD, using a finite volume-based code with simulations 

performed by a CFD expert team with a greater accuracy and resolution 

to verify the reliability of clinical CFD. 

Details about discretization and simulations setting are reported below. 

In the clinical CFD setting the reconstructed three-dimensional fluid domain 

was discretized by means of NETGEN68, using P1-P1 tetrahedral elements, 

according to a radius-based approach and 3 near-wall tetrahedral layers. 

The governing equations of fluid motion were solved in their discretized form 

under unsteady-state conditions by applying the finite element code 

Kratos69, implemented in the CAAS Workstation WSS software (Pie Medical 

Imaging, Maastricht, the Netherlands). Blood was assumed as a 

homogeneous, incompressible, and Newtonian fluid with a density ρ equal 

to 1060 Kg/m3 and a dynamic viscosity µ equal to 0.0035 Pa∙s. Vessel walls 

were assumed to be rigid and no-slip condition was applied at wall 

boundaries. Concerning boundary condition, since in vivo measured data 

were not available, generic Doppler curves were used for the left anterior 

descending (LAD), left circumflex (LCX), and right coronary arteries (RCA) 

(Figure 2.2). These curves were made patient-specific using a scaling law 

based on the individual diameter of the inlet cross-section, as proposed 

elsewhere70. The resulting inlet flow rates were then prescribed in terms of 

parabolic velocity profiles at the inlet71. Concerning the outlet boundary 

conditions, a reference pressure was imposed at the outlet section. The 

settings used to perform CFD simulations go in the direction of a balance 

between the accuracy of the results and a computational time compatible 

with the clinical use of the software. 
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Figure 2.2. Normalized flow rate waveforms. Generic Doppler-based normalized flow rate curves 
typical for left anterior descending (LAD), left circumflex (LCX), and right coronary arteries (RCA), 
from left to right.  

In the expert CFD setting the 3D vessel geometries were discretized using 

the software ICEM CFD (ANSYS Inc., Canonsburg, PA, USA), generating 

tetrahedral meshes with element edge size in the bulk ranging from 0.04 to 

0.16 mm, a curvature-based refinement and five layers of prismatic 

elements close to the wall. The parameters were derived from grid 

independence analysis performed in a previous study72. The governing 

equations of fluid motion were solved in their discretized form under 

unsteady-state conditions using a commercial code based on the finite 

volume method (Fluent, ANSYS Inc.). In the expert CFD approach the 

rheological properties of blood were more realistically modelled than in the 

clinical CFD approach (where blood was considered as a Newtonian fluid). 

In detail, blood was considered as a continuous, incompressible (ρ=1060 

kg/m3), non-Newtonian fluid implementing the Carreau model (μ∞ = 0.0035 

kg/(m∙s), μ0 = 0.25 kg/(m∙s), λ=25 s, n=0.25)73. Vessel walls were assumed 

to be rigid and no-slip condition was applied at wall boundaries. The applied 

boundary conditions were the same as the clinical CFD approach, detailed 

in the previous section. Regarding the applied numerical scheme, second-

order accuracy was prescribed for both momentum and pressure equations, 

coupled using the full implicit Coupled pressure–velocity coupling scheme 

with explicit relaxation factors equal to 0.75 for pressure and momentum. 

The second order backward Euler implicit scheme was adopted for time 

integration, with a fixed time increment equal to 0.01 s. Convergence was 



achieved when the maximum mass and momentum residuals fell below 10-

5. 

3DQCA and the angiography-derived virtual fractional flow reserve (vFFR) 

were obtained using the CAAS Workstation vFFR software (Pie Medical 

Imaging) on the same angiographic projections selected for three-

dimensional vessels reconstruction. Anatomical descriptors included 

percentage area stenosis (%AS), percentage diameter stenosis, minimal 

lumen area (MLA) and diameter, reference vessel diameter, lesion length 

and distance of MLA from the ostium. The distal vFFR, the translesional 

vFFR difference (ΔvFFR), and the absolute pressure drop in millimeters of 

mercury (mmHg) at the distal part of the vessel, i.e., distal pressure 

gradient, were extracted as detailed elsewhere74.  

2.2.4 Wall shear stress descriptors 

The quantitative characterization of endothelial shear forces included the 

following WSS-based descriptors (Table 2.1): time-averaged wall shear 

stress (TAWSS); oscillatory shear index (OSI)25; relative residence time 

(RRT)26; transverse WSS (transWSS)27; TAWSS axial component 

(TAWSSax) and secondary component (TAWSSsc)29.  

Table 2.1 WSS-based hemodynamic descriptors 

Time Averaged Wall Shear Stress (TAWSS) TAWSS =
𝟏

𝐓
∫ |𝐖𝐒𝐒|

𝐓

𝟎

𝐝𝐭 

Oscillatory Shear Index (OSI) OSI = 0.5 [1 − (
|∫ 𝐖𝐒𝐒

T

0
dt|

∫ |𝐖𝐒𝐒|
T

0
dt

)] 

Relative Residence Time (RRT) RRT =
1

TAWSS ∙ (1 − 2 ∙ OSI)
=

1

1
T

|∫ 𝐖𝐒𝐒
T

0
dt|

 

Transverse WSS (transWSS) transWSS =
1

T
∫ |𝐖𝐒𝐒 ∙ (𝐧 ×

∫ 𝐖𝐒𝐒
T

0
dt

|∫ 𝐖𝐒𝐒
T

0
dt|

)|
T

0

dt 

Time-Averaged WSSax (TAWSSax) TAWSSax =
1

T
∫ |𝐖𝐒𝐒ax|

T

0

dt 
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Time-Averaged WSSsc (TAWSSsc) TAWSSsc =
1

T
∫ |𝐖𝐒𝐒sc|

T

0

dt 

WSS is the time-varying wall shear stress vector; T is the cardiac cycle duration; n is the unit vector 
normal to the arterial surface at each element; WSSax is the WSS projection along the direction of 
the tangent to the vessel centerline; WSSsc is the WSS projection along the direction perpendicular 
to the tangent of the vessel centerline. 

In addition, the endothelial contraction/expansion regions were 

mathematically identified analyzing the WSS topological skeleton through a 

recently proposed Eulerian method35 accounting for the local values of the 

divergence of the WSS unit vector field (DIVWSS) defined as: 

DIVWSS =  ∇ ∙ (
𝐖𝐒𝐒

|𝐖𝐒𝐒|
)     (2.1) 

Negative/positive values of DIVWSS identifies contraction/expansion regions, 

respectively (Figure 2.3A).  

 

Figure 2.3. Action of the wall shear stress (WSS) at the blood-endothelium interface. A) 
Schematic representation of wall shear stress (WSS) at the luminal surface (left) and its push/pull 
action on the endothelial cells (right), as identified by the divergence of the WSS unit vector field 
(DIVWSS). B) The variability of WSS contraction/expansion action on endothelial cells during the 
cardiac cycle is captured by the topological shear variation index (TSVI). 

The variability of DIVWSS along the cardiac cycle can be measured using the 

WSS-based quantity TSVI36,37,66 (Figure 2.3B), defined as the root mean 



square deviation of the instantaneous divergence of the unit WSS vector 

field with respect to its average over the cardiac cycle: 

TSVI =  {
1

T
∫ [DIVWSS − DIVWSS

̅̅ ̅̅ ̅̅ ̅̅ ̅]2dt
T

0
}

1 2⁄

   (2.2) 

where T is the duration of the cardiac cycle, and the overbar denotes a 

cycle-average quantity.  

The WSS-based descriptors are presented as averaged or maximum and 

minimum values over three distinct vessel segments (Figure 2.4):  

1. lesion, defined as the segment including the MLA and delimited 

proximally and distally by the intersection of the QCA diameter function 

line with the interpolated reference line, defined as the linear 

interpolation of diameter curve to simulate the trend of a healthy vessel. 

2. upstream segment with a length of three times the diameter of the 

proximal boundary of the lesion. 

3. downstream segment with a length of three times the diameter of the 

distal boundary of the lesion. 

 

Figure 2.4. Relative anatomical lesion subdivision. The lesion segment included the minimal 
lumen area (MLA) and was limited by a proximal and a distal edge. Lesion segment edges were 
located at the intersection between the measured vessel diameter and the interpolated vessel line 
upstream and downstream the MLA. The upstream and downstream region extended three times the 
respective lesion edge diameter upstream and downstream to the lesion segment, to ensure a 
consistent spatial extent across all cases. 
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2.2.5 Statistical analysis 

All statistical analyses were performed on a per-lesion basis to compare 

FCL and NCL characteristics. Continuous variables with normal distribution 

are presented as mean ± standard deviation (SD) and non-normally 

distributed variables as median (inter-quartile range [IQR]). Categorical 

variables are presented as percentages. Chi-squared test was used for 

comparing categorical variables, while Student’s tests (or Mann-Whitney 

tests as appropriate) for continuous ones. A p-value <0.05 was considered 

significant. The predictive capacity of QCA-, vFFR- and WSS-based 

descriptors was assessed using C-statistics. Receiving operator 

characteristic (ROC) curve were compared using the DeLong method75. To 

determine the net reclassification index (NRI) and relative integrated 

discrimination improvement (IDI) for each model, continuous variables were 

dichotomized according to optimal cut-off values from the ROC curves. 

Three models were defined: the anatomical model (based on %AS) (model 

1), the anatomical and pressure model (based on %AS and ΔvFFR) (model 

2), and a third model based on %AS, ΔvFFR and a WSS descriptor (model 

3). Time-to-event data are presented as Kaplan-Meier estimates. 

Anatomical and functional variables presenting a univariate relationship with 

future MI entered the multivariate Cox proportional-hazards regression 

models. Associated risk for discrete increments was assessed with odds 

ratio (OR) derived from binary logistic regression. WSS-based quantities 

reproducibility was assessed with intraclass correlation coefficients (ICC). 

All analyses were performed using R statistical software (R Foundation for 

Statistical Computing, Vienna, Austria). 

2.3 Results 

2.3.1 Patients selection 

From January 2008 to December 2019, 6885 patients underwent coronary 

catheterization for acute MI in the three participating centers, 775 (11.26%) 

patients had a previous angiography, among which 80 (vessel n=188; 

2.37±0.47 vessel/patient) were included (the sequential screening steps for 

clinical and analytical exclusion criteria are summarized in Figure 2.5).  



 
Figure 2.5. Flowchart of the patients included in the study. Sequential screening steps for clinical 
and analytical exclusion criteria allowed the selection of ca. 1% of the original queried patients, who 
met all the study assumptions and whose baseline angiography was successfully postprocessed. 
From the initial 6885 admitted with MI, only 775 patients had a previous angiography and only 88 met 
the study inclusion criteria. One case was excluded at the visual evaluation of the baseline coronary 
angiography for not having identifiable lesions, while three for incompatibility (low pixel number) to 
run the postprocessing analysis. Finally, after unblinding, four patients were excluded since their FCL 
were previously excluded. Thus, a total of 80 (1.2%) patients were included in the final analysis. 

Clinical characteristics of the selected patients are summarized in Table 1. 

At the time of the MI, mean age of patients was 70.3±12.7 years, 28.75% 

were female and 76.25% were on Aspirin and 90.0% on statins. Non-ST 

elevation myocardial infarction (NSTEMI) and STEMI were reported in 65% 

and 35% of the studied patients, respectively. Percutaneous coronary 

intervention was performed in 97.50% (78/80) of cases. The culprit lesion 

was located in the LAD in 43.75% of cases, in the LCX in 28.75% of cases 

and in the RCA in 27.50% of cases. Median time between baseline and 
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index angiography was 25.9 (IQR 21.9-29.8) months. The angiography-

based analysis of QCA, vFFR and WSS was equally feasible in 98.90% of 

vessels (188 vessels, of which FCL n=80, NCL n=108).  

Table 2.2. Clinical characteristics (N= 80) 

Age 70.3 ±12.7 years 

Female 23 (28.75%) 

Type of MI 
NSTEMI 
STEMI 

 
52 (65.00%) 
28 (35.00%) 

Treatment 
PCI 
CABG 
Medical 

 
78 (97.50%) 

1 (1.25%) 
1 (1.25%) 

Time from baseline ICA 
Months 
1 ICA before MI, n (%) 
≥ 2 ICA before MI, n (%) 

 
25.9 ± 17.7 
67 (83.70%) 
13 (16.30%) 

Hypertension, n (%) 61 (76.25%) 

Hyperlipidemia, n (%) 63 (78.75%) 

Diabetes mellitus, n (%) 20 (25.00%) 

Insulin therapy, n (%) 7 (8.75%) 

Smoking, n (%) 21(26.25%) 

LVEF < 55%, n (%) 18 (22.50%) 

Reduced kidney function*, n (%) 18 (22.50%) 

Prior PCI, n (%) 37 (46.25%) 

Prior stroke, n (%) 13 (16.25%) 

Prior PVD, n (%) 18 (22.50%) 

Aspirin, n (%) 61 (76.25%) 

Statin, n (%) 72 (90.00%) 

P2Y12 inhibitors, n (%) 15 (18.75%) 

Clinical characteristics of the studied population at the time of the acute myocardial infarction (index 
event). Coronary artery bypass graft (CABG); Invasive coronary angiography (ICA); Left ventricle 
ejection fraction (LVEF); Myocardial infarction (MI); non-ST segment elevation myocardial infarction 
(NSTEMI); Percutaneous coronary intervention (PCI); Peripheral vascular disease (PVD); ST 
segment elevation myocardial infarction (STEMI). * eGFR < 60 ml/min/1.73 m2. 

2.3.2 Anatomical and functional parameters and risk for MI 

Percent AS was significantly higher in the FCL group (63.1±12.4 vs. 

55.8±12.5, p<0.001). Distal vFFR was lower in FCL compared to NCL (0.84 



(IQR 0.75-0.90) vs. 0.86 (IQR 0.82-0.92), p=0.009); whereas ΔvFFR was 

higher in FCL compared to NCL (0.08 (IQR 0.04-0.13) vs. 0.05 (IQR 0.03-

0.08), p=0.002) with a pressure drop across the lesion of 14.5 (IQR 9.0-

22.5) mmHg in FCL vs. 12.0 (IQR 8.0-16.0) mmHg in NCL (p=0.012; Table 

2.3).  

Table 2.3 Results of QCA and vFFR analysis 
(Vessel N = 188) 

 
FCL 

(Vessel N = 80) 
NCL 

(Vessel N = 108) 
p-value 

Vessel category, n (%)    

 RCA 22 (27.5%) 30 (27.8%) 0.928 

 LAD 35 (43.8%) 35 (32.4%) 0.184 

 LCX 23 (28.7%) 43 (39.8%) 0.207 

Area stenosis, % 63.1±12.4 55.8±12.5 < 0.001 

Diameter stenosis, % 40.2±10.6 34.3±9.66 < 0.001 

Diameter stenosis, n (%)    

 <30% 15 (18.8%) 31 (28.7%) 0.118 

 ≥30% and ≤50% 48 (60.0%) 72 (66.7%) 0.350 

 >50% 17 (21.2%) 5 (4.6%) < 0.001 

Minimal lumen area (MLA), mm2 2.31±1.24 2.64±1.23 0.064 

Minimal lumen diameter (MLD), mm 1.65±0.46 1.78±0.43 0.045 

Reference vessel diameter, mm 2.78±0.63 2.74±0.62 0.668 

Lesion length, mm 
17.1 

(IQR 11.8-26.0) 

15.6 

(IQR 10.3-28.3) 
0.526 

Distance MLA from ostium, mm 
38.1 (IQR 25.2-

54.3) 

36.8 

(IQR 23.7-55.7) 
0.643 

Distal pressure drop, mmHg 
14.5 

(IQR 9.0-22.5) 

12.0 (IQR 8.0-

16.0) 
0.012 

Distal vFFR 
0.84 

(IQR 0.75-0.90) 

0.86 

(IQR 0.82-0.92) 
0.009 

Distal vFFR ≤ 0.80, n (%) 27 (33.8%) 10 (9.3%) <0.001 

ΔvFFR 
0.08 

(IQR 0.04-0.13) 

0.05 

(IQR 0.03-0.08) 
0.002 

Contour correction, % 
9.5 

(IQR 5.5-14.75) 

10.2 

(IQR 6.0-14.75) 
0.486 

Output of the quantitative coronary angiography (QCA) and virtual fractional flow reserve (vFFR) 
according to the a priori known clinical classifier (culprit or non-culprit). Interquartile range (IQR). 
∆vFFR, translesional vFFR difference. 

%AS and ΔvFFR emerged as moderate independent predictors for MI (%AS 

AUC 0.65, 95% CI 0.57-0.73, p<0.001 and ΔvFFR AUC 0.63, 95% CI 0.55-

0.71, p<0.001), with best cut-off values derived from ROC curves analysis 

equal to 55.5% for %AS and 0.05 for ΔvFFR (Table 2.4). 
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Table 2.4 Results of the univariate prediction models (C-stat) for 

QCA and vFFR analysis 

(Vessel N = 188) 

Descriptor Segment AUC (Lower-Upper CI) Threshold Specificity Sensitivity p-value 

%AS Lesion 0.65 (0.57-0.73) 55.5% 0.52 0.72 <0.001 

ΔvFFR Lesion 0.63 (0.55-0.71) 0.05 0.56 0.70 <0.001 

Results of the univariate prediction models for FCL with percentage area stenosis (%AS), 
translesional virtual fractional flow reserve difference (ΔvFFR). 

2.3.3 Wall shear stress descriptors and risk for MI 

On average, the computational time per clinical CFD-based WSS analysis 

was 10.8±1.41 min.  

Differences in the distribution of WSS-based quantities between the FCL 

and NCL groups at the lesion level are reported in Supplemental Figure 5.  

 

Figure 2.6. Box plots of WSS-based descriptors in FCL and NCL. Box plots of WSS-based 
descriptors averaged over the lesion segment in FCL and NCL. The median, the interquartile range, 
and the extreme values of the distribution (minimum and maximum) are represented. Time-averaged 
wall shear stress (TAWSS); oscillatory shear index (OSI); relative residence time (RRT); transverse 
WSS (transWSS); time-averaged axial component of WSS (TAWSSax); time-averaged secondary 
direction of WSS (TAWSSsc); topological shear variation index (TSVI). 

The comparison of the p-values heatmaps, representing the statistically 

significant differences between FCL and NCL obtained with Mann-Whitney 

test of all WSS-based descriptors obtained from the two CFD approaches 

are presented in Figure 2.7.  



 

Figure 2.7.  Heat maps for clinical vs. expert CFD simulations. Statistically significant differences 
between FCL and NCL assessed with Mann-Whitney test for WSS-based descriptors:  time-averaged 
wall shear stress (TAWSS), oscillatory shear index (OSI), relative residence time (RRT), transverse 
WSS (transWSS), time-averaged axial component of WSS (TAWSSax), time-averaged secondary 
direction of WSS (TAWSSsc), and topological shear variation index (TSVI) obtained with clinical and 
expert CFD. The color bar ranges from blue (not significant differences, p>0.05) to red (p<0.001). 

The same statistically significant differences were observed for clinical and 

expert CFD, except for transWSS at lesion level, and RRT and TAWSSsc 

in the downstream segment. This confirms the reliability of clinical CFD in 

the discrimination between FCL and NCL, justifying its use for the further 

analysis. Moreover, although OSI present a strong discriminatory capacity, 

at the same level of TSVI, it can be observed that OSI averaged values at 

lesion level were a scale factor of ten lower than the OSI upper bound value 

(by construction, 0.00≤OSI≤0.50, Figure 2.6), and on average 

approximated zero. For this reason, OSI was not considered, and the further 

analyses were focused on TAWSS and TSVI. 

Both TAWSS and TSVI values were significantly higher in the FCL group at 

the level of the lesion segment (4.58 Pa in FCL vs. 3.38 Pa in NCL, p=0.003 

and 89.00 m-1 in FCL vs 49.10 m-1 in NCL, p<0.001, respectively). Results 

of the univariate analysis for TAWSS and TSVI are reported in Table 2.5. 

The analysis shows that TAWSS and TSVI, evaluated at the lesion level, 

present a moderate and high, respectively, predictive capacity for MI 

(TAWSS AUC 0.61, 95% CI 0.53-0.69, p=0.003, TSVI AUC 0.77, 95% CI 

0.71-0.84, p<0.001). The best cut-off values were to 5.01 Pa and 40.50 m-1 

for TAWSS and TSVI, respectively. 
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Table 2.5 Results of the univariate prediction models (C-stat) for 

TAWSS and TSVI 

(Vessel N = 188) 

Descriptor Segment AUC (Lower-Upper CI) Threshold Specificity Sensitivity p-value 

T
A

W
S

S
 

Lesion 0.61 (0.53-0.69) 5.01 Pa 0.89 0.34 0.003 

US 0.53 (0.44-0.61) 1.27 Pa 0.64 0.51 0.745 

DS 0.51 (0.42-0.6) 2.49 Pa 0.67 0.44 0.413 

Maximum 0.69 (0.61-0.76) 7.30 Pa 0.58 0.73 <0.001 

Minimum 0.67 (0.59-0.75) 0.49 Pa 0.55 0.77 0.999 

T
S

V
I 

Lesion 0.77 (0.71-0.84) 40.52 m-1 0.66 0.86 <0.001 

US 0.58 (0.50-0.66) 38.03 m-1 0.60 0.55 0.036 

DS 0.72 (0.65-0.79) 105.2 m-1 0.79 0.58 <0.001 

Maximum 0.78 (0.72-0.85) 1266.5 m-1 0.67 0.79 <0.001 

Minimum 0.54 (0.46- 0.63) 1.40 m-1 0.34 0.77 0.85 

Results of the univariate prediction models for FCL with time-averaged wall shear stress (TAWSS) 
and topological shear variation index (TSVI). TAWSS and TSVI were analyzed according to the 
adopted vessel subdivision: lesion, upstream (US), and downstream (DS) segments. Maximum and 
minimum nodal values are also reported. Area under the curve (AUC); confidence interval (CI). 

The capacity of TSVI to predict the clinical outcome MI was markedly higher 

than TAWSS. This was also confirmed when evaluating predictive capacity 

separately for NSTEMI (TAWSS AUC 0.63, 95% CI 0.53-0.73, p=0.007; 

TSVI AUC 0.74, 95% CI 0.66-0.83, p<0.001) and STEMI (TAWSS AUC 

0.58, 95% CI 0.44-0.72, p=0.131; TSVI AUC 0.83, 95% CI 0.73-0.93, 

p<0.001) (Figure 2.8). 

 

Figure 2.8. ROC curves of the adopted wall shear stress descriptors. Topological shear variation 
index (TSVI) resulted in a good predictive capacity for any type of myocardial infarction (MI), which 
was significantly superior to the time-averaged wall shear stress (TAWSS). The best performance of 
TSVI was found in ST segment elevation myocardial infarction (STEMI). 



2.3.4 Multivariable predictive models for MI 

Compared with the anatomical model with %AS (model 1), the inclusion of 

ΔvFFR (model 2), while not adding predictive capacity (model 1: AUC 0.65, 

95% CI 0.57-0.73; model 2: AUC 0.66, 95% CI 0.58-0.74; p=0.460), led to 

a significant improvement in the reclassification and in the discrimination 

capacity (NRI 0.53, 95% CI 0.25-0.80, p<0.001; relative IDI 0.03, 95% CI 

0.001-0.05, p=0.020) for the identification of lesions culprit of subsequent 

MI. Similarly, the addition of TAWSS (model 3 based on TAWSS) led to a 

non-significant increase in the predictive capacity of the model for detecting 

FCL (model 2: AUC 0.66, 95%CI 0.58-0.74; model 3 based on TAWSS: 

AUC 0.69, 95% CI 0.61-0.76; p=0.099, Figure 2.9) with a significant 

improvement in the reclassification capacity and discriminatory gain (NRI 

0.45, 95% CI 0.21-0.69, p<0.001; relative IDI 0.04, 95% CI 0.01-0.07, 

p=0.008, Table 2.6).  

On the contrary, the addition of TSVI to the anatomical and pressure model, 

led to a significant increase in predictive capacity for MI (model 2: AUC 

0.66, 95% CI 0.58-0.74; model 3 based on TSVI: AUC 0.77, 95% CI 0.70-

0.84; p<0.001, Figure 2.9) with incremental reclassification and 

discriminatory capacity (NRI 1.04, 95% CI 0.81-1.27, p<0.001; relative IDI 

0.22, 95% CI 0.16-0.27, p<0.001, Table 2.6). 
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Figure 2.9. ROC curves of the multivariate models. A non-significant incremental predictive 
capacity was obtained by adding time-averaged wall shear stress (TAWSS) to a prediction model 
with percentage area stenosis (%AS) and translesional difference in virtual fractional flow reserve 
(ΔvFFR) (∆AUC +0.03, p=0.1). On the contrary, adding topological shear variation index (TSVI) to 
the model with %AS and ΔvFFR added significant gain in predictive capacity (∆AUC +0.11, p<0.001). 

Among 60 lesions with %AS, lesion vFFR and TSVI above the threshold 

values, 45 (75%) evolved into a MI. Likewise, lesions with low %AS, vFFR 

and TSVI carried adverse prognosis in less than 8% of the cases (Figure 

2.10). 

 

 

 

 



Table 2.6 Comparison of the predictive models for MI 

(Vessel N = 188) 

Initial 

model 

Updated 

model 
NRI 

p-value 

(NRI) 
IDI 

p-value 

(IDI) 

%AS 

%AS 

+ 

ΔvFFR 

0.53 

(0.25 to 0.80) 
< 0.001 

0.03 

(0.0 to 0.05) 
0.020 

%AS 

+ 

vFFR 

%AS 

+ 

ΔvFFR 

+ 

lesion TAWSS 

0.45 

(0.21 to 0.69) 
<0.001 

0.04 

(0.01 to 0.07) 
0.008 

%AS 

+ 

ΔvFFR 

%AS 

+ 

ΔvFFR 

+ 

lesion TSVI 

1.04 

(0.81 to 1.27) 
<0.001 

0.22 

(0.16 to 0.27) 
<0.001 

Results of the model-to-model comparison underlying the significant incremental predictive capacity 

of topological shear variation index (TSVI) at the lesion level when added to percental area stenosis 

(%AS) and translesional virtual fractional flow reserve difference (ΔvFFR) (model 3). Integrated 

discrimination improvement, IDI; Net reclassification index, NRI; Time-averaged wall shear stress, 

TAWSS. 

 

Figure 2.10 Percentage of event rate at 5 years. Lesions with percentage area stenosis (AS), 
translesional virtual fractional flow reserve difference (ΔvFFR) and topological shear variability index 
(TSVI) above empirical thresholds resulted in the studied population in clinically overt myocardial 
infarction (MI) in 75% of cases within 5 years from the baseline angiography. 
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2.3.5 Time-to-event analysis 

Event-free probabilities were investigated for %AS, ΔvFFR, TAWSS and 

TSVI as single continuous variables (Figure 2.11). Lesion-averaged 

TAWSS resulted the weakest single predictor of MI (HR 1.71. 95% CI 1.06-

2.74, p=0.03), while TSVI at the lesion level resulted the strongest predictor 

of MI (HR 5.11, 95% CI 2.70-9.68, p<0.0001) surpassing the performances 

of the classical clinically used %AS (HR 2.25 95% CI 1.37-3.69, p=0.001), 

and ΔvFFR (HR 2.25 95% CI 1.51-3.99, p<0.001). An increment of TSVI of 

100 m-1 was associated with six-fold increased odds for a future MI (OR 

5.97, 95% CI 2.94-13.5). 

 

Figure 2.11. Time-to-event curves. Significantly divergent Kaplan-Meier curves for future MI are 
represented at 4-year follow-up for percentage area stenosis (%AS, panel A), translesional difference 
in virtual fractional flow reserve (ΔvFFR, panel B), lesion time-averaged wall shear stress (TAWSS, 
panel C) and lesion topological shear variation index (TSVI, panel D). Red and blue curves refer to 
values above or below the threshold values obtained from the ROC analysis, respectively. Hazard 

ratio (HR) refers to the whole follow-up time interval (i.e., 5 years). 



2.4 Discussion 

The present study investigated the utility of a comprehensive approach 

integrating conventional coronary angiography and CFD evaluation for the 

identification of lesions culprit of future MI in a conventional clinical 

framework. The main findings can be summarized as: 

1. culprit lesions had a higher area stenosis, higher pressure gradients, and 

higher TAWSS and TSVI than non-culprit lesions. 

2. A predictive model integrating anatomical stenosis severity, pressure 

gradients and WSS-based descriptors showed improved discriminatory 

and reclassification capacity in identifying lesions culprit of future MI 

compared with a model based on anatomy and pressure gradients 

alone.  

3. An easy-to-use QCA-based software able to provide in few minutes 

reliable WSS simulations from standard angiographic images proved to 

be useful in identifying lesions at risk of rupture.  

4. A recently introduced WSS-based descriptor, which describe WSS 

topological skeleton features, the TSVI, showed the strongest predictive 

capacity for future MI. 

2.4.1 A multidimensional approach to plaque vulnerability 

Plaque vulnerability, defined as the propensity of an atherosclerotic plaque 

to cause an MI, has been the focus of extensive research over the last three 

decades76. Early observations linked plaque vulnerability to lipid-rich 

atheromatous plaque and thin-cap fibroatheroma (TCFA)77. Studies based 

on intravascular imaging led to the identification of several markers of 

vulnerability such as TCFA, plaque burden ≥70% (PB) and MLA under 

4mm2 as predictors of major adverse cardiovascular events78,79. Near-

infrared spectroscopy (NIRS) integrating lipid-core burden showed also to 

carry prognostic information for the occurrence of MI80. IVUS-based 

intracoronary elastography described high-strain regions surrounded by 

low-strain ones as site of plaque vulnerability81. Nevertheless, despite the 

association between plaque adverse characteristics and MI, the vast 

majority of these high-risk plaques become quiescent over time, thus 
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challenging the vulnerable plaque concept78. On the other hand, since mild 

lesions outnumber severe stenoses, a sizable proportion of MI occur at the 

site of mild lesions82,83. Using coronary computed tomography angiography 

(CCTA), a modality able to assess both plaque characteristic with 

hemodynamic factors such as pressure drop and shear stress, the 

EMERALD study demonstrated the added value of the integration of 

hemodynamic features to identify lesions prone to rupture84. The present 

study combined luminal and hemodynamic information aiming at 

understanding the contribution of fluid shear and pressure stimuli applied to 

the endothelium on the risk of plaque rupture and subsequent MI. Lesions 

were classified as culprit and non-culprit according to an overt clinical event, 

and NCL served as internal control, thus accounting for the intrinsic 

biological variability. In contrast to previous studies, the culprit criterion 

referred to a clinically relevant endpoint (i.e. MI), thus, minimizing biases 

related to softer endpoints such as anatomical plaque progression or target 

vessel revascularization85,86. 

2.4.2 Applicability and reliability of CFD simulations based 
on conventional angiography 

Based on recent studies confirming the reliability of angiographically-

derived WSS87, the present work nurtured from the combination of 

conventional coronary angiography and CFD algorithms, allowing for a 

multidimensional lesion evaluation. Despite this complexity, a remarkable 

clinical implication of the present study is that all analyses were obtained by 

a clinician in 10.8±1.41 minutes from conventional angiography using a 

standard computer. Hence, the methodological approach offered in the 

present study brings WSS and derived quantities closer to the clinical 

environment, where otherwise CFD simulations require substantial 

computational efforts, and in most cases mandate the support of experts. 

To further legitimate the clinical application of the investigated clinical CFD 

approach, the reliability for WSS calculation was tested against simulations 

with higher resolution and numerical robustness carried out by experts in 

computational hemodynamics. The reliability of the clinical CFD approach 

was tested in terms of statistical significance rather than as reproducibility 



at the single-node level of computational grids. The comparison of the heat 

maps of WSS-based quantities as obtained from the two CFD approaches 

(Figure 2.7) highlighted that the clinical CFD is adequately robust to 

replicate the results obtained using expert CFD, in terms of MI predictivity. 

The clinical CFD allowed for a WSS calculation in shorter times without 

substantial loss in WSS predictive strength of MI.  

2.4.3 Computational hemodynamics for MI prediction 

Anatomical lesion severity (%AS) and the pressure drop across the lesions 

(lesion vFFR) had a significant albeit modest capacity in detecting lesions 

culprit of future MI (Table 2.4). Furthermore, this study investigated the 

action of fluid forces at the blood-endothelium interface. Shear forces 

transmitted by the flowing blood to the intraluminal surface of the endothelial 

cells play a central role in regulating local homeostasis, triggering pro-

inflammatory plaque phenotypes associated with plaque destabilization and 

activation of platelets and von Willebrand factor88. Previous studies have 

shown that low TAWSS (<1.5 Pa) was associated with endothelial 

dysfunction and plaque progression64, while high TAWSS (> 4.71 Pa) in the 

proximal segments of the atherosclerotic plaque was predictive of plaque 

disruption and MI65. More recently, a maximal TAWSS above 4.95 Pa over 

3 mm vascular segment was found to independently predict major adverse 

cardiovascular events requiring revascularization87. A significant 

association between TAWSS and the occurrence of MI was confirmed also 

in this study, where lesions evolving into culprit lesions presented higher 

TAWSS (4.58 Pa vs. 3.38 Pa, p=0.011), and in line with previous findings, 

TAWSS emerged to significantly predict acute MI, albeit weakly (TAWSS 

AUC 0.61, 95% CI 0.53 to 0.69, p=0.003). Moreover, the TAWSS cut-off 

(i.e., 5.01 Pa) supports previous reports65. However, in contrast with the 

EMERALD study and the FAME 2 WSS sub-analysis65,84, the present study 

cohort had a lower functional lesion severity as depicted by the proportion 

of hemodynamically significant lesions (19.7% vs. 49% vs. 100% in the 

current study, EMERALD and FAME 2, respectively). Finally, it has been 

recently reported that in vessels with borderline negative FFR values (range 

0.81-0.85) lesions with %AS < 58% and maximum TAWSS < 7.69 Pa 

presented with a long term prevalence of lesion-oriented events below 6%89. 
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Our study confirmed the predictive role of %AS with a similar cutoff (55.5%) 

and found also maximum TAWSS values highly different in FCL and NCL 

groups with a similar cutoff equal to 7.30 Pa. However, it is worth noting that 

the maximum nodal value is a very focal measure, more sensitive to local 

CFD inaccuracies ascribable to e.g., geometry reconstruction, optimization, 

and discretization than its averaged value, thus potentially hampering 

accuracy, and precision of the CFD-based analysis. The same 

considerations hold true for the minimum values. 

These findings highlight the potential usefulness of the current approach in 

stratifying mild lesions and therefore tailoring preventive and therapeutic 

strategies in patients without hemodynamic significant lesions. 

2.4.4 Emerging role of TSVI 

WSS topological skeleton features, such as TSVI, identify blood flow 

stagnation, recirculation and separation regions (Figure 2.12), previously 

identified as flow disturbances promoting atherosclerosis19.  

 

Figure 2.12 Explanatory case of flow patterns and TSVI. A) Streamlines of time averaged velocity 
vector field; B) TSVI luminal distribution. 
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Among WSS topological skeleton features, TSVI was linked to the 

development of long-term restenosis after carotid endarterectomy37, to the 

degradation of mechanical properties of the aneurysmal ascending aorta36, 

and early atherosclerotic changes in coronary arteries in swine models66. Of 

note, high TSVI not only co-localized with higher wall thickness, but also 

predicted wall thickening longitudinally66. These studies further 

demonstrated that TSVI represents a different hemodynamic signal with 

respect to TAWSS, consistently with the findings of the present study, where 

TSVI showed stronger predictive capacity than TAWSS.  

This is the first study investigating the link between TSVI and MI. More 

specifically, TSVI quantifies the variability in the contraction/expansion 

action exerted by fluid forces on the vessel wall, i.e. the variations of the 

push/pull action exerted by the WSS on the endothelium along the cardiac 

cycle35,37. Translating this into mechanistic implications, the variability of the 

contraction/expansion action exerted by shear forces on endothelial cells 

within the time scale of a cardiac cycle reflects on intracellular90 as well as 

on intercellular tension variability, e.g. promoting junctions inclination 

variability, responsible for propagation of tension from cell to cell91,92, This 

intra- and intercellular tension variability in turn may impact on 

shrinking/widening of cellular gaps, ultimately leading to aggravating 

biological events93. Here we suggest that high temporal variation of WSS 

contraction/expansion action on the endothelium (quantified by TSVI), 

combined with area stenosis (%AS) and the pressure drop across the lesion 

(ΔvFFR) may with time result in fibrous cap fragility, accelerated disease 

progression, up to plaque rupture with impact on clinical outcomes62,94. As 

observed in this study the addition of TSVI to %AS and ΔvFFR enhanced 

discrimination for plaques vulnerable to rupture or, conversely, prone to 

senescence (Figures 2.9 and 2.10) providing the foundations for future 

clinical studies addressing different therapeutics strategies in this subgroup 

of patients. Of note, the best predictive performance was achieved by TSVI 

in predicting STEMI at 5 years (AUC 0.83, 95% CI 0.73 to 0.93, p < 0.001). 

This hypothesis, although warranting further investigation, is grounded on 

the highest predictive capacity of TSVI at the lesion level, i.e., where also 

%AS and lesion vFFR were extracted. However, the highest TSVI values 
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were found downstream of the lesion, where TSVI but not TAWSS exhibited 

statistically significant predictive capacity for MI (TSVI AUC 0.72, 95% CI 

0.65 to 0.79, p <0.001, TAWSS AUC 0.52, 95% CI 0.42 to 0.60, p=0.413). 

Moreover, the added value of plaque characteristics either derived from 

intravascular imaging or CCTA on top of anatomical, pressure and WSS 

characteristics remains to be elucidated. 

2.4.5 Limitations 

This study has several limitations. First, the limited number of included 

patients that represents approximately 1% of the initially screened 

population. This could be explained by the selection criteria of the 

retrospective screening; nevertheless, we cannot exclude possible 

selection biases, e.g., presence of at least two visually identifiable lesions, 

interaction with preexistent medications, exclusion of ostial lesion or lesion 

at bifurcations. The present results need to be confirmed in patients with 

single vessel disease, not under medical treatment with aspirin or statin and 

with ostial lesions or at bifurcations. Second, the retrospective design of the 

study limited our ability of controlling for potential confounding factors, such 

as administration of intracoronary nitroglycerine at the time of the baseline 

angiography. Third, given that all simulations were based on conventional 

angiography, no information concerning plaque burden or composition was 

available. Furthermore, the intrinsic limitations associated with the QCA-

based three-dimensional vessel reconstruction95  may impact the WSS 

calculation. However, although intravascular imaging allows for more 

detailed three-dimensional vessel reconstruction, several studies have 

shown a satisfactory agreement between the hemodynamic results 

obtained from conventional imaging such as angiography or coronary 

computed tomography angiography as compared to those reconstructed 

from intravascular imaging95,96. Fourth, the uncertainties, assumptions and 

idealizations inherent in the modelling process might influence the 

considered WSS-based descriptors. However, previous sensitivity 

studies19,70,71 and the strength of the emergent correlations suggests that 

the generality of the results could be affected only modestly by the modelling 

approximations. 



2.5 Conclusions  

The present study, assessing the value of CFD derived from standard 

coronary angiography and performed in a conventional clinical framework, 

demonstrated the capability of WSS-based quantities to detect lesions 

culprit for future MI. 

Angiography-derived anatomical lesion severity and pressure drop along 

the vessel showed modest capacity in identifying coronary lesions leading 

to MI. The extension of the functional evaluation to include angiographic 

derived endothelial shear stress features (TAWSS and TSVI) improved the 

predictive capacity for MI. TAWSS, the most common WSS-based 

descriptor, was able to identify culprit lesions of a future MI, but with a 

modest predictive capacity. In contrast, high TSVI, a descriptor of the time- 

and space-dependent WSS variability, showed to portray a five-fold 

increase in the risk for MI. Further clinical trials are justified to translate these 

concepts into clinical practice. 
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3.1 Introduction 

Pathophysiologic mechanisms underlying acute coronary syndromes (ACS) 

have not been fully identified, yet97,98. In most cases, ACS represents the 

final clinical presentation and might be caused by alternative mechanisms 

leading to different culprit plaque morphologies: plaque rupture, plaque 

erosion and calcified nodules83,99–101. Plaque rupture is the most common 

etiology for ACS followed by plaque erosion that accounts for at least one 

third of ACS cases while calcified nodules accounts for only 5-8%. However, 

due to pharmacological therapies including intense lipid lowering strategies, 

a gradual shift in the histological features of unstable plaques, from rupture 

to erosion, has been observed102,103. So far, cross-sectional histopathology 

studies and, more recently, optical coherence tomography (OCT), have 

provided a detailed description of coronary artery plaques, thus allowing 

differentiation of plaque phenotypes and a definition of vulnerable 

plaques104–106.  

Alongside morphological features of plaques prone to rupture, different 

biological signatures for plaque erosion and plaque rupture have been 

described107. Such data suggested that: 

1. similar clinical presentations in ACS might have not only different 

morphological features as shown by OCT, but also different molecular 

mechanisms. 

2. Some molecules might represent useful tools for the differential 

diagnosis between eroded and ruptured plaques. However, the triggers 

underpinning the evolution towards the different fates of coronary 

plaques are not well defined, yet.  

Molecular mediators are only responsible for the sequence of events 

leading to different culprit plaque phenotypes, and other factors might be 

involved. Local alteration of wall shear stress (WSS) has been proposed as 

a biomechanical trigger predisposing to endothelial cell damage and 

detachment in plaque erosion102. Postmortem and in vivo studies suggested 

that both erosions and ruptures occur more frequently in the proximal and 

mid segments of the coronary arteries, with a prevalence of erosion in the 
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left anterior descending artery and coronary bifurcation, and a prevalence 

of rupture in the right coronary artery108,109. These differences were ascribed 

to local flow disturbances, which therefore might precede and/or influence 

the progression and fate of atherosclerotic plaques. 

In this perspective, image-based computational fluid dynamics (CFD) has 

enriched the available arsenal of tools for intracoronary analysis over the 

last few years. The addition of WSS data has contributed to better 

understanding some pathophysiological mechanisms underlying early and 

advanced phases of atherosclerosis66,67. Indeed, several studies have 

suggested a role for WSS in plaque progression, composition and 

destabilization in coronary arteries110–115, where the local hemodynamics 

may affect cell morphology, metabolism and inflammatory phenotype 

through signal transduction and endothelium-dependent gene and protein 

expression116.  To complete the picture, several blood-circulating molecules 

have been demonstrated to be tightly regulated by WSS conditions 

including mediators of inflammation, cellular adhesion, thrombus formation, 

immunomodulation and vasomotility.  

So far, only a few studies have investigated the relationship between WSS 

and different plaques phenotypes whereas WSS and biological 

characteristics have been mostly described with in vitro or animal models. 

Currently, in vivo combined description of hemodynamic and biological 

features in human eroded (intact fibrous cap, IFC) and ruptured (ruptured 

fibrous cap, RFC) plaques is lacking. Therefore, this study aims to describe 

the WSS and molecular patterns of stable (chronic coronary syndromes, 

CCS) and unstable (IFC and RFC) human coronary artery plaques, and to 

investigate whether any relationship between coronary WSS and biological 

data is present in the context of Non-ST Elevation Myocardial Infarction 

(NSTEMI-ACS). 



3.2 Methods 

3.2.1 Study design and population 

This is a single-center, prospective study (Figure 3.1). Two groups of 

patients were consecutively enrolled:  

1. patients with CCS defined by symptoms of stable effort angina lasting 

more than 12 months, angiographically confirmed coronary artery 

disease, no previous acute coronary events, and no overt ischemic 

episodes during the previous 48 hours (n=24). 

2. Patients admitted to our Coronary Care Unit (CCU) with the first 

diagnosis of ACS presenting with NSTEMI confirmed at coronary 

angiography (n=25)117,118.  

 

Figure 3.1 Study design. CCS: chronic coronary syndrome; IFC: intact fibrous cap; RFC: ruptured 
fibrous cap 

Clinical features were carefully recorded, including demographic data, 

cardiovascular risk factors, cardiological history, comorbidities, 

angiographic and echocardiographic findings, and medical treatment at the 

time of enrollment (Table 3.1). The study complies with the Declaration of 

Helsinki. All patients gave their written informed consent. The Ethics 

Committee of the Fondazione Policlinico Universitario “A. Gemelli” IRCCS - 

Catholic University of Sacred Heart of Rome approved the study. 
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Table 3.1 Baseline characteristics of the study population 

 
SA 

N=24 

IFC 

N=11 

RFC 

N=14 
p-value 

Age, meanSD 699 5911 5813 0.005 *° 

Gender, M/F 20/4 9/2 12/2 0.964 

CV Risk Factors, n (%)     

Smoke 10 (42) 8 (73) 5 (36) 0.141 

Diabetes 5 (21) 0 (0) 5 (36) 0.089 

Hypertension 21 (88) 6 (55) 10 (71) 0.100 

Dyslipidaemia 18 (75) 5 (46) 6 (43) 0.087 

Family history 10 (42) 3 (27) 6 (43) 0.672 

Medical Therapy, n (%)     

DAPT  9 (39) 5 (55) 5 (36) 0.602 

ASA 22 (96) 5 (55) 7 (50) 0.003 *° 

Clopidogrel 7 (30) 3 (27) 1 (7) 0.243 

Prasugrel 1 (4) 1 (9) 1 (7) 0.855 

Ticagrelor 1 (4) 4 (36) 3 (21) 0.055 

Anticoagulants 1 (4) 1 (9) 1 (7) 0.855 

Beta-Blockers 18 (78) 5 (46) 4 (29) 0.009 ° 

Diuretics 6 (26) 2 (18) 2 (14) 0.672 

ACE-I 6 (26) 2 (18) 4 (29) 0.826 

ARBs 11 (48) 3 (27) 6 (43) 0.521 

Statins 20 (87) 5 (46) 5 (36) 0.003 *° 

Ca-antagonists 2 (9) 3 (27) 2 (14) 0.356 

Nitrates 3 (13) 0 (0) 0 (0) 0.176 

Insulin 2 (9) 0 (0) 0 (0) 0.322 

Oral antidiabetic 2 (9) 0 (0) 2 (14) 0.438 

Lab Values, meanSD     

Tn I, ng/ml 0.020.06 7871970 5111062 0.134 

Hb, g/dl 14.21.6 13.91.5 14.51.9 0.651 

WBC, x103/ml 7.12.0 8.74.2 8.43.6 0.247 

Platelet, x103/ml 21749 22247 22743 0.409 



Lymphocytes, x109/l 2.32.0 1.91.0 2.01.3 0.814 

Glycemia, mg/dl 10626 10426 11732 0.447 

Creatinine, mg/dl 0.90.1 0.90.4 0.70.3 0.205 

Cholesterol, mg/dl 15333 16030 16760 0.642 

LDL, mg/dl 8228 10328 10845 0.122 

HDL, mg/dl 4816 3611 378 0.060 

Triglycerides, mg/dl 11446 13525 14340 0.174 

ESR, mm/h 108 108 3525 0.003 ° 

hs-CRP, mg/l 1.93.0 10.07.4 9.75.2 0.001 *° 

Data refer to the time of patient enrollment and blood withdrawal. SA: stable angina; IFC: intact fibrous 

cap; RFC: ruptured fibrous cap; CV: cardiovascular; DAPT: dual antiplatelet therapy; ASA: aspirin; 

ACE-I: ACE inhibitors; ARBs: angiotensin II receptor blockers; WBC: white blood cell; ESR: 

erythrocyte sedimentation rate; CRP: C-reactive protein. * SA vs IFC: p≤0.05; ° SA vs RFC: p≤0.05. 

3.2.2 Optical coherence tomography 

OCT images were acquired (after intracoronary administration of nitro-

glycerine) using a commercially available catheter (Dragonfly Optis; Abbott 

Vascular, Abbott Park, IL, USA) and system (Optis System; Abbott 

Vascular, Abbott Park, Illinois, USA)119. Unstable (NSTEMI-ACS) patients 

(n=25) were sub-grouped into Intact Fibrous Cap (IFC, n=11) and Ruptured 

Fibrous Cap (RFC, n=14) according to OCT characteristics. Plaque erosion 

was defined by the presence of thrombus overlying a plaque with IFC or by 

the presence of luminal surface irregularity at the culprit lesion in the 

absence of thrombus. RFC was defined by the presence of fibrous cap 

discontinuity with a cavity formed inside the plaque or with direct 

communication between the lumen and inner core of a plaque.  

3.2.3 Biological Analysis 

Blood samples were collected at the time of patient admission for routine 

hematological tests. Total and differential leukocyte count was performed 

on fresh blood samples using automated cytochemistry in flow (Bayer H*3-

hematology analyzer, Leverkusen, Germany). Serum cardiac troponin I 

(cTnI) was determined at the time of hospital admission as routine 

measurement by high sensitivity Single Molecule Counting technology 
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(ADVIA Centaur, Siemens, Erlangen, Germany, Roche Diagnostics, 

Mannheim, Germany). A value of 0.04 ng/mL (99th percentile in control 

subjects) represented the minimum detectable concentration. Furthermore, 

high-sensitive-C-reactive protein (hs-CRP) was recorded using a high-

sensitivity latex-enhanced nephelometric assay (Latex/BN II, Dade Behring, 

Marburg, Germany). 

Venous blood samples were collected at the time of patient enrollment, 

within 24 hours from symptom onset. Peripheral blood mononuclear cells 

(PBMCs) were isolated from fresh whole blood EDTA samples by density 

gradient centrifugation method (Lympholyte ®-H Cell Separation Media, 

CEDARLANE, Burlington, Canada). PBMCs were washed in Dulbecco’s 

Phosphate-buffered saline (DPBS) solution (Invitrogen, Carlsbad, CA, 

USA). Cell concentration was performed by using automated cell counter 

(Nucleocounter, ChemoMetec, Allerod, Denmark). Dried PBMCs were 

stored at -80°C. 

Total RNA was obtained from stored PBMCs with RNeasy Plus Extraction 

Kit (QIAGEN GmbH, Hilden, Germany) and RNA quantitation and purity 

analyses were performed (Multiskan™ GO Microplate Spectrophotometer, 

Thermo Fisher Scientific, Waltham, MA, USA). First-strand cDNA synthesis 

was obtained via reverse transcription (iScript cDNA synthesis kit, Bio-Rad, 

Hercules, CA, USA). cDNA samples were pooled (n = 10 per group) in order 

to perform the gene expression array. The PrimePCR array (Bio-Rad, 

Hercules, CA, USA) was custom designed and performed on pooled 

samples for evaluating the expression of 17 different molecules using the 

real-time polymerase chain reaction (RT-PCR) (IQ5 Multicolor Detection 

System iCycler, Bio-Rad, Hercules, CA, USA). We followed manufacturer’s 

instructions for PrimePCR cycling protocol. Relative gene expression was 

calculated, presented as percentage of the relevant baseline, using the 2-

∆∆Cq (quantification cycle) method (CFX Manager™ Software, Bio-Rad, 

Hercules, CA, USA). Table 3.2 shows the function of the selected molecules 

and the effects of different WSS conditions on their expression/function 

according to the current literature.  

 



Table 3.2 Effect of WSS on selected genes 

GENE Specific Function Effect of WSS 

ADAMTS13 Cleavage of vWF; regulation of blood clotting 
Up-regulated under high and very high 

WSS120 

CD31 
Leukocyte migration, angiogenesis, 

immunomodulation, mechano-transduction 
Activated by WSS121 

CD44 
Cell-cell interactions, cell adhesion and migration, 

hyaluronan receptor 
Increased hyaluronan binding under WSS122 

EDN1 Vasomotility, vasoconstriction Down-regulated under high WSS123,124 

GPX1 Antioxidant enzyme; redox-balancer Up-regulated under high WSS125 

ICAM1 
Cell proliferation, differentiation, trafficking, apoptosis 

and tissue architecture 
Up-regulated under high WSS126 

LGALS8 
Cell adhesion, cell-matrix interaction, growth, 

apoptosis, and RNA splicing 
Activated under high WSS127 

MMP1 ECM and molecule degradation Up-regulated under high WSS128,129 

MMP9 
ECM and molecule degradation; leukocyte migration; 

inflammation 
Up-regulated under high WSS130,131 

NOS3 Vascular smooth muscle relaxation Up-regulated under high WSS132–134 

PI16 Inhibition of cardiomyocyte growth, MMP inhibition Up-regulated under high WSS135 

PLA2G7 Modulation of platelet-activating factor (PAF) activity Up-regulated under high WSS136,137 

SOD1 Destruction of superoxide anion radicals Down-regulated under oscillatory SS138 

TFRC Erythropoiesis and neurologic development NA 

TIMP1 
Cell proliferation and potential an anti-apoptotic 

function, MMP inhibition 
Up-regulated under high WSS128 9 

TNF 
Apoptosis, proliferation, differentiation, lipid 

metabolism, and coagulation 
Up/down-regulated under high WSS139–141 

VEGF 
Proliferation and migration of vascular endothelial 

cells, angiogenesis 
Up-regulated under low WSS142,143 

ADAM metallopeptidase with thrombospondin type1 motif13, ADAMTS13; Cluster of differentiation, 

CD; Extracellular matrix, ECM; Endotelin-1, EDN1; Glutathione peroxidase1, GPX1; Intercellular 

Adhesion Molecule1, ICAM1; Galectin8, LGALS8; Matrix metalloprotease, MMP; Nitric oxide 

synthase3, NOS3; Peptidase inhibitor16, PI16; Phospholipase A2 Group VII, PLA2G7; Superoxide 

dismutase1, SOD1; Transferrin Receptor, TFRC; Tissue inhibitor of metalloproteinases 1, TIMP1; 

Tumor necrosis factor , TNF;  Vascular Cell Adhesion Molecule 1; VEGF; von-Willebrand Factor, 

vWF. 

Gene validations was executed for the following molecules: ADAMTS13, 

CD31, CD44, EDN1, GPX1, ICAM1, LGALS8, MMP1, MMP9, NOS3, PI16, 

PLA2G7, SOD1, TFRC, TIMP1, TNF, VEGFA.  

Gene expression analysis was performed using RT-PCR through CFX96 

Touch Real-Time PCR Detection System (Bio-Rad, Hercules, CA, USA). 

Relative gene expression was calculated, presented as percentage of the 
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relevant baseline, using the 2-∆∆Cq (quantification cycle) method (CFX 

Manager™ Software, Bio-Rad, Hercules, CA, USA). Non-template and 

positive controls were included in each 96-well PCR reaction, and 

dissociation curve analysis was performed at the end of each run to confirm 

the specificity of the reaction. We used beta 2-microglobulin (B2-m) as 

internal reference gene. 

The amplification protocol used a step of 95°C for 3 minutes (min) followed 

by 40 cycles of 95°C for 10 seconds (sec) and 60°C for 30 sec and a plate 

read. Melting curves were generated by heating from 65 to 95°C with either 

0.5°C increments, 5 seconds dwell time, and a plate read at each 

temperature.  

Primers were designed from nucleotide sequences identified using NCBI 

BLAST and were ordered from Bio-Fab Research (Rome, Italy) with their 

certificates of analysis.  

3.2.4 Wall shear stress profiling 

A total of nine cases (three for each plaque category) with both biological 

and suitable coronary imaging data (i.e., two X-ray angiographic projections 

at least 25° apart and the OCT pullback) were retrospectively included for 

the CFD analysis.  

High-fidelity three-dimensional (3D) geometrical models of coronary artery 

were reconstructed using a previously developed method based on the 

fusion of angiographic and OCT images144–146 (Figure 3.2). 



 

Figure 3.2 Angiography-OCT fusion. High-fidelity 3D vessel reconstruction of coronary artery 
models by fusion of angiographic and Optical Coherence Tomography (OCT) images: workflow for 
3D reconstruction. 

The reconstruction process was characterized by the following steps: 

1. extraction of the vessel centerline from a preliminary 3D vessel 

reconstruction obtained from two angiographic views with QAngio XA 

(Medis Medical Imaging Systems, Leiden, Netherlands). 

2. Detection of the lumen contours on the OCT images using an in-house 

automatic segmentation method147. 

3. Placement of the OCT lumen contours orthogonal to the main vessel 

centerline and orientation using the side branches as landmarks. 

4. generation of the final 3D vessel geometry by smooth connection of the 

aligned OCT lumen contours and merging with the side branches, 

previously reconstructed from angiography.  

The final 3D vessel reconstructions included all the side branches visible in 

the OCT pullback with a diameter larger than 1 mm148.  

The 3D vessel models were discretized using the software ICEM CFD 

(ANSYS Inc., Canonsburg PA, USA). In detail, tetrahedral meshes with 

curvature-based refinement and five layers of prismatic elements close to 

the wall were generated73. Higher mesh density was assigned to the vessel 

regions presenting ruptured fibrous cap to better capture the local 

hemodynamic features.  
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On discretized models, steady-state flow simulations were performed by 

means of the finite volume-based code Fluent (ANSYS Inc., Canonsburg 

PA, USA). Patient-specific flow-rates, estimated from angiography using the 

frame count method, were applied as inflow boundary conditions149. A 

diameter-based scaling law was adopted to impose a realistic flow-split at 

the outflow boundaries70. The no-slip condition was prescribed at the 

luminal wall, which was considered as rigid. Blood was modeled as 

homogeneous, incompressible, non-Newtonian fluid. Exhaustive details 

about the solver settings are reported elsewhere150. 

The fluid dynamics in the coronary artery models was analyzed in terms of 

WSS. Both the distribution of WSS and the surface area exposed to low and 

high WSS values were computed. According to previous studies, the 10th 

and 90th percentiles of the overall distribution of WSS, obtained by pooling 

together the WSS data of all models, were used as thresholds to define low 

and high WSS41. The WSS analysis was performed at the following two 

levels:  

1. global level, by considering the whole lesion. 

2. segmental level, by considering three segments within the lesion and 

two segments adjacent to the lesion.  

Specifically, the lesion region was identified according to quantitative 

coronary angiography standards151,152. Then, the lesion was divided into 

three segments using the 50% of the minimum lumen diameter as relative 

threshold for the division and denoted as proximal, mid, and distal lesion 

segments. Furthermore, two additional segments were identified along the 

vessel models, one upstream and one downstream of the lesion. The length 

of those segments was defined as three times the proximal and distal 

diameter of the lesion, respectively for the upstream and downstream 

segments67 (Figure 2.4). 

3.2.4 Wall shear stress profiling 

According to the distributions, continuous variables were presented as 

mean with standard deviation (SD) or median with interquartile range (IQR). 

Categorical variables were presented as numbers and percentages. As 



appropriate, continuous variables were evaluated using a parametric test 

(ANOVA and Student’s t-test) or a non-parametric test (Kruskal-Wallis test 

and Mann-Whitney test). Categorical variables were evaluated using χ2 test 

or Fisher’s exact test, as appropriate. For each plaque category (i.e., CCS, 

IFC, RFC), the WSS data of the identified lesions were pooled together. The 

lumen area exposed to low and high WSS was expressed as percentage ± 

SD.  Jarque-Bera test was used to test the normality of the WSS 

distributions. Correlation between WSS and biological results within groups 

was performed with bivariate Spearman’s Rho correlation analysis. A 2-

tailed, p-value <0.05 was established as the level of statistical significance. 

All statistical analyses were performed using SPSS software v25.0 (IBM 

Corporation, Armonk, NY, USA). 

3.3 Results 

3.2.1 Biological Analysis 

Target gene validation showed significantly different expression across the 

three groups for the following 13 molecules: ADAMTS13, EDN1, GPX1, 

LGALS8, MMP1, MMP9, NOS3, PLA2G7, PI16, SOD1, TFRC, TIMP1, 

TNF. No significant differences were observed for CD31, CD44, ICAM1, 

VEGF gene expression. 

A total of nine genes were significantly overexpressed in the unstable 

plaque patients as compared to CCS patients, with no differences between 

IFC and RFC group: GPX1 (Kruskal-Wallis test: p=0.001, CCS vs. IFC: 

p<0.001, and CCS vs. RFC: p=0.004), MMP1 (Kruskal-Wallis test: p= 0.019, 

CCS vs. IFC: p<0.001, and CCS vs. RFC: p=0.032), MMP9 (Kruskal-Wallis 

test: p=0.011, CCS vs. IFC: p=0.007, and CCS vs. RFC: p=0.004), NOS3 

(Kruskal-Wallis test: p<0.001, CCS vs. IFC: p<0.001, and CCS vs. RFC: 

p<0.001), PLA2G7 (Kruskal-Wallis test: p=0.029, CCS vs. IFC: p=0.002, 

and CCS vs. RFC: p=0.036), PI16 (Kruskal-Wallis test: p<0.001, CCS vs. 

IFC: p<0.001, and CCS vs. RFC: p<0.001), SOD1 (Kruskal-Wallis test: 

p<0.001, CCS vs. IFC: p<0.001, and CCS vs. RFC: p<0.001), TIMP1 

(Kruskal-Wallis test: p<0.001, CCS vs. IFC: p<0.001, and CCS vs. RFC: 
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p<0.001), and TFRC (Kruskal-Wallis test: p=0.009, CCS vs. IFC: p=0.008, 

and CCS vs. RFC: p=0.004) (Figure 3.3).  

 

Figure 3.3. Gene expression: CCS vs. unstable plaques. Box plots showing the gene expression 
of MMP1 (A), MMP9 (B), TIMP1 (C), PI16 (D), PLA2G7 (E), GPX1 (F), SOD1 (G), NOS3 (H) and 
TFRC (I) on PBMCs assessed by RT-qPCR in stable (CCS), intact fibrous cap (IFC) and ruptured 
fibrous cap (RFC) groups. Distribution, median and interquartile range are displayed for each group. 

 

IFC patients showed the highest gene levels of LGALS8 if compared to both 

CCS (p<0.001) and RFC (p=0.032), with RFC expressing also higher gene 

levels of the molecule if compared to CCS (p<0.001) and p<0.001 for three 

groups comparison (Figure 3.4A). Moreover, IFC expressed significantly 

higher levels of EDN1 if compared to both CCS (p=0.002) and RFC 

(p=0.050), with no differences between CCS and RFC (p=0.002 for three 

groups comparison) (Figure 3.4B). As regards RFC, a significantly higher 

gene expression of ADAMTS13 was found if compared to both CCS 

(p<0.001) and IFC (p=0.040) (p<0.001 for three groups comparison) 

(Figure 3.4C), and a significantly lower gene expression of TNF if 

compared to both CCS (p=0.016) and IFC (p=0.050), with no difference 

between CCS and IFC (p=0.002 for three groups comparison) (Figure 3D). 

Median and IQR for the investigated molecules are reported in Table 3.3. 

 

 



Table 3.3 Biological results for gene expression 

GENE 

SA 

N=24 

Median (IQR) 

IFC 

N=11 

Median (IQR) 

RFC 

N=14 

Median (IQR) 

p-value 

EDN1 6.24 (5.08) 17.6 (29.2) 6.02 (8.74) 0.002*§ 

ICAM1 3.84 (4.32) 4.95 (2.76) 1.20 (2.19) 0.079 

TFRC 3.79 (1.85) 5.89 (2.66) 5.24 (3.34) 0.009*° 

VEGFA 4.06 (4.16) 6.54 (7.29) 4.79 (3.97)  0.542 

TNF 22.17 (22.60) 26.21 (37.06) 2.30 (2.88) 0.044°§ 

CD31 3.13 (1.74) 2.40 (1.36) 3.46 (3.26) 0.149 

LGALS8 2.04 (1.19) 6.57 (2.99) 4.41 (2.79) <0.001*°§ 

MMP9 5.83 (6.16) 8.79 (70.31) 22.22 (115.37) 0.011*° 

TIMP1 2.35 (0.71) 7.27 (5.31) 6.44 (4.59) <0.001*° 

GPX1 2.69 (1.31) 5.51 (4.62) 4.35 (4.89) 0.001*° 

PLA2G7 3.70 (4.50) 8.41 (4.63) 6.16 (11.95) 0.029*° 

MMP1 12.60 (19.09) 76.33 (81.82) 9.63 (113.74) 0.019*° 

PI16 2.48 (1.91) 8.93 (8.37) 10.36 (11.22) <0.001*° 

SOD1 1.48 (0.64) 2.68 (1.89) 3.25 (1.51) <0.001*° 

NOS3 2.16 (2.02) 11.35 (4.99) 7.23 (9.35) <0.001*° 

ADAMTS13  0.92 (0.37) 0.99 (1.11) 3.06 (2.89) <0.001°§ 

CD44 1.01 (0.61) 0.70 (0.49) 0.76 (0.59) 0.127 

*: p<0.05 for the comparison CCS vs IFC °: p<0.05 for the comparison CCS vs RFC §: p<0.05 for the 

comparison IFC vs RFC. 

 

Figure 3.4. Gene expression: IFC vs. RFC. Box plots showing the gene expression of LGALS8 (A), 

EDN1 (B), ADAMTS13 (C) and TNF (D) on PBMCs assessed by RT-qPCR in stable CCS, intact 
fibrous cap (IFC) and ruptured fibrous cap (RFC) groups. Distribution, median and interquartile range 
are displayed for each group. 
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3.2.2 Wall shear stress profiling 

The WSS distribution assessed on the entire lesion segment was 

significantly different among the three plaques categories (p<0.001, Figure 

3.5A). In particular, the RFC group presented a higher WSS median value 

as compared to the other two groups (3.3 Pa for the RFC lesions versus 1.9 

Pa and 2.5 Pa for the CCS and IFC lesions, respectively, p<0.001 in the 

pairwise analysis) (Figure 3.5A). Furthermore, the RFC group exhibited a 

larger WSS IQR (7.6 Pa for the RFC lesions versus 2.4 Pa and 3.0 Pa for 

the CCS and IFC lesions, respectively), suggesting that the lumen was 

locally exposed to a wider and more heterogeneous distribution of WSS 

values (Figure 3.5A).  

 

Figure 3.5. Wall shear stress magnitude. Violin plots illustrating the distribution of wall shear stress 
(WSS) along the (A) whole lesion, (B) upstream, (C) proximal, (D) mid, (E) distal, and (F) downstream 
segment of the lesion for the cases characterized by stable (CCS), intact fibrous cap (IFC) and 
ruptured fibrous cap (RFC) lesion. The number below each group represent the maximum value of 
WSS. The panel on the right illustrates the subdivision of the vessel lumen into five segments of 
interest. 

At the segmental level (Figure 3.5B-F), the RFC group presented WSS 

values higher than CCS and IFC groups in the lesion's mid, distal, and 

downstream segments. Marked differences were observed at the mid 

segment of the lesion where the RFC cases presented the highest WSS 



median value and the largest IQR with respect to the other two categories 

(7.4 Pa (IQR: 16.5 Pa) for the RFC lesions versus 4.0 Pa (IQR: 4.2 Pa) and 

3.3 Pa (IQR: 2.4 Pa) for the CCS and IFC lesions, respectively, p<0.001). 

Furthermore, the RFC cases were characterized by the maximum WSS 

value as compared to CCS and IFC groups (539.3 Pa versus 94.4 Pa and 

36.0 Pa, respectively). 

Although plaque morphology was different among the three groups, not 

significantly different area stenosis and minimum lumen area was observed 

(Figure 3.6 and Table 3.4).  

 

Figure 3.6 Wall shear stress luminal distribution. Color maps of wall shear stress (WSS) 
magnitude luminal distribution along the lesion for one explanatory case with chronic coronary 
syndrome (CCS), intact fibrous cap (IFC), and ruptured fibrous cap (RFC) lesions. 
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Table 3.4 Optical coherence tomography analysis results 

 SA IFC RFC p-value 

MLA (mm2) 1.7 2.5 1.6 0.19 

Area Stenosis (%) 80 55 80 0.25 

Minimum lumen area (MLA) and percentage of area stenosis measured from optical coherence 

tomography (OCT) images. 

Differences between the three plaque morphologies also emerged from the 

analysis of the lumen areas exposed to low or high WSS (Figures 3.7 and 

3.8, respectively). At a global level, the RFC lesions presented a larger 

lumen area exposed to low WSS compared to the other lesion categories, 

with a value of 5.8±1.4% for the RFC lesions versus 1.9±1.4% and 3.9±3.0% 

for the CCS and IFC lesions, respectively (Figure 3.7A). A similar trend 

emerged at the segmental level (Figures 3.7B-F), except for the segment 

downstream of the lesion, which presented similar values for all lesion 

categories (Figure 3.7E).  

 

Figure 3.7 Surface area exposed to low wall shear stress magnitude. Bar diagrams of the 
percentage lumen areas exposed to low wall shear stress (WSS) averaged along the (A) whole 
lesion, (B) upstream, (C) proximal, (D) mid, (E) distal, and (F) downstream segment of the lesion for 
the cases presenting stable (CCS), intact fibrous cap (IFC) and ruptured fibrous cap (RFC) lesion. 
The panel on the right illustrates the subdivision of the vessel lumen into five segments of interest. 

 

Of note, the RFC lesions presented also a higher percentage of area 

exposed to high WSS (22.4%±10.3%) as compared to the other lesion 

categories (10.3%±15.5% and 5.5%±8.0% for the CCS and IFC lesions, 

respectively, as reported in Figure 3.8A). This trend was confirmed also at 



the segmental level, in particular, in the mid, distal and downstream 

segments (Figures 3.8D-F). 

 

Figure 3.8. Surface area exposed to high wall shear stress magnitude. Bar diagrams of the 
percentage lumen areas exposed to high wall shear stress (WSS) averaged along the (A) whole 
lesion, (B) upstream, (C) proximal, (D) mid, (E) distal, and (F) downstream segment of the lesion for 
the cases presenting stable (CCS), intact fibrous cap (IFC) and ruptured fibrous cap (RFC) lesion. 

The panel on the right illustrates the subdivision of the vessel lumen into five segments of interest. 

3.2.3 Link between biology and wall shear stress profiling 

The trends emerging from the analysis of biological and WSS patterns 

suggest that some genes are differently expressed in patients with unstable 

and CCS plaques, depending on different (high or low) WSS distributions at 

the luminal surface. Within unstable patients (IFC and RFC), biological 

results hint at an overexpression of ADAMTS13 under higher WSS 

conditions (RFC) while LGALS8, EDN1 and TNF expression is higher 

under lower WSS values, as observed in the IFC group. Such qualitative 

observations might be limited by the lack of univocal definition of low and 

high WSS cut-off and by the susceptibility of some molecules to both low 

and high WSS. Bearing in mind the limited number of patients with CFD 

data available (n=9), a significant correlation was found in the RFC group 

between WSS and TNF (p<0.001), EDN1 (p=0.036) and MMP9 (p=0.005), 

while no correlation was found in the CCS and IFC groups, thus suggesting 

a possible role of coronary patterns of WSS in the molecular pathways of 

ACS patients presenting with plaque rupture.  
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3.4 Discussion 

This is the first study investigating:  

1. WSS and molecular patterns among stable patients and unstable 

(NSTEMI-ACS) patients with different plaque morphologies. 

2. A possible link between coronary WSS and molecular patterns in 

patients with three different plaque phenotypes (CCS, IFC, RFC).   

The findings of this study indicates that WSS is different among the CCS, 

IFC and RFC plaques, with the latter showing higher levels of WSS and IFC 

plaques having an intermediate WSS value, between CCS and RFC. The 

segmental analysis confirms such results, and although the most significant 

differences are concentrated at the mid-segment (corresponding to the 

minimum lumen area), the distal and the downstream segments show 

higher WSS in the RFC plaques compared to CCS and IFC. Of interest, 

considering the plaque area exposed to low and high WSS, the patients 

belonging to RFC are the most subject to both low and high WSS with the 

widest, heterogeneous range of values as compared to IFC and CCS 

plaques. Indeed, more than 50% of the RFC plaque area is exposed to high 

WSS in the mid segment, compared to less than 20% of CCS and IFC 

plaques areas.  

The effect of WSS on coronary artery plaques has been widely investigated 

over the last years and the greatest attention has been drawn to low WSS. 

It has been associated to plaque thickening, progression, increase in plaque 

and necrotic core area, thinner fibrous cap, endothelial dysfunction, 

negative remodeling and pro-inflammatory state20,85,110,113,153–156.  

Less well defined is the role of high WSS, although it has recently gained 

interest and has been involved in several pathological mechanisms, 

including plaque rupture67,157–160. Multiple factors may be responsible for 

plaque rupture, including blood pressure and local geometry. Alongside, 

plaque tissue composition is another key determinant for cap strength and 

plaque resistance. Indeed, the thinnest areas of the fibrous cap are strictly 

correlated with the highest WSS areas and co-localize with macrophages 



infiltration, lipid accumulation, intra-plaque hemorrhage and 

microcalcifications161–164. In this perspective, high WSS might be closely 

involved in plaque rupture as an active actor playing two different roles: on 

one side acting as a direct biomechanical stressor against the plaque, on 

the other side it acts indirectly making the plaque more vulnerable by 

changing its composition. Accordingly, our data suggest that the detection 

of high WSS over a plaque might improve its identification as a vulnerable 

plaque prior to its rupture. Therefore, independently from WSS thresholds, 

the co-localization of high WSS and low plaque strength might be 

considered as a novel marker for the identification of vulnerable plaques. 

Consequently, WSS profiling in addition to commonly used intracoronary 

imaging techniques might play a crucial role in the differential diagnosis of 

culprit lesions and in the guidance of therapeutic strategies58,165. These 

results corroborate and expand the recent results from the EROSION III trial 

(https://clinicaltrials.gov/ct2/show/NCT03571269), showing the important 

clinical implications of different therapeutic strategies for IFC and RFC 

plaques.  

In addition to morphological and fluid dynamic features, detailed biological 

investigations might help to complete the plaque identikit. In this regard, the 

role of genetic to predict the risk of coronary artery disease has been widely 

studied and some genetic risk loci have been described166,167. Moreover, 

recent data by our group have already demonstrated biological differences 

between IFC and RFC107. In the present study, as much as thirteen genes 

have a significant different expression in the three groups of patients (CCS, 

IFC and RFC). The genes coding for proteins involved in matrix breakdown 

(MMP1, MMP9) are more expressed in unstable patients as compared to 

the stable ones, suggesting that the WSS pattern might be directly involved 

in plaque composition and fate168. At the same time, unstable patients have 

also a greater systemic expression of genes involved in antioxidant 

functions (GPX1, NOS3, SOD1) and other counter-regulatory mechanisms, 

such as the inhibition of platelet activation (PLA2G7) and of matrix 

degradation (TIMP, PI16). Moreover, four genes show significantly different 

expressions between IFC and RFC plaques: LGALS8, EDN-1, ADAMTS13 

and TNF, responsible for cell-matrix interaction and cell adhesion 

(LGALS8), vasoconstriction (EDN1), regulation of blood clotting 

https://clinicaltrials.gov/ct2/show/NCT03571269
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(ADAMTS13) and inflammatory response (TNF), respectively. The 

different expression of these molecules in relation to different WSS reflects 

the existing data derived from animal and in vitro studies120,123,124,139–

141,169,170. 

These data suggest that WSS might be involved in the unbalance of the 

molecular mechanisms leading to extracellular matrix remodeling, cap 

thinning and plaque instability (Figure 3.9).  

 

Figure 3.9 Biomechanical and molecular patterns of atherosclerotic plaques. Panels showing 
stable coronary plaque (CCS, a), intact fibrous cap unstable plaque (IFC, b) and ruptured fibrous cap 
unstable plaque (RFC, c). The figure summarizes the driving hypotheses that derive from both the 
existing literature and the data emerging from this experimental study. WSS influences plaque fate 
through multiple mechanisms: 1) it acts as a direct mechanical force on the arterial wall; 2) it affects 
plaque composition; 3) it up-/down-regulates gene expression. Molecular expression might vary in 
response to both levels, characteristics, and duration of WSS. Higher WSS values (panels b and c) 
are usually associated with increased expression of molecules involved in matrix breakdown (MMPs), 
cell-matrix interaction and cell adhesion (Galectin-8, LGALS8), vasoconstriction (EDN1) and 

inflammation (TNF). Alongside, the increased WSS is also responsible for the activation of counter 
regulatory mechanisms such as: 1) the activation of the lipoprotein-associated phospholipase A2 
(LpPLA2, gene PLA2G7) and ADAMTS13 involved in platelet inhibition and regulation of blood 
clotting; 2) the increased release of nitric oxide, antioxidant molecules (SOD1, GPX1) and matrix 

degradation inhibitors (TIMP, PI16); 3) the inhibition of TNF function and production for high and 
very high WSS values. The unbalance between these mechanisms together with mechanical forces 
acting on the plaque and the activation of specific molecular pathways represent the main triggers 

leading to plaque instability and thrombus formation. 

In general, the significant differences among the selected genes, known to 

be influenced by WSS, support the hypothesis of a close link between 

coronary WSS and molecular pathways and suggest that the identification 

of biological markers, such as those associated with increased matrix 

degradation, represents an adjunctive tool for ACS patient’s 

characterization. Finally, the significant association between WSS data and 

TNF, MMP9 and EDN1 gene expression in RFC group further strengthen 

our hypothesis: despite the small sample size, our findings suggest a 

prominent role of high WSS in the pathogenesis of plaque rupture, while in 



CCS and IFC also other molecular as well as biomechanical mechanisms 

and triggers should be taken into account, confirming recent findings171. 

Taken together, our data demonstrate a close and complex relationship 

between WSS and molecular patterns for different types of unstable plaque. 

However, which is the primum movens is still to be defined: biological 

signatures might be responsible for plaque phenotype and, in turn, for fluid 

shear stresses or, alternatively, plaque phenotype might be the 

consequence of the mechanical forces acting on endothelial cells. Most 

likely, a highly complex and dynamic interplay exists among the pathological 

processes leading to unstable plaques, wall remodeling and the underlying 

hemodynamics, which evolves as the pathology progresses. In this sense, 

the continuous arterial wall remodeling, influenced by flow disturbances, 

reshapes the local blood flow, which contributes to reshaping the lesion, 

giving rise to a pathological feedback loop. Following the architectural and 

design motto “forms follow flow”, the hypothesis that the conformation of the 

plaque and its vulnerability is the result of mechanical forces acting on the 

arterial wall and that the molecular signature detectable at peripheral level 

is the result of counter-regulatory pathways activated as response of an 

altered WSS, is based upon the fact that most of the upregulated molecules 

in ACS belong to antioxidant, antithrombotic and anti-inflammatory 

enzymes. Of note, our findings suggest that the WSS might have a 

pathogenetic role in plaque rupture, where higher WSS values are related 

to mediators responsible for plaque inflammation and rupture in humans172.  

3.5 Conclusions 

In conclusion, this study demonstrates that different coronary plaques have 

different WSS and different molecular patterns, and that there might be a 

close link between them. Further studies are needed to better define the 

complex interaction between WSS and biology in the setting of ACS. Our 

data pave the way to a multiparametric approach aimed at identifying and 

treating ACS patients, in which morphological characteristics obtained by 

OCT imaging techniques should be integrated with molecular and 

hemodynamic features and with important implications for therapeutic 

strategies in the era of personalized medicine. 
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Chapter 4 

Does the inflow velocity profile influence 

physiologically relevant flow patterns in 

computational hemodynamic models of 

left anterior descending coronary artery? 
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4.1 Introduction 

The marked predisposition to develop atherosclerosis makes coronary 

arteries of paramount clinical relevance. Although atherosclerosis initiation 

and progression results from the interplay of many systemic factors173, its 

development at specific, geometrically predisposed locations such as 

branching and bifurcations174 suggested the involvement of local 

hemodynamics18,175. In particular, the role of wall shear stress (WSS) was 

extensively investigated over the last years20,112,113,176, while more recently 

the role of intravascular helical patterns on coronary atherosclerosis 

initiation and progression was demonstrated72,177. In this context, the 

combined use of medical imaging and computational fluid dynamics (CFD)  

has proven to be a valuable tool in the study of possible associations 

between local hemodynamics and coronary artery disease as it makes 

available highly resolved hemodynamic flow patterns inside anatomically 

realistic, patient-specific geometries178–180. However, in silico methods 

require assumptions that introduce uncertainties, weakening CFD findings 

at a level that could limit their translation to clinics181–187. As recently 

highlighted, the uncertainties in cardiovascular modelling should not 

compromise its added value with respect to standard clinical measurement 

and therefore they should be carefully assessed. 

While anatomically realistic geometries can be reconstructed with 

satisfactory accuracy using in vivo imaging tools, acquiring non-defective 

patient-specific boundary conditions, as required to perform reliable 

computational hemodynamics, is not always feasible. This is particularly 

true for the coronary arteries, for which: 

1. the measurable (whenever possible) inflow rates can be imposed only 

in terms of idealized velocity profiles. 

2. The possibility to use realistic three-dimensional (3D) velocity profiles 

measured directly in vivo as inflow boundary condition is still challenging, 

due to issues related to resolution and cardiac motion188. 

To be clearer, when only the integral quantity flow rate is available, its 

translation to inflow Dirichlet boundary condition in terms of 3D velocity 
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profiles in CFD applications necessarily undergoes an idealization process 

based on a priori hypotheses to fill the gap of information. For these 

reasons, most of the previous computational studies on coronary arteries, 

including those accounting for the presence of coronary stents, starting from 

in vivo flow rate measurements/estimations, prescribed the inflow boundary 

conditions in terms of flat64,146,189,190 or fully developed145,191–194 velocity 

profiles. Such a priori hypotheses on the velocity profiles to be used as 

conditions at inflow boundaries represent a source of uncertainty in the 

estimation of helical and WSS patterns195, potentially masking their 

relationship with atherosclerosis initiation and progression. Moreover, in 

vitro and in silico hemodynamic studies revealed the presence of skewed 

velocity profiles in the left coronary artery196–198, with a not negligible 

presence of secondary flows in the entire coronary tree, as it can be 

expected by considering the vessel tortuosity and the presence of 

bifurcations and branching.  

In this context, the aim of this study was to evaluate the budget of 

uncertainty associated with assumptions on the shape of the velocity 

profiles imposed as inflow boundary conditions in coronary artery CFD 

models. To this end, a framework was developed enabling the generation 

of artificial velocity profiles by means of generalized analytical formulations 

able to: 

1. generate 3D velocity profiles with secondary flows. 

2. Fit the non-circular cross-section of blood vessels.  

The developed framework was then applied to left anterior descending 

(LAD) coronary artery models to evaluate the impact that the shape of inflow 

velocity profiles used as inlet boundary condition has on WSS distribution 

at the luminal surface and intravascular flow features, focusing on helical 

flow patterns. 



4.2 Methods 

4.2.1 Image data collection and 3D vessel reconstruction 

Ten subjects (8 males and 2 females, age = 58.6±6.5) that underwent 

invasive coronary cineangiography after heart transplant with no sign of 

atherosclerosis were selected for this study. Clinical images were acquired 

at Città della Salute e della Scienza hospital (Turin, Italy) with the 

monoplane X-ray system Allura Xper (Philips Medical Systems, 

Amsterdam, The Netherlands). Two cranial, end-diastolic angiographic 

projections, with a minimum angle of 25° between them were used to 

reconstruct the geometry of the LAD coronary arteries using the commercial 

software QAngio XA Bifurcation RE (Medis medical imaging systems, 

Leiden, The Netherlands). The study complies with the Declaration of 

Helsinki on human research and was approved by the Città della Salute e 

della Scienza hospital. All patients gave written informed consent. 

Given the importance of side branches for hemodynamic characterization 

of coronary arteries189,199–201, each side branch with a diameter greater than 

1 millimetre was reconstructed and merged to form the LAD geometry using 

VTK (Kitware, Inc., Clifton Park, NY, USA) and VMTK (Orobix, Bergamo, 

Italy) libraries. Technically, the main vessel was segmented and 

reconstructed considering one side branch at a time, repeating this 

operation for all side branches (Figure 1A). Then, the Voronoi diagrams 

computed over each bifurcation were combined into a single diagram to 

obtain the complete 3D geometry including all side branches. The result of 

the 3D LAD geometry reconstruction process is presented in Figure 1B. 

Given the huge anatomical variability in coronary arteries the patients were 

properly selected so that all LAD geometries present two diagonal branches 

and one septal branch. 
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Figure 4.1. Three-dimensional vessel reconstruction. A) Workflow for the three-dimensional 
reconstruction of left anterior descending (LAD) coronary artery geometries from two angiographic 
projections. From left to right: single bifurcation segmentation, single bifurcation reconstruction, 
Voronoi diagrams computation, Voronoi diagrams merging, and geometry reconstruction. Proximal, 
mid, and distal segments are color coded (red, blue, and green, respectively) according to American 
Heart Association classification. B) The ten reconstructed LAD coronary artery geometries.  

4.2.2 Computational hemodynamics and boundary 
conditions 

The governing equations of fluid motion were solved in their discretized form 

under steady-state conditions using the finite volume method with the 

general purpose CFD software Fluent (Ansys Inc., Canonsburg, PA). The 

fluid domain was discretized by means of the meshing software ICEM CFD 

(Ansys Inc., Canonsburg, PA, USA) using tetrahedral elements with 

curvature-based refinement and 5 near-wall prismatic layers. The same 

meshing parameters derived from a previous grid independence analysis  

were adopted72,177, resulting in a mesh cardinality ranging between 1.7 and 

5.5 million elements, depending on vessel total volume and local curvature. 

The blood was assumed as a homogeneous, incompressible fluid with a 

density ρ equal to 1060 Kg/m3. The blood non-Newtonian behaviour was 

modelled using the Carreau model (µ∞ = 0.0035 Pa∙s, µ0 = 0.25 Pa∙s, λ = 

25 s, and n=0.25)73. The vessel walls were assumed to be rigid and no-slip 

condition was applied at wall boundaries. Details on CFD settings are 



extensively described elsewhere73. Concerning the inlet and outlet 

boundary conditions, since in vivo measured data were not available, inlet 

flow rates were obtained using a scaling law based on the hydraulic 

diameter of the inlet cross-section70. The resulting inlet flow rates (mean = 

43.12 mL/min, range: 30.73 to 70.99 mL/min) were prescribed in terms of 

3D velocity profiles at the inlet, as detailed in the following section. As for 

outlets, the flow split at each bifurcation was estimated using a scaling law 

based on the ratio of the hydraulic diameter of the daughter branches70, and 

imposed as outflow boundary condition. 

4.2.3 3D velocity profiles generation: analytical formulation 

The 3D velocity profile on a generic cross-section of a vessel can be 

described as a combination of: 

1. a principal, through-plane (TP) component, in the direction of the axis of 

the vessel. 

2. A secondary, in-plane (IP) component, lying on the plane orthogonal to 

the axis of the vessel.  

To test the impact of the velocity profile on the hemodynamics of LAD 

coronary arteries, different 3D velocity profiles were generated using 

analytical formulations based on previous observations demonstrating the 

presence of secondary flows in coronary arteries196,198. 

To deal with realistic non-circular cross-section of vessels, a generalized 

polar coordinate system was here introduced. More in detail, starting from 

the polar coordinate system (r, ϑ) defined on a generic vessel cross-section, 

a new generalized polar coordinate system (r’, ϑ’) was defined on the inflow 

section of each LAD vessel as: 

{
r′ =  

r

R(ϑ)

ϑ′ =  ϑ    
      (4.1) 

where R(ϑ) is the variable radius of the inlet surface depending on angular 

coordinate. By construction, r’ can assume values in the range [0, 1]. Once 
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the new coordinate system has been defined, the TP component was 

obtained using a generalized formulation of parabolic velocity profile: 

𝐯TP(r′, ϑ′) =  [1 − r′2 + Kr′(r′2 − 1) cos(ϑ′)]𝐮n  (4.2) 

where K is a constant regulating the displacement of peak velocity from the 

geometric centre of the inlet cross-section, and un is the unit vector in the 

vessel axis direction. Two differently shaped TP velocity profiles were built 

prescribing K = 0 and K = 1, to obtain a parabolic and a skewed velocity 

profile (i.e., with the vTP(r’, ϑ’) maximum value dislodged from vessel axis), 

respectively (Figure 2A). 

Secondary flows as part of the 3D velocity profile were incorporated 

considering two possible configurations, namely the single-vortex and the 

Dean-like double-vortex configurations. The first configuration was obtained 

by generalizing the equation previously proposed to describe axially 

symmetric flow rotations202 as follows: 

{
𝐯ϑ′(r′, ϑ′) =  r′(1 − r′𝟐)𝐮ϑ′

𝐯r′(r′, ϑ′) =  0 ∙ 𝐮r′             
    (4.3) 

where uϑ’ and ur’ are the unit vectors in angular and radial directions, 

respectively. The second configuration was obtained generalizing the Dean 

theory for secondary flows in curved pipes203 as follows: 

{
𝐯ϑ′(r′, ϑ′) =  (1 − r′2)(4 − 23r′2 + 7r′4) cos ϑ′ 𝐮ϑ′

𝐯r′(r′, ϑ′) =  (1 − r′2)2(4 − r′2) sin ϑ′ 𝐮r′                 
 (4.4) 

The IP velocity vector was scaled with respect to the TP component as 

follows: 

𝐯IP(r′, ϑ′) = C 
𝐯

ϑ′(r′,ϑ′)+𝐯
r′(r′,ϑ′)

|𝐯ϑ′(r′,ϑ′)+𝐯r′(r′,ϑ′)|̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  (𝐯TP ∙ 𝐮n)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   (4.5) 

where C is a scaling factor. In this study, we imposed C=±0.25, 

corresponding to an IP velocity component equal to the 25% of TP velocity 

component. The sign of constant C was used to generate secondary flows 

that differ in the direction of rotation, while a scaling factor C=0 was used to 



generate purely TP velocity profiles. Ten different inflow velocity profiles 

were generated combining all the TP and IP configurations mentioned 

above and imposed as inflow boundary conditions to the ten LAD models. 

The analysis was completed by prescribing a flat velocity profile, 

corresponding to plug flow and representing the simplest boundary 

condition to be imposed, resulting in a total number of 110 simulations.  

 

Figure 4.2. Generated velocity profiles. A) Colour maps of the through-plane (TP) velocity 
component coloured according to TP velocity magnitude; B) colour maps of the in-plane (IP) velocity 
component coloured according to IP velocity magnitude; C) three-dimensional velocity profile scaled 
vectors, coloured according to velocity magnitude. 

In the followings, the generated velocity profiles are identified according to 

a code composed by the applied value of constant K, the number of vortices 

characterizing the secondary flows, and the value of constant C (e.g., 

0_1V_0.25 for a parabolic velocity profile, with single-vortex IP component 

rotating in counter-clockwise direction). The differently shaped generated 

velocity profiles are displayed in Figure 2C.  
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4.2.4 Hemodynamic descriptors 

The impact of the shape of inflow velocity profiles on LAD blood flow was 

evaluated in terms of near-wall and intravascular hemodynamic descriptors. 

In general, the quantitative comparison was carried out assuming as 

reference case the purely TP parabolic (0_0V_0.00) velocity profile191,193,194. 

Near-wall hemodynamics was investigated in terms of wall shear stress 

magnitude (|WSS|) distribution over the luminal surface. In addition, for each 

simulation the surface averaged |WSS| value (AWSS) was computed as 

follows: 

AWSS =  
𝟏

S
∫ |𝐖𝐒𝐒(𝐱)|dS

 

S
    (4.6) 

where x is the position vector and S is the generic luminal surface. Here, 

four regions were considered as integration surface: the whole main vessel, 

the LAD proximal, mid and distal segments (Figure 1A), delimited by 

diagonal branches and defined in accordance with the American Heart 

Association classification204. To quantify the distance downstream of the 

inflow section of the LAD model where the shape of the inflow velocity profile 

still influences near-wall hemodynamics, the cross-section averages of the 

local |WSS| values were analysed moving along the centreline of the vessel. 

Then, impact length of the inflow velocity profile shape was defined as the 

distance from the LAD inflow section at which differences in cross-sectional 

average |WSS| values fall below 5%, when compared to the cross-sectional 

average |WSS| values obtained imposing the reference velocity profile. 

Such distance was expressed in terms of cross-sectional hydraulic diameter 

of the LAD inflow section. The velocity profile shape length of influence was 

then compared with the theoretical “entrance length”, calculated for each 

LAD model according to the formulation valid for fully developed laminar 

flows in cylindrical pipes205: 

L = 0.05 ∙ Re       (4.7) 

where L is expressed in terms of number of hydraulic diameters of the inflow 

section, and Re is the Reynolds number characterizing the flow field in the 

LAD model. 



The impact of the shape of the inflow velocity profile on physiologically 

relevant intravascular flow features was also investigated. Motivated from 

very recent findings demonstrating the atheroprotective role of helical flow 

in coronary arteries72,177, here the fluid mechanic quantity helicity was 

considered and helicity-based descriptors proposed elsewhere were 

analysed21,39,41. In particular, helical flow was visualized in terms of local 

normalized helicity (LNH) isosurfaces39,206. Briefly, LNH is a measure of the 

alignment between velocity and vorticity vectors and is defined as: 

LNH(𝐱) =  
𝐯(𝐱)∙𝛚(𝐱)

|𝐯(𝐱)||𝛚(𝐱)|
     (4.8) 

where v and ω are velocity and vorticity vectors, respectively. A quantitative 

description of helical flow was provided considering two helicity-based 

descriptors 41, namely the volume-average helicity intensity (h2), and the 

unsigned balance of counter-rotating helical structures (h4), derived in 

steady-state form as: 

ℎ2 =  
1

V
∫ |𝐯(𝐱) ∙ 𝛚(𝐱)|dV

 

V
    (4.9) 

ℎ4 =  
|∫ 𝐯(𝐱)∙𝛚(𝐱)dV

 
V

|

∫ |𝐯(𝐱)∙𝛚(𝐱)|dV
 

V

  0 ≤ ℎ4 ≤ 1  (4.10) 

where V is the integration volume. h4 measures the strength of relative 

rotation of helical fluid structures in the fluid domain. It is a non-dimensional 

quantity ranging between 0 and 1: its value equals 1 when only left-handed 

or right-handed helical structures are present in the integration volume, and 

it is equal to 0 in case of reflectional symmetry. Four volumes of integration 

were defined, namely the whole main vessel, the volume of the proximal, 

mid, and distal segments, following the same approach adopted for the 

computation of AWSS.  

4.3 Results 

4.3.1 Near-wall hemodynamics 

The impact that the shape of the inflow velocity profile has on WSS was 

firstly evaluated in terms of AWSS percentage differences with respect to 
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the reference (TP-only parabolic) velocity profile. In the box plot of Figure 

3, the analysis is presented aggregating AWSS data from all the 10 LAD 

models on the basis of the specific velocity profile used as inflow boundary 

condition and considering the whole vessel and its division in three 

segments.  

 

Figure 4.3 Surface averaged wall shear stress magnitude percentage difference. From left to 
right: percentage differences of surface averaged |WSS| (AWSS) between the reference (0_0V_0.00) 
and the other velocity profiles in the main vessel, proximal, mid and distal segments. Statistically 
significant differences are indicated with * (p-value<0.001). 

Overall, the largest percentage differences from the reference TP-only 

parabolic velocity profile were observed in the proximal segment (median 

values range = [1.76%, 55.70%]), where they rose up to 100.24% in the 

case of the flat velocity profile (median value = 55.70%). The impact of the 

shape of the other inflow velocity profiles in the proximal segment was lower 

than 22.74% (velocity profile 1_2V_0.25 in geometry LAD8), with median 

value range = [1.76%, 5.71%] (Figure 4.3). In the mid segment, the 

maximum AWSS percentage differences from the reference case were 

reduced to 5.84% (velocity profile 1_2V_0.25 in geometry LAD8), with 

median value range = [0.01%, 0.96%] (Figure 4.3). AWSS percentage 

differences, came down to less than 1.00% in the distal segment, with a 



median value range = [0.00%, 0.77%] (Figure 4.3). Focusing on the whole 

vessel, the AWSS percentage differences from the reference (TP-only 

parabolic) velocity profile reflected the observed differences in the proximal 

LAD segment. In detail, the maximum percentage difference (16.70% for 

geometry LAD9) was observed for flat velocity profile, while for the other 

velocity profiles percentage differences were lower than 5.81% (velocity 

profile 1_2V_0.25 in geometry LAD8), with a median value range = [0.34%, 

1.67%]. Single cases percentage difference values are detailed in Table 

4.1. For the sake of completeness, it is also reported that statistically 

significant differences in AWSS values emerged only in the proximal 

segment, and only between the reference (TP-only parabolic) velocity 

profile and the flat one (p-value<0.001, non-parametric Kruskal-Wallis test). 

Table 4.1 Percentage difference values of AWSS 
Profiles LAD1 LAD2 LAD3 LAD4 LAD5 LAD6 LAD7 LAD8 LAD9 LAD10 

 Main Branch 
Flat 9.27 7.63 8.49 8.89 12.82 6.03 6.29 16.01 16.70 6.55 

0_1V_-0.25 0.60 0.60 0.75 0.06 0.88 0.52 0.34 1.06 1.46 0.26 

0_1V_0.25 1.12 0.46 0.47 0.56 0.80 0.52 0.37 1.17 0.95 0.38 

0_2V_-0.25 3.63 0.84 0.81 1.86 1.04 0.90 0.62 1.20 2.51 0.80 

0_2V_0.25 0.65 1.36 2.16 0.20 1.75 0.96 0.52 4.26 2.10 0.63 

1_0V_0 2.19 0.86 0.60 0.21 0.90 0.65 0.31 0.04 1.50 0.27 

1_1V_-0.25 0.16 0.49 0.12 0.12 0.05 0.33 0.57 0.35 0.75 0.42 

1_1V_0.25 0.03 0.11 0.08 0.71 0.55 0.21 0.92 3.48 0.38 0.95 

1_2V_-0.25 1.88 1.04 0.97 3.21 1.22 0.42 0.35 1.30 0.42 0.02 

1_2V_0.25 1.18 1.61 2.75 1.74 2.58 1.28 1.01 5.81 2.31 1.04 

 Proximal Branch 
Flat 45.76 63.45 73.92 47.95 64.18 18.43 28.58 93.90 100.24 15.77 

0_1V_-0.25 2.82 3.85 4.61 0.14 3.45 1.42 1.42 5.28 4.14 0.66 

0_1V_0.25 3.76 3.48 4.67 2.70 3.51 1.43 1.50 5.36 4.90 0.95 

0_2V_-0.25 17.26 7.73 13.72 3.94 5.85 2.45 2.61 5.57 16.05 2.05 

0_2V_0.25 0.54 6.82 8.95 1.40 5.18 2.62 2.16 14.47 1.15 1.60 

1_0V_0 9.89 5.59 7.76 0.79 3.19 1.75 1.55 0.63 8.98 0.73 

1_1V_-0.25 1.89 1.63 1.04 3.82 0.64 0.92 2.62 3.19 9.22 1.11 

1_1V_0.25 0.58 2.67 4.43 3.08 4.33 0.60 3.53 13.38 4.49 2.39 

1_2V_-0.25 9.59 4.35 0.34 10.34 2.93 1.17 1.70 4.86 2.17 0.01 

1_2V_0.25 2.03 9.22 13.16 3.76 9.00 3.54 3.89 22.74 1.44 2.62 

 Mid Branch 
Flat 0.14 0.64 0.33 0.28 0.55 0.99 0.80 0.86 1.83 0.64 

0_1V_-0.25 0.02 0.28 0.28 0.06 0.57 0.01 0.00 0.51 1.85 0.01 

0_1V_0.25 0.69 0.00 0.13 0.11 0.25 0.01 0.00 0.79 0.37 0.01 

0_2V_-0.25 0.03 0.56 1.19 3.32 0.40 0.03 0.01 0.74 0.21 0.01 

0_2V_0.25 1.11 1.41 1.57 1.54 2.22 0.03 0.00 5.32 5.33 0.02 

1_0V_0 0.29 0.16 0.45 0.12 0.73 0.02 0.09 0.63 0.16 0.03 

1_1V_-0.25 0.53 0.62 0.02 2.77 0.17 0.01 0.09 0.39 1.69 0.02 

1_1V_0.25 0.35 0.52 0.90 0.38 0.93 0.00 0.09 3.70 0.85 0.04 

1_2V_-0.25 0.31 1.20 1.47 3.69 1.91 0.01 0.08 1.20 1.84 0.03 

1_2V_0.25 1.49 1.46 1.68 3.20 2.48 0.00 0.09 5.84 5.90 0.03 

 Distal Branch 
Flat 0.80 0.93 0.52 0.82 0.64 0.99 0.82 0.55 0.73 0.63 

0_1V_-0.25 0.00 0.01 0.00 0.03 0.01 0.00 0.01 0.02 0.00 0.00 

0_1V_0.25 0.00 0.00 0.01 0.01 0.02 0.00 0.00 0.02 0.00 0.00 

0_2V_-0.25 0.00 0.01 0.00 0.01 0.02 0.01 0.01 0.00 0.00 0.00 

0_2V_0.25 0.00 0.01 0.02 0.06 0.01 0.00 0.01 0.04 0.00 0.00 

1_0V_0 0.08 0.14 0.07 0.04 0.05 0.02 0.07 0.14 0.05 0.01 

1_1V_-0.25 0.08 0.14 0.08 0.08 0.05 0.02 0.08 0.13 0.05 0.01 

1_1V_0.25 0.08 0.14 0.08 0.04 0.05 0.02 0.08 0.13 0.05 0.01 
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1_2V_-0.25 0.08 0.15 0.07 0.04 0.04 0.02 0.08 0.12 0.04 0.01 

1_2V_0.25 0.08 0.14 0.08 0.09 0.05 0.02 0.08 0.13 0.05 0.01 

Percentage difference values of AWSS between the reference (0_0V_0.00) and the other velocity 

profiles in the main vessel, proximal, mid and distal segments. 

The impact of the shape inflow velocity profile on the distribution of the 

|WSS| on the LAD luminal surface can be appreciated by visual inspection 

of Figure 4.4 , where the contour maps of the local percentage difference 

with respect to the reference (TP-only parabolic) velocity profile are 

displayed for two explanatory models, LAD7 and LAD8, presenting, 

respectively, the lowest and the highest maximum AWSS percentage 

difference, between the reference (TP-only parabolic) and the other velocity 

profiles (excluding the flat one) in the whole main vessel.  

 

Figure 4.4 Distribution of |WSS| and percentage difference at the luminal surface: explanatory 
cases. On the left: distribution of |WSS| at the luminal surface for the reference velocity profile 
(0_0V_0.00); on the right: distribution of |WSS| percentage differences between the reference and 
the other velocity profiles. Two explanatory cases are reported (i.e. the models with the lowest and 
the highest AWSS difference in the main vessel, namely LAD7 and LAD8, respectively). A magnified 
view of the vessels is presented for a clearer visualization of the results. 



 

Figure 4.5 Distribution of |WSS| at the luminal surface. From top to bottom the ten LAD 
geometries, from left to right the 11 simulated velocity profiles. 
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The highest percentage differences from the reference WSS magnitude 

distribution were always located in the proximal segment. High differences 

(>100.00%) were observed also in the region of the first bifurcation only for 

model LAD8. However, this effect of the shape of the inflow velocity profile 

could be mainly ascribed to the fact that WSS magnitude values were lower 

than 0.5 Pa in a large part of this area (Figure 4.4), so that very small 

variations could give rise to high percentage differences. The |WSS| 

distribution on the luminal surface of the ten LAD models are presented in 

Figure 4.5. 

The length of influence of the shape of the inflow velocity profile on near-

wall hemodynamics, evaluated both in terms of maximum impact length and 

theoretical entrance length (Table 4.2), is visualized over each LAD model 

in Figure 4.6. It emerges that the theoretical entrance length evaluated 

using equation 4.7 was always longer than the maximum impact length (with 

the only exception of model LAD1). Therefore, the effects of the shape of 

the inflow velocity profile on the average WSS magnitude over each vessel 

cross-section vanished within a few diameters, and within a distance that 

was shorter than the one predicted by the theory in straight cylindrical 

conduits (Figure 4.6). 

 

Figure 4.6 Theoretical vs. real entrance length. Upper panel: impact length is highlighted in red 
for each model. Lower panel: theoretical entrance length is highlighted in blue for each model. A 
magnified view of the vessels is presented for a clearer visualization of the results. 



Table 4.2 Entrance length 

 Impact length (D) Theoretical entrance length (D) 

LAD1 5.6 4.4 

LAD2 3.2 3.9 

LAD3 3.8 5.9 

LAD4 3.1 5.0 

LAD5 3.0 3.6 

LAD6 2.2 3.8 

LAD7 2.1 3.7 

LAD8 3.1 4.2 

LAD9 3.0 3.9 

LAD10 3.3 4.1 

Impact length vs theoretical entrance length 

4.3.1 Intravascular hemodynamics 

The impact of the shape of the inflow velocity profile on intravascular flow 

was quantified in terms of helicity intensity h2 and counter-rotating helical 

patterns balance h4. Their values, integrated over each one of the ten LAD 

models main vessel, are presented in Figure 4.7. As a general, 

observations, expectedly the three-dimensionality of the inflow velocity 

profile (i.e., the presence of an IP velocity component) was associated with 

higher h2 values in the vessel, while counter-rotating helical structures were 

markedly unbalanced (higher h4) when a single-vortex IP velocity 

component was present in the imposed inflow velocity profile. 
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Figure 4.7 Helical flow descriptors. Upper panel: average helicity intensity (h2) values in the main 
vessel grouped by geometry and coloured by velocity profile. Lower panel: unsigned balance of 
counter-rotating structures (h4) values in the main vessel grouped by geometry and coloured by 

velocity profile. 

 

Here the impact of the shape of the inflow velocity profile was firstly 

evaluated in terms of h2 percentage difference and h4 absolute difference 

with respect to the reference (TP-only parabolic) velocity profile. In Figure 

4.8, the analysis is presented aggregating h2 and h4 data from all the 10 

LAD models based on the specific velocity profile used as inflow boundary 

condition and considering the whole vessel and its division in three 

segments. 



 

Figure 4.8. Helical flow descriptors: percentage differences. Upper panel: from left to right, 
average helicity intensity (h2) percentage differences between the reference (0_0V_0.00) and the 
other velocity profiles in the main vessel, proximal, mid, and distal segments. Lower panel: from left 
to right, unsigned balance of counter-rotating structures (h4) absolute differences between the 
reference (0_0V_0.00) and other velocity profiles in the main vessel, proximal, mid, and distal 
segments. Statistically significant differences are indicated with * (p-value<0.001). 

Also for helical flow, the largest differences from the reference (TP-only 

parabolic) velocity profile for h2 (maximum percentage difference of 

602.27% profile 1_1V_-0.25 in geometry LAD5; median values range = 
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[20.72%, 292.79%]) and for h4 (maximum absolute difference of 0.93 profile 

0_1V_-0.25 in geometry LAD3; median values range = [0.01, 0.87]) were 

observed in the proximal segment. In the mid segment, the maximum h2 

percentage differences decreased to 17.28% (profile 1_1V_-0.25 in 

geometry LAD5) with a median values range = [0.49%, 7.58%], while h4 

maximum absolute difference was reduced to 0.35 (median values range = 

[0.00, 0.09]). In the distal segment, h2 percentage differences became lower 

than 2.84% (median values range = [0.01%, 2.37%]), except for geometry 

LAD8, which presented differences up to 18.13% (velocity profile 

0_2V_0.25). In the distal segment h4 presented the smallest absolute 

differences from the case of the reference velocity profile, lower than 0.16 

(observed in model LAD8, profile 0_1V_-0.25), and with median values 

lower than 0.001. As for the whole main vessel, h2 and h4 differences from 

the reference (TP-only parabolic) velocity profile reflected the observed 

differences in the proximal LAD segment. In detail, the h2 percentage 

differences presented a median values range = [6.12%, 65.88%] and 

maximum percentage differences lower than 107.64% (model LAD5, 

velocity profile 1_1V_-0.25). Regarding h4 absolute differences, a median 

values range = [0.003, 0.470] and a maximum value of 0.68 (profile 

0_1V_0.25 in geometry LAD8) were observed. A case-by-case summary of 

the differences for the reference (TP-only parabolic) velocity profile is 

reported in Table 4.3 and Table 4.4. For the sake of completeness, it is also 

reported that statistically significant differences (p-value<0.001) in h2 values 

emerged only in the proximal segment with all velocity profiles that present 

the IP component (except for 0_2V_0.25 velocity profile), while for h4 

statistically significant differences (p-value<0.001) emerged in the proximal 

segment and in the whole main vessel, when velocity profiles with a single-

vortex were imposed. 

Table 4.3 Percentage difference values of average helicity intensity 
Profiles LAD1 LAD2 LAD3 LAD4 LAD5 LAD6 LAD7 LAD8 LAD9 LAD10 

 Main Branch 
Flat 16.00 7.96 6.45 5.75 7.47 3.75 11.61 25.91 14.32 3.42 

0_1V_-0.25 48.07 71.36 45.12 52.05 98.35 70.93 26.41 90.91 69.63 22.28 

0_1V_0.25 41.53 69.69 45.54 50.90 99.17 71.40 27.08 94.03 68.73 19.65 

0_2V_-0.25 12.69 56.83 33.82 38.96 72.08 54.85 19.90 87.39 46.13 16.19 

0_2V_0.25 45.47 58.67 37.52 39.77 77.32 54.68 21.97 51.02 56.87 17.89 

1_0V_0 2.76 6.68 1.59 9.08 10.76 6.60 4.98 12.19 4.63 5.65 

1_1V_-0.25 59.42 80.83 47.39 54.16 107.64 72.33 34.06 98.39 72.52 30.57 

1_1V_0.25 51.56 62.54 39.99 51.03 98.04 75.31 19.75 76.62 58.15 15.87 

1_2V_-0.25 18.44 61.98 33.98 40.57 80.61 58.66 24.96 92.14 50.65 20.92 



1_2V_0.25 50.89 56.53 36.86 43.29 77.24 52.84 22.23 41.33 56.75 19.39 

 Proximal Branch 
Flat 39.06 22.89 35.37 14.46 25.83 6.15 28.77 49.22 49.77 7.63 

0_1V_-0.25 141.14 363.81 554.93 291.16 560.08 214.48 76.71 242.72 334.54 40.29 

0_1V_0.25 126.05 363.81 562.35 291.80 556.85 215.85 78.30 243.95 340.26 35.59 

0_2V_-0.25 43.70 306.32 470.61 262.34 426.57 165.62 57.38 242.95 222.70 29.24 

0_2V_0.25 138.20 305.51 528.90 252.17 475.54 165.06 63.52 156.05 338.94 32.35 

1_0V_0 7.08 31.67 22.96 47.47 59.57 19.89 13.67 21.54 17.45 10.14 

1_1V_-0.25 164.49 401.14 593.00 318.69 602.27 218.64 98.54 266.89 367.82 55.19 

1_1V_0.25 157.21 331.64 512.35 294.83 546.12 227.52 56.20 203.25 291.76 28.66 

1_2V_-0.25 61.49 334.32 511.58 260.26 482.53 177.26 71.58 259.09 260.32 37.74 

1_2V_0.25 153.98 289.78 485.43 284.96 459.06 159.64 63.83 123.09 322.86 35.00 

 Mid Branch 
Flat 6.22 4.97 4.57 5.07 4.86 2.47 2.62 14.53 8.06 1.74 

0_1V_-0.25 3.44 4.16 4.88 10.77 13.12 0.10 0.07 15.02 14.81 0.04 

0_1V_0.25 0.40 1.60 4.73 8.64 15.41 0.12 0.17 15.85 11.45 0.05 

0_2V_-0.25 4.40 1.51 1.50 3.63 4.83 0.23 0.24 5.28 9.44 0.08 

0_2V_0.25 0.61 1.56 2.29 0.38 0.03 0.27 0.13 2.84 8.42 0.03 

1_0V_0 0.88 1.19 0.19 2.84 1.87 0.07 0.44 6.53 2.41 0.13 

1_1V_-0.25 12.34 8.02 4.13 7.13 17.28 0.18 0.08 10.79 9.28 0.18 

1_1V_0.25 1.25 0.03 2.35 8.13 16.43 0.26 0.71 9.07 8.42 0.06 

1_2V_-0.25 4.87 1.61 5.18 0.32 3.79 0.19 0.50 3.20 5.39 0.15 

1_2V_0.25 0.27 2.95 0.93 2.30 4.63 0.20 0.37 2.41 3.70 0.14 

 Distal Branch 
Flat 2.16 2.59 2.43 1.86 1.98 2.84 2.49 12.87 2.30 1.91 

0_1V_-0.25 0.02 0.00 0.96 0.04 0.13 0.01 0.00 11.15 0.06 0.00 

0_1V_0.25 0.00 0.01 0.15 0.01 0.10 0.01 0.05 9.96 0.04 0.01 

0_2V_-0.25 0.00 0.01 0.93 0.07 0.17 0.01 0.05 0.58 0.04 0.01 

0_2V_0.25 0.01 0.00 0.02 0.02 0.19 0.01 0.05 18.13 0.01 0.00 

1_0V_0 0.22 0.45 0.58 0.20 0.11 0.05 0.32 13.10 0.20 0.03 

1_1V_-0.25 0.23 0.45 0.97 0.22 0.23 0.07 0.29 0.22 0.20 0.02 

1_1V_0.25 0.23 0.44 0.89 0.14 0.22 0.06 0.27 11.60 0.15 0.03 

1_2V_-0.25 0.23 0.45 0.59 0.23 0.21 0.06 0.28 2.33 0.20 0.03 

1_2V_0.25 0.23 0.44 0.71 0.10 0.10 0.07 0.28 3.34 0.19 0.03 

Percentage difference values of h2 between the reference (0_0V_0.00) and the other velocity profiles 

in the main vessel, proximal, mid, and distal segments. 

Table 4.4 Absolute difference values of  

counter-rotating structures balance 
Profiles LAD1 LAD2 LAD3 LAD4 LAD5 LAD6 LAD7 LAD8 LAD9 LAD10 

 Main Branch 
Flat 0.04 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.00 0.00 

0_1V_-0.25 0.42 0.49 0.38 0.46 0.51 0.47 0.31 0.67 0.58 0.23 

0_1V_0.25 0.32 0.42 0.24 0.33 0.57 0.47 0.32 0.67 0.58 0.04 

0_2V_-0.25 0.11 0.02 0.00 0.02 0.03 0.00 0.02 0.03 0.04 0.01 

0_2V_0.25 0.01 0.05 0.03 0.04 0.04 0.02 0.03 0.12 0.01 0.05 

1_0V_0 0.02 0.06 0.02 0.02 0.06 0.01 0.06 0.09 0.07 0.06 

1_1V_-0.25 0.48 0.48 0.35 0.46 0.51 0.46 0.33 0.62 0.54 0.25 

1_1V_0.25 0.34 0.41 0.19 0.29 0.55 0.46 0.27 0.61 0.51 0.09 

1_2V_-0.25 0.07 0.06 0.01 0.04 0.04 0.00 0.10 0.07 0.20 0.06 

1_2V_0.25 0.01 0.03 0.01 0.02 0.04 0.01 0.01 0.02 0.12 0.00 

 Proximal Branch 
Flat 0.02 0.01 0.01 0.01 0.01 0.00 0.01 0.02 0.00 0.01 

0_1V_-0.25 0.69 0.90 0.93 0.84 0.90 0.77 0.63 0.91 0.93 0.38 

0_1V_0.25 0.64 0.89 0.93 0.80 0.88 0.76 0.65 0.88 0.93 0.26 

0_2V_-0.25 0.13 0.00 0.01 0.01 0.05 0.00 0.02 0.03 0.02 0.03 

0_2V_0.25 0.06 0.02 0.02 0.05 0.06 0.03 0.05 0.08 0.01 0.06 

1_0V_0 0.03 0.14 0.17 0.10 0.17 0.01 0.13 0.21 0.23 0.11 

1_1V_-0.25 0.73 0.90 0.88 0.81 0.86 0.75 0.62 0.85 0.88 0.40 

1_1V_0.25 0.63 0.83 0.93 0.74 0.84 0.74 0.59 0.86 0.93 0.20 

1_2V_-0.25 0.09 0.02 0.04 0.03 0.06 0.00 0.18 0.07 0.35 0.11 

1_2V_0.25 0.05 0.08 0.00 0.00 0.08 0.01 0.03 0.00 0.13 0.01 

 Mid Branch 
Flat 0.06 0.01 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 

0_1V_-0.25 0.12 0.09 0.15 0.07 0.00 0.01 0.01 0.35 0.33 0.00 

0_1V_0.25 0.06 0.09 0.03 0.25 0.00 0.00 0.00 0.34 0.22 0.00 
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0_2V_-0.25 0.02 0.03 0.02 0.02 0.00 0.01 0.01 0.11 0.05 0.00 

0_2V_0.25 0.05 0.03 0.00 0.04 0.00 0.00 0.00 0.19 0.06 0.00 

1_0V_0 0.01 0.03 0.00 0.01 0.00 0.01 0.01 0.10 0.04 0.00 

1_1V_-0.25 0.25 0.08 0.11 0.11 0.00 0.01 0.01 0.30 0.26 0.00 

1_1V_0.25 0.09 0.12 0.05 0.26 0.00 0.01 0.01 0.22 0.10 0.00 

1_2V_-0.25 0.07 0.02 0.03 0.00 0.00 0.01 0.01 0.17 0.09 0.00 

1_2V_0.25 0.08 0.06 0.01 0.05 0.00 0.00 0.00 0.10 0.01 0.00 

 Distal Branch 
Flat 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00 0.00 

0_1V_-0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.00 

0_1V_0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 

0_2V_-0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 

0_2V_0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00 0.00 

1_0V_0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 

1_1V_-0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.00 0.00 

1_1V_0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.06 0.00 0.00 

1_2V_-0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 

1_2V_0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 

Absolute difference values of h4 between the reference (0_0V_0.00) and the other velocity profiles in 

the main vessel, proximal, mid, and distal segments. 

Finally, to better appreciate the impact of the shape of the inflow velocity 

profile on LAD intravascular flow, LNH isosurfaces are visualized in Figure 

4.9. For the sake of synthesis, the cases characterized by the minimum and 

the maximum percentage difference in h2 with respect to the reference 

parabolic velocity profile (LAD10 and LAD5, respectively) are reported in 

Figure 4.9, while all geometries are shown in Figure 4.10. 

 

Figure 4.9. LNH isosurfaces visualization: explanatory cases. Visualization of intravascular local 
normalized helicity (LNH) isosurfaces for two explanatory cases (i.e. the models with the lowest and 
the highest h2 percentage difference in the main vessel: LAD10 and LAD5, respectively). Right-
handed helical structures are associated with positive LNH values (red colour) and left-handed helical 
structures are associated with negative LNH values (blue colour). A magnified view of the vessels is 
presented for a clearer visualization of the results. 



 

Figure 4.10. LNH isosurfaces visualization. Visualization of intravascular local normalized helicity 
(LNH) isosurfaces. Right-handed helical structures are associated with positive LNH values (red 
colour) and left-handed helical structures are associated with negative LNH values (blue colour). 

From top to bottom the ten LAD geometries, from left to right the 11 simulated velocity profiles. 
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The LNH-based visualization confirms that, in general, the presence of an 

IP component on the inflow velocity profile enriched helical flow in the LAD 

proximal segment. Moreover, the structure of the IP velocity component 

(i.e., single- or double-vortex shape) dictated the arrangement of helical flow 

patterns in one or two counter-rotating structures (cases denoted by 1V and 

2V in Figure 4.9, respectively). 

4.4 Discussion 

In computational hemodynamics, when dealing with patient-specific 

models, the imposition of in vivo measured 3D velocity profiles as inflow 

boundary condition leads to more realistic simulations. However, velocity 

profiles are often not measurable in vivo, and their idealized versions, based 

upon assumptions needed to fill a gap of knowledge, are prescribed to 

model blood flow.  

In coronary arteries,  blood flow velocity values can be derived in vivo from 

Doppler flow velocity or thermodilution measurements207,208. Nevertheless, 

these techniques are uncommon in the clinical practice, and provide an 

estimation of blood velocity averaged over the vessel cross-section. 

Consequently, as information on the three components of the velocity profile 

is not available, idealized velocity profiles need to be assumed a priori to 

turn the defective boundary data problem into a classic Dirichlet problem. 

Such an assumption can influence the numerical solution, potentially 

weakening the findings of the in silico experiments. In this regard, the 

uncertainty associated with the use of idealized velocity profiles as inflow 

boundary condition in computational hemodynamics has been investigated 

in, e.g., carotid arteries209,210 and ascending aorta195,211,212, where 3D 

velocity profiles can be measured in vivo, but not in coronary arteries.  

Motivated by this, ten LAD geometries were reconstructed from two 

angiographic projections, using a new reconstruction method that allows 

obtaining multiple branches in the LAD geometries. To evaluate the impact 

of assumptions on the shape of the inflow velocity profiles on coronary 

hemodynamics, a novel framework to generate 3D velocity profiles on non-

circular shaped blood vessels cross-sections was developed by 



generalizing analytical formulations. The impact of inflow velocity profiles 

was tested in terms of near-wall and intravascular physiologically relevant 

hemodynamic quantities. 

Using the widely adopted inflow parabolic velocity profile as reference 

profile, here we found that, in terms of AWSS, all the investigated cases 

present percentage differences <5.80%, except for the flat velocity profile, 

presenting differences up to 16.70%. The highest percentage differences 

were observed in the proximal segment of the vessel models, while 

moderate-to-negligible differences were observed in mid and distal 

segments (Figure 4.3). These findings are consistent with those previously 

observed in a simplified computational model of right coronary artery213 

when comparing idealized, only TP flat, parabolic and Dean-like inflow 

velocity profiles. Also in that study, the impact of the velocity profile on WSS 

was limited to the proximal part of vessel213.  

As expected, it emerged that the presence of secondary flow (IP) 

component in the inflow velocity profile has a marked impact on helical flow. 

Such marked differences, dictated by the shape of the inflow velocity profile, 

are mainly located in the proximal segment (up to 602.27%), where the 

imposition of TP-only velocity profiles leads to a production of helicity 

intensity h2 smaller than 3D velocity profiles. In the mid and distal segments, 

maximum differences in helical flow intensity decreases to values lower than 

18.13% confirming the main role played by geometry in the dispersal of the 

imposed inlet velocity profile and in the production/disruption of laminar 

helicity intensity73. The impact that the presence of IP components in the 

inflow velocity profiles has on helical flow patterns downstream 

configuration emerges also by the analysis of h4, highlighting how the 

presence of one main or two balanced counter-rotating helical flow patterns 

in the proximal segment is dictated by the single- or double-vortex shape of 

the IP component of the inflow velocity profile. Interestingly, in the proximal 

segment h4 values in the TP-only velocity profiles are low, suggesting that 

the production of almost balanced counter-rotating bi-helical blood flow 

patterns is dictated by the arterial geometry. Moreover, as a consequence 

of a double-vortex IP configuration at the inlet the bi-helical flow patterns in 

the proximal segment are almost balanced by construction and therefore 
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present low h4 values (as in the TP-only velocity profile cases). On the 

opposite, in the case of inflow velocity profiles with single-vortex IP 

component h4 values are close to 1 indicating that one helical direction of 

rotation predominates in the flow field. In the mid and distal coronary 

segments, the impact of the presence of IP components in the imposed 

inflow velocity profile on helical structures balance vanishes, and vessel 

geometry mainly dictates blood flow arrangement in helical patterns. 

Overall, the findings of this study suggest that the influence of the shape of 

the velocity profile imposed at the inflow section in computational 

hemodynamics models of LAD coronary arteries is limited to few diameters 

downstream. Taking into consideration the importance of the entrance 

length, also highlighted elsewhere213, a more realistic hemodynamic picture 

in proximal LAD coronary arteries could be obtained extending the 

reconstruction upstream, including the left main coronary artery or even the 

aortic root. However, the advantage coming from the reconstruction of the 

geometry up to the aortic root, which assures a minor dependence of the 

proximal LAD simulated hemodynamics on inflow boundary conditions, 

cannot be exploited using the here adopted, routine invasive coronary 

angiography, which is the most convenient clinical modality214. 

This study presents limitations that might weaken the current findings. The 

lack of the real, in vivo measured 3D velocity profiles in the LAD enforced 

the generation of velocity profiles (1) based upon analytical formulations, 

and (2) with an arbitrary amount of secondary flows, deemed as 

representative of the real situation. However, the proposed approach has 

the advantage of generating velocity profiles in a tightly controlled manner, 

allowing to test differently shaped inflow velocity patterns. Moreover, 

steady-state simulations were carried out, neglecting the pulsatile nature of 

coronary flow. This choice was based on previous computational studies 

and further discussed in the next chapter, demonstrating that for flow 

regimes characterized by low Reynolds numbers, like those of coronary 

arteries, the difference between time averaged WSS and the steady-state 

|WSS| is negligible65,215. It is also worth noting that the steady flow 

assumption reduced sensibly the computational cost, given reliable results 

meeting clinical time constraints. Lastly, the idealization of velocity profiles 



as inflow boundary condition in LAD coronary arteries represents just one 

source of uncertainty that nonlinearly pile-up with other uncertainties 

regarding:  

1. the flow rate estimation70. 

2. The assumption of rigid wall 216, even if recent findings suggest a 

negligible impact of wall deformability on WSS in coronary arteries217. 

3. The cardiac motion and coronary displacement, here not considered  

even if not univocal conclusions are reported218,219.  

All these assumptions could affect the results. However, here we focused 

on a single source of uncertainty to link the observed differences to 

unambiguous causes. 

4.5 Conclusions 

In this study, the impact of the shape of blood velocity profiles, prescribed 

as inflow boundary conditions in image-based computational models of LAD 

coronary arteries, on local hemodynamics was evaluated. Our findings 

highlighted that the hemodynamic impact of considering realistic 3D 

features, such as eccentricity and differently shaped secondary flows, as a 

part of the inflow velocity profile is limited to the proximal LAD segment. 

Furthermore, the findings suggested that the problem of the paucity of 

information affecting the imposition of as realistic as possible velocity 

profiles as inflow boundary condition in LAD models can be satisfactorily 

overcome by applying idealized inflow parabolic velocity profiles, as long as 

the proximal LAD segment is not considered in the evaluation of the results. 

As a pragmatic rule of thumb, a conservative estimation of the length of 

influence of the shape of the inflow velocity profile on LAD local 

hemodynamics can be given by the theoretical entrance length, in general 

longer than the maximum impact length. 

The strategy proposed here to manage inflow boundary conditions, which 

emerged studying healthy, image-based LAD models, may be translated to 

diseased or stented coronary vessels, given that the reconstructed coronary 

artery geometry upstream of the lesion or of the stent is sufficiently 

extended.  
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5.1 Introduction 

In the last years, substantial evidence has established the role of local 

hemodynamics at the blood-endothelium interface in the onset and 

progression of atherosclerotic plaques18. In coronary arteries, on one hand 

specific wall shear stress (WSS) profiles were associated with early 

atherosclerosis62,113,220, plaque vulnerability and risk of myocardial 

infarction65,221. On the other hand, specific intravascular flow features, such 

as helical flow, were proven to play an atheroprotective role24,72.  

For the accurate estimation of local hemodynamic features, increasingly 

refined computational models of coronary blood flow have been 

developed222,223. However, their clinical adoption is still hampered by the 

fact that patient-specific computational fluid dynamics (CFD) simulations, as 

all model-based strategies, require the inevitable use of assumptions and 

idealizations181–183,224,225. These represent sources of uncertainty 

undermining the credibility, and the clinical applicability as well, of the 

resulting hemodynamic models. In this regard, a major source of uncertainty 

is related to the conditions to be prescribed at the inflow boundary71,226, 

since intracoronary flow measurement is uncommon in the clinical practice 

and theoretical assumptions and/or idealizations are thus required for 

generating boundary conditions (BCs). Invasively, intracoronary flow 

velocity can be derived from Doppler recordings227 or from the Thrombolysis 

In Myocardial Infarction (TIMI) frame count method based on the contrast 

velocity propagation during angiographic acquisitions65,228,229. From 

velocity, coronary blood flow rate is derived using information on the vessel 

diameter obtained from imaging65,227. Alternatively, anatomy-based laws 

directly relating flow to the vessel diameter at specific locations have been 

formulated. These scaling laws have been first based on minimum energy 

hypothesis230 while later studies determined empirical power law flow-

diameter relationships specifically for coronary arteries70. More recently, the 

introduction of intracoronary continuous thermodilution has allowed the 

direct measurement of vessel-specific coronary blood flow rate and 

resistance in absolute terms (i.e. in ml/min and in Wood unit, respectively)231 

at rest as well as in hyperemia232. However, application of continuous 

thermodilution in the clinical routine is for now limited233. 
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Alongside its importance as input of reliable patient-specific CFD 

simulations, from a clinical perspective coronary blood flow rate is a marker 

of coronary disease as it allows a direct assessment of coronary perfusion, 

it identifies the presence of flow-limiting epicardial stenosis and is a 

surrogate of myocardial ischemia234. In this sense, it is well established that 

a depressed coronary perfusion is a hallmark of poor patient outcome at the 

long term234. The clinical relevance of coronary perfusion has inevitably led 

to the development of several techniques assessing surrogates of flow rate 

in coronary arteries. Given that each technique uses a different theoretical 

and/or practical approach for measuring blood flow rate, perfect agreement 

amongst the different methods should not be expected.  

In this scenario, a comparative analysis among the most relevant clinically 

available techniques is still lacking. With the final goal of obtaining reliable 

biomechanical markers of coronary disease from computational 

hemodynamics, here we compared the effect of deriving inflow BCs from 

four different in vivo techniques assessing clinical surrogates of flow rate on 

the results of angiography-based CFD simulations.  

5.2 Methods 

The workflow of the study, from image and flow-derived data acquisition to 

vessel geometry reconstruction, and from CFD to post-processing, is 

presented in Figure 1. 



 

Figure 5.1. Workflow of the study. Coronary angiography was used to reconstruct 3D models of 
the coronary arteries and to assess contrast velocity-based flow rate. The diameter-based scaling 
law for flow rate assessment was applied directly to the 3D reconstructed geometries, while 
thermodilution and Doppler flow rate measurement were performed in the cathlab. The assessed flow 
rates were prescribed as inflow boundary conditions to computational fluid dynamics simulations to 

obtain wall shear stress and intravascular flow data. 

5.2.1 Patients selection and 3D vessel reconstruction 

Fourteen vessels (7 left anterior descending, LAD, and 7 right coronary 

arteries, RCA) from 14 patients (92.5% of male gender, mean age 

63.2±7.88 years) undergoing clinically indicated coronary angiography and 

invasive assessment of the coronary microcirculation underwent sequential 

intracoronary Doppler227 and continuous thermodilution measurements235. 

The study protocol is exhaustively detailed elsewhere232. The study was 

approved by the Institutional Review Board at Cardiovascular Center Aalst 

(Aalst, Belgium) and conformed to the Helsinki Declaration on human 

research of 1975, as revised in 2000. Informed consent was obtained from 

the patients. 

Invasive flow measurements were performed in vessels with estimated 

visual diameter stenosis below 30%. 3D coronary reconstructions were 

performed using two angiographic projections at least 25° apart combining 

a commercially available software (QAngio XA Bifurcation RE, Medis 
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medical imaging systems, Leiden, The Netherlands) and a custom-made 

algorithm148. Side branches with diameter larger than 1 mm were 

included148. The reconstructed 3D vascular models are presented in Figure 

5.2. 

 

Figure 5.2. 3D vessel reconstructions. Three-dimensional reconstruction of the 14 coronary 
arteries under investigation. In the upper panel: 7 left anterior descending (LAD) coronary arteries. In 
the lower panel: 7 right coronary arteries (RCA).    

5.2.2 Coronary flow rate estimation procedures 

Coronary blood flow rate was assessed in resting conditions with four 

different techniques:  

1. Continuous thermodilution231,235.  

2. Doppler ultrasound227. 

3. 3D contrast velocity 65. 

4. Diameter-based scaling law70. 

Intracoronary continuous thermodilution was performed using a dedicated 

infusion microcatheter with 4 lateral side holes (RayFlowTM, Hexacath, 

Paris, France) loaded on the pressure/temperature wire (PressureWireTM X, 



Abbott Vascular, Santa Clara, CA, USA) and connected to a 200 cc syringe 

of injector (Medrad® Stellant, Medrad Inc, Warrendale, PA, USA) filled with 

saline at room temperature (between 21 and 22°C) and placed in the first 

millimetres of the artery under investigation233. Distally, the saline was 

infused at an infusion rate of 10 mL/min during 60 to 90 seconds and the 

thermodilution-derived flow rate (Qthermo) was estimated according to the 

formula208:  

Qthermo = 𝛾 
Ti

T
Qi      (5.1) 

where Qi is the infusion rate of saline, Ti is the temperature of the infused 

saline, T is the temperature of the homogeneous mixture of blood and saline 

measured in the distal part of coronary artery with the pressure/temperature 

wire, and the quantity 𝛾=1.08 accounts for the densities and specific heat of 

blood and saline233. Qthermo unit of measure is expressed as mL/min. 

Intravascular Doppler flow velocity estimation was performed using a 

dedicated coronary Doppler velocity wire (FloWire®, Philips/Volcano, San 

Diego, CA, USA) connected to a Doppler system (FlowMap®, 

Cardiometrics; Mountain View, CA, USA) and advanced in the distal part of 

the artery, at the same location as the pressure/temperature wire232. Time-

dependent Doppler signals were acquired using the physiologic tracings 

recorder (Mac-Lab™ Hemodynamic Recording System, GE Healthcare, 

Chicago, IL, USA). The cycle-average Doppler flow rate (QDoppler) at the 

inflow section of each vessel was estimated assuming a parabolic velocity 

profile227, according to the formula: 

QDoppler = A ∙
APV

2
      (5.2) 

where A is the area of the inlet surface and APV is the cycle-Average Peak 

Velocity value from Doppler flow measurements. 

The 3D contrast velocity method65 for determining inlet flow rate is based 

on the number of angiographic frames required for contrast to travel from 

the vessel ostium to a standardized distal coronary landmark. In detail, 

using the number of frames (N) visually counted by an expert operator and 
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the distance (L) of the coronary landmark from the ostium as computed on 

the 3D anatomical reconstruction of the vessel, the average flow rate (QCV) 

can be estimated according to the formula: 

QCV = A ∙
L∙f

N
        (5.3) 

where f is the frame rate of acquisition of the angiographic images. 

The average coronary flow rate (QSL) was also estimated according to the 

anatomy-based scaling law: 

QSL = α ∙ dβ        (5.4) 

where the volumetric flow rate QSL was expressed in m3/s by van der 

Giessen et al.70, being d the hydraulic diameter of the inflow section 

measured in m and the values of the parameters α = 1.43 m0.45/s and 

β=2.5570. 

5.2.3 Steady-state CFD simulations 

For each 3D coronary artery model, four steady-state CFD simulations were 

carried out, each of them testing one of the four estimated flow rate values 

as inflow boundary condition. A total of 56 steady-state CFD simulations 

was carried out. The estimated average flow rates were prescribed in terms 

of parabolic velocity profile at the inflow section of the fluid domain, as 

suggested by previous studies148. The fluid domain was discretized 

combining tetrahedral elements with 5 near-wall prismatic layers using the 

software ICEM CFD (Ansys Inc., Canonsburg, PA, USA) and adopting 

meshing parameters derived from a grid independence analysis performed 

in a previous study72. The discretized governing equations of fluid motion, 

the Navier-Stokes equations, were then solved using the finite volume-

based code Fluent (Ansys Inc.). Blood was assumed as a homogeneous 

and incompressible fluid (density ρ=1060 kg/m3), and its non-Newtonian 

behaviour was modelled using the Carreau model (µ∞=0.0035 Pa∙s, µ0=0.25 

Pa∙s, λ=25 s, and n=0.25)73. The coronary vessel wall was assumed to be 

rigid with no-slip conditions. The boundary conditions at the outflow were 

prescribed according to the widely adopted strategy of setting the flow split 



at each coronary bifurcation according to a diameter-based scaling law70. 

Steady-state simulations were performed adopting a second-order 

accuracy scheme for both momentum and pressure equations, coupled 

using the full implicit coupled pressure–velocity coupling scheme with 

explicit relaxation factors equal to 0.75 for pressure and momentum. 

Convergence was achieved when the maximum mass and momentum 

residuals fell below 10-5. 

5.2.4 Unsteady-state CFD simulations 

The governing equations of fluid motion were solved in their discretized form 

under unsteady-state conditions using the commercial code based on the 

finite volume method Fluent (ANSYS Inc.). Blood was considered as a 

continuous, incompressible (ρ=1060 kg/m3) fluid and its non-Newtonian 

behaviour was modelled using the Carreau model73 as in the steady-state 

simulations. Vessel walls were assumed to be rigid and no-slip condition 

was applied at wall boundaries. The same numerical scheme used for 

steady-state simulations was applied, while regarding the time integration, 

the second order backward Euler implicit scheme was adopted with a fixed 

time increment equal to 0.01 s. For each subject, the inflow boundary 

conditions were obtained by scaling the measured vessel-specific Doppler-

based velocity waveform with the cycle-averaged flow rate obtained with the 

four estimation techniques (i.e., continuous thermodilution, Doppler, 3D 

contrast velocity, and scaling law) as reported for two explanatory cases 

(i.e., one right and one left anterior descending coronary artery) in Figure 

5.3. The same scheme of flow repartition as in the steady-state simulations 

was prescribed at the outlets. 
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Figure 5.3. Flow rate waveforms. Two explanatory vessel-specific flow rate waveforms (one RCA, 
one LAD) scaled with thermodilution (black), Doppler (red), 3D contrast velocity (green), and scaling 

law (blue) cycle-average flow rate. 

The impact of the adopted flow rate as inflow BC on CFD simulations was 

evaluated in terms of WSS distribution at the luminal surface and 

intravascular flow features. The flow rate from continuous thermodilution 

was assumed as reference since this technique provides a direct 

measurement of absolute flow rate, according to equation 5.1.  

5.2.5 Steady-state WSS-based descriptors 

Regarding steady-state simulations, the luminal distribution of the WSS 

magnitude and the absolute error in WSS direction (AEWSSD) were 

analysed: the former quantifies the local magnitude of the fluid shear stress 

at the blood-endothelium interface; the latter quantifies the inflow BC-

dependent local misalignment of the WSS according to the formula236,237: 

AEWSSD = 1 −  
|𝐖𝐒𝐒thermo ∙ 𝐖𝐒𝐒BC|

|𝐖𝐒𝐒thermo| ∙ |𝐖𝐒𝐒BC|
     (5.5) 

where WSSthermo is the local WSS vector obtained when the reference flow 

rate Qthermo is prescribed as inflow BC, and WSSBC is the WSS vector field 

obtained when QDoppler, QCV or QSL are prescribed. AEWSSD ranges from 0, 

indicating a perfect alignment between vectors, to 1, corresponding to an 



angle of ±90° between the vectors. The impact of the inflow BC on WSS 

magnitude was also quantified in terms of luminal surface area exposed to 

low WSS, an indicator of hemodynamic risk in the early stages of the 

atherosclerotic process62,113,220. Technically, on each vessel the low WSS 

surface area was assessed by calculating the percentage of luminal surface 

exposed to WSS magnitude values below the 10th percentile (WSS10)41,72 

of the WSS magnitude distribution obtained pooling together data from the 

four simulations carried out over each vessel. On each vessel, the co-

localization of WSS10 surface areas from QDoppler-based, QCV-based and 

QSL-based simulations with the Qthermo-based one was assessed by applying 

the Jaccard similarity index (SI)238: 

SI =  
2(WSS10thermo∩ WSS10BC)

WSS10thermo⋃ WSS10BC
     (5.6) 

where WSS10thermo is the luminal surface area exposed to low WSS 

magnitude when Qthermo is prescribed as inflow BC and WSS10BC is the 

luminal surface area exposed to low WSS magnitude when QDoppler, QCV or 

QSL are prescribed. The SI of equation 5.6 ranges from 0 (no co-localization) 

to 1 (perfect co-localization). The inflow rate-dependent local WSS 

misalignment with respect to WSSthermo was evaluated comparing 

probability density functions and the luminal surface AEWSSD profiles. 

Based on theory, WSS magnitude in arteries can be markedly affected by 

the absolute flow rate value. As perfect agreement amongst the different 

methods for measuring blood flow rate should not be expected, here 

normalized WSS magnitude (normWSS) was also analysed. Normalized 

WSS was obtained by dividing the local absolute WSS magnitude values by 

WSS magnitude value as obtained applying the Hagen-Poiseuille theory at 

the inflow section of the model geometry (with dynamic viscosity derived 

from the adopted Carreau model for blood rheology, calculated at the 

characteristic shear rate corresponding to the inlet average velocity40,239. 

5.2.5 Unsteady-state WSS-based descriptors 

The quantitative characterization of endothelial shear forces included the 

following WSS-based descriptors (Table 5.1): time-averaged wall shear 
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stress (TAWSS); oscillatory shear index (OSI)25; transverse WSS 

(transWSS)27; TAWSS axial component (TAWSSax)29; secondary 

component (TAWSSsc)29 and topological shear variation index (TSVI)37,66.  

Table 5.1 Unsteady-state WSS-based descriptors 

Time Averaged Wall Shear Stress (TAWSS) TAWSS =
𝟏

𝐓
∫ |𝐖𝐒𝐒|

𝐓

𝟎

𝐝𝐭 

Oscillatory Shear Index (OSI) OSI = 0.5 [1 − (
|∫ 𝐖𝐒𝐒

T

0
dt|

∫ |𝐖𝐒𝐒|
T

0
dt

)] 

Transverse WSS (transWSS) transWSS =
1

T
∫ |𝐖𝐒𝐒 ∙ (𝐧 ×

∫ 𝐖𝐒𝐒
T

0
dt

|∫ 𝐖𝐒𝐒
T

0
dt|

)|
T

0

dt 

Time-Averaged WSSax (TAWSSax) TAWSSax =
1

T
∫ |𝐖𝐒𝐒ax|

T

0

dt 

Time-Averaged WSSsc (TAWSSsc) TAWSSsc =
1

T
∫ |𝐖𝐒𝐒sc|

T

0

dt 

Topological shear variation index (TSVI) TSVI = {
1

T
∫ [∇ · (𝐖𝐒𝐒u) − ∇ · (𝐖𝐒𝐒u)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )]

2
T

0

 dt}

1/2

 

WSS is the time-varying wall shear stress vector; T is the cardiac cycle duration; n is the unit vector 
normal to the arterial surface at each element; WSSax is the WSS projection along the direction of 
the tangent to the vessel centerline; WSSsc is the WSS projection along the direction perpendicular 
to the tangent of the vessel centerline. WSSu is the WSS unit vector; 𝛁 ·(WSSu)=DIVWSS is the 

divergence of the WSS unit vector field; the overbar denotes a cycle-average quantity. 

Also for unsteady-state WSS-based descriptors the impact of flow rate 

estimation technique was evaluated in terms of surface averaged values 

and surface exposed to disturbed shear (SA) considering low values of 

TAWSS, TAWSSax, and TAWSSsc, and high values of OSI, transWSS, and 

TSVI by defining the BCs-specific thresholds with the 10th and 90th for low 

and high values, respectively, as done for steady-state WSS-based 

descriptors. The SA was quantified as percentage area, and its co-

localization areas from QDoppler-based, QCV-based and QSL-based 

simulations with the Qthermo-based one was assessed by applying the SI 

according to the equation 5.6. 

Moreover, to verify if the WSS magnitude profiles obtained from steady-

state simulations are representative of the WSS magnitude distribution also 



under transient-flow conditions the distribution of time averaged wall shear 

stress (TAWSS), a well-established hallmark of coronary artery 

disease112,113,175
, was analysed and compared to steady-state WSS 

magnitude profiles. 

5.2.6 Intravascular flow 

Intravascular coronary flow was investigated in terms of helical flow 

patterns, which were visualized in terms of local normalized helicity (LNH), 

a measure quantifying the local alignment between velocity and vorticity 

vectors according to39:  

LNH =  
𝐯(𝐱)∙𝛚(𝐱)

|𝐯(𝐱)||𝛚(𝐱)|
= cos φ(𝐱)    (5.7) 

where v and ω are velocity and vorticity vectors, respectively, and φ is the 

angle between velocity and vorticity vectors. In addition, a quantitative 

description of helical flow features was provided considering four well-

established helicity-based hemodynamic descriptors41,195, namely the 

volume-average helicity (h1), the volume-average helicity intensity (h2), the 

signed balance of counter-rotating helical structures (h3), and the unsigned 

balance of counter-rotating helical structures (h4), derived in steady-state 

and unsteady form and reported in Table 5.2.  

Table 5.2 Helicity-based descriptors 

 Steady-state CFD simulations Unsteady-state CFD simulations 

Volume-average  
helicity 

ℎ1
steady

=  
1

V
∫ 𝐯(𝐱) ∙ 𝛚(𝐱)dV

 

V

 ℎ1
unsteady

=
1

T
 
1

V
∫ ∫ 𝐯(𝐱, t) ∙ 𝛚(𝐱, t)dVdt

 

V

T

0

 

Volume-average  
helicity intensity 

ℎ2
steady

=  
1

V
∫ |𝐯(𝐱) ∙ 𝛚(𝐱)|dV

 

V

 ℎ2
unsteady

=
1

T
 
1

V
∫ ∫ |𝐯(𝐱, t) ∙ 𝛚(𝐱, t)|dVdt

 

V

T

0

 

Signed balance of 
helical structures 

ℎ3
steady

=  
ℎ1

steady

ℎ2
steady

 ℎ3
unsteady

=  
ℎ1

unsteady

ℎ2
unsteady
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Unsigned balance 
of helical structures ℎ4

steady
=  

|ℎ1
steady

|

ℎ2
steady

 ℎ4
𝑢𝑛𝑠𝑡𝑒𝑎𝑑𝑦

=  
|ℎ1

unsteady
|

ℎ2
unsteady

 

v and w are the velocity and vorticity vectors, respectively; T is the cardiac cycle duration and V is 
the integration volume. h3 ranges between -1 and 1, while h4 ranges between 0 and 1. h1 represents 
the average amount of helical flow and h2 quantifies its intensity, while h3 and h4 measure the 
prevalence (identified by the sign) and the strength of relative rotations of helical flow structures, 
respectively. 

To verify if the helical flow features obtained from steady-state simulations 

are representative of the average intravascular flow patterns also under 

transient-flow conditions cycle-average values of the helicity-based 

descriptors41 were analysed and compared to the steady-state ones listed 

in Table 5.2. 

5.2.7 Statistical analysis 

The Shapiro-Wilk test was applied to verify the normality of data 

distributions due to the small sample investigated. Parametric coupled t-

tests or non-parametric Wilcoxon tests, as appropriate, were used for 

comparing continuous variable distributions. Continuous thermodilution was 

assumed as reference measurement procedure. Correlation between 

measurement procedures was assessed using Pearson or Spearman 

coefficients, as appropriate, while agreement between measurement 

procedures with the Bland-Altman method240. The significance threshold 

was set at 0.05. All statistical analyses were performed in Matlab (The 

MathWorks Inc., Natick, MA, USA). 

5.3 Results 

5.3.1 Coronary blood flow rate estimates 

Coronary flow rate estimates and corresponding Reynolds numbers at the 

inflow section of each vessel are summarized in Table 5.3.  

 

 



Table 5.3 Flow rate and Reynolds numbers 

 Thermodilution Doppler flow 
3D contrast 

velocity 
Scaling law 

ID 
Q 

(mL/min) 
Re 

Q 

(mL/min) 
Re 

Q 

(mL/min) 
Re 

Q 

(mL/min) 
Re 

RCA1 80.05 114.30 66.85 95.46 121.35 173.28 88.96 127.03 

LAD1 88.40 160.77 47.10 85.67 86.05 156.50 47.99 87.29 

RCA2 76.54 161.61 69.91 147.62 70.42 148.69 32.82 69.30 

RCA3 46.42 101.12 32.84 71.54 71.77 156.34 29.90 65.15 

RCA4 87.10 179.48 38.99 80.35 78.25 161.25 34.91 71.94 

LAD2 54.68 138.16 21.36 53.98 45.01 113.73 20.22 51.09 

LAD3 55.47 113.17 51.49 105.05 92.59 188.89 35.81 73.05 

RCA5 37.20 62.89 40.88 69.12 124.11 209.82 57.74 97.62 

RCA6 70.05 134.78 36.83 70.86 80.41 154.70 40.83 78.55 

RCA7 45.90 96.14 31.08 65.10 78.26 163.92 33.35 69.85 

LAD4 74.67 155.10 76.77 159.45 57.01 118.42 34.12 70.86 

LAD5 59.66 114.45 60.85 116.75 111.19 213.33 41.89 80.36 

LAD6 66.34 188.23 27.85 79.01 32.24 91.49 15.31 43.43 

LAD7 98.28 211.86 73.37 158.17 57.42 123.78 30.20 65.10 

Flow rates and Reynolds numbers at the inlet section for each investigated coronary artery model. 

Continuous thermodilution-derived flow rate values Qthermo (68.20 [52.61-

81.81] mL/min) were significantly higher than QDoppler values (43.99 [32.40-

67.62] mL/min; p=0.0014) and QSL values (34.51 [30.12-43.41] mL/min; 

p=0.0023) and lower than QCV (78.25 [57.32-97.24]; p=0.2368), Figure 

5.4A. A moderate linear correlation emerged between Qthermo and QDoppler 

(r=0.54, 95% CI 0.01 to 0.83, p=0.0473), Figure 5.4B. 
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Figure 5.4. Flow rate analysis. (A) boxplot representation of the assessed cycle-average flow rate 
distributions per adopted technique. Statistically significant differences, evaluated between 
thermodilution and the other flow rate assessment techniques, are indicated with ** (p<0.01); (B) 
scatter plot of thermodilution-based vs. Doppler-based, 3D contrast velocity-based and scaling law-
based flow rate assessment. Linear regression line was reported only for Doppler-based flow rate 
due to the emerged significant linear correlation (as reported in figure). The black dotted line 
represents the identity line; (C) Bland-Altmann plots of Doppler-based, 3D contrast velocity-based 
and scaling law-based vs. thermodilution-based flow rate values. 

Results from the Bland-Altman analysis are presented in Figure 5.4C. Both 

scaling law- and Doppler-based procedures lead to an underestimation of 

the coronary blood flow measured with thermodilution (Qthermo vs. QDoppler 

bias = 18.90 mL/min; Qthermo vs. QSL bias = 28.34 mL/min), while an opposite 

trend emerged for 3D contrast velocity method (Qthermo vs. QCV bias = -11.81 

mL/min). The lowest data dispersion was found for Qthermo vs. QDoppler (SD = 

17.52 mL/min). No significant linear trend in terms of error was observed for 

QDoppler, QCV, and QSL vs. Qthermo. 

 



5.3.2 Impact of flow rate estimation on steady-state WSS 

WSS magnitude distributions with the four different inflow BCs for the 14 

coronary artery models are visually presented in Figure 5.5.  

 

Figure 5.5. WSS magnitude luminal distribution. WSS color maps obtained prescribing the 
different flow rates as inflow boundary condition in each coronary model. Left panel: RCA; right panel: 
LAD. 
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Two explanatory coronary artery models (one RCA and one LAD) reflecting 

results common to all the 14 cases are displayed in Figure 5.6, where the 

WSS magnitude distribution at the luminal surface obtained prescribing 

Qthermo is presented with the local percentage differences (absolute values) 

from it in terms of WSS magnitude, obtained when QDoppler, QCV, and QSL 

values are prescribed as inflow BC.   

 

Figure 5.6. WSS magnitude luminal distribution: explanatory cases. WSS magnitude distribution 
at the luminal surface for the reference inflow boundary condition thermodilution (left panel). 
Distribution of absolute values of WSS magnitude percentage differences of Doppler-based, 3D 
contrast velocity-based and scaling law-based vs. thermodilution-based flow rate values (right panel). 
Two explanatory cases, one LAD and one RCA, are reported. 



A significant difference in terms of luminal surface-averaged values of WSS 

magnitude emerged between simulations based on Qthermo and QDoppler as 

inflow BC (1.69 [1.23-2.30] Pa and 1.05 [0.80-1.76] Pa, respectively; 

p=0.0020) and simulations based on Qthermo and QSL (0.80 [0.70-1.40] Pa; 

p=0.0008) as inflow BC (Figure 5.7A). A significant linear correlation 

(r=0.65, 95% CI 0.18 to 0.88; p=0.0119) emerged between surface-

averaged WSS magnitude median values derived from Qthermo and QDoppler 

simulations (Figure 5.7B), in accordance with the emerged correlation 

between thermodilution and Doppler flow rate measurements (Figure 

5.4B). 

 

Figure 5.7. WSS magnitude quantitative analysis. (A) boxplot representation of luminal surface-
averaged WSS magnitude values per adopted technique. Statistically significant differences between 
obtained from thermodilution-based flow rate assessment and the three other techniques are 
indicated with ** (p<0.01) and *** (p<0.001); (B) scatter plots of thermodilution-based luminal surface-
averaged WSS magnitude values vs. Doppler-based, 3D contrast velocity-based and scaling law-
based ones. The black dotted line represents the identity line. 

As for the luminal surface areas exposed to low WSS magnitude, no 

significant differences emerged applying the different flow rate values as 

inflow BC (Figure 5.8A). Additionally, the analysis of WSS10 surface areas 

highlighted a satisfactory co-localization (Figure 5.8B) of the results from 
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Qthermo-based simulations with QDoppler-based (SI = 0.67 [0.49-0.83]), QCV-

based (SI = 0.64 [0.51-0.84]) and QSL-based (SI = 0.69 [0.39-0.79]) 

simulations. Explanatory WSS10 co-localization maps are presented in 

Figure 5.8C, where the two cases with the lowest and highest SI value are 

displayed.  

 

Figure 5.8. Low WSS magnitude surface area analysis. (A) boxplot representation of luminal 
surface percentage area exposed to low WSS per adopted technique; B) boxplot representation of 
the luminal surface area exposed to low WSS magnitude of Doppler-based, 3D contrast velocity-
based, and scaling law-based simulations co-localizing with low WSS magnitude surface area of 
thermodilution-based simulations, expressed in terms of similarity index (SI); (C) visual 
representation of the co-localization of the luminal surface areas exposed to low WSS magnitude in 
Doppler-based, 3D contrast velocity-based, and scaling law-based simulations with respect to 
thermodilution-based simulations. For each flow rate assessment technique, the two cases with 
highest and lowest SI, are presented. 



When considering surface-averaged values of normalized WSS, significant 

albeit moderate differences emerged between simulations based on Qthermo 

and QDoppler as inflow BC (1.18 [0.99 -1.81] and 1.07 [0.92-1.81], 

respectively; p=0.0101) and simulations based on Qthermo and QSL (1.04 

[0.89-1.93]; p=0.0203) as inflow BC (Figure 5.9A). Very strong linear 

correlations emerged between surface-averaged normalized WSS 

magnitude median values derived from QDoppler-based, QCV-based and QSL-

based simulations and Qthermo-based simulations (r>0.97 and p<0.0001 in 

all cases, Figure 5.9B). 

 

Figure 5.9. normWSS quantitative analysis. (A) boxplot representation of luminal surface-
averaged normalized WSS magnitude values per adopted technique. Statistically significant 
differences between obtained from thermodilution-based flow rate assessment and the three other 
techniques are indicated with * (p<0.05); (B) scatter plots of thermodilution-based luminal surface-
averaged normalized WSS magnitude values vs. Doppler-based, 3D contrast velocity-based and 

scaling law-based ones. The black dotted line represents the identity line. 

The impact of the different flow rates adopted as inflow BCs on WSS 

directionality was overall low:  the 90th percentile values of the AEWSSD 

values probability density function were equal to 0.0095, 0.0105, and 

0.0194, for QDoppler-based, QCV-based, and QSL-based simulations, 

corresponding to local misalignments of WSS vectors from the reference 

(from Qthermo-based simulations) equal to 0.5443°, 0.6016°, and 1.1116°, 

respectively (Figure 5.10A). By visual inspection of the AEWSSD luminal 
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surface distributions of two representative cases characterized by the 

absence/presence of regions of markedly different WSS misalignment, it 

was possible to observe that WSS misalignment was located close to the 

side branches, i.e., where the WSS deviation from the axial direction is more 

pronounced (model LAD6 in Figure 5.10B). 

 

Figure 5.10. WSS directionality analysis. (A) probability density function of the absolute error in 
WSS direction (AEWSSD) with an inset zooming in AEWSSD values < 90th percentile; (B) zoomed 
visualizations (red box) of the WSS normalized vector field obtained from Doppler-based, 3D contrast 
velocity-based, and scaling law-based simulations with respect to the thermodilution-based one. Two 
explanatory cases, one with low and one with high AEWSSD values, are presented. 



5.3.3 Impact of flow rate estimation on unsteady-state WSS 

As observed in steady-state WSS magnitude, a significant difference in 

terms of luminal surface-averaged values of all unsteady-state WSS-based 

descriptors emerged between simulations based on Qthermo vs. QDoppler and 

QSL as inflow BC while no statistically significant difference emerged 

between simulations based on Qthermo vs. Q3DCV. (Figure 5.11). 

 

Figure 5.11. Surface averaged WSS-based descriptors. Boxplot representation of luminal surface-
averaged unsteady-state WSS-based descriptors values per adopted technique. A) time averaged 
WSS (TAWSS); B) oscillatory shear index (OSI); C) transverse WSS (transWSS); D) TAWSS axial 
component (TAWSSax); E) TAWSS secondary component (TAWSSsc); F) topological shear variation 
index (TSVI). Statistically significant differences between obtained from thermodilution-based flow 
rate assessment and the three other techniques are indicated with * (p<0.05), ** (p<0.01), and *** 
(p<0.001). 
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Median value, IQR, and p-values for all surface averaged WSS-based 

descriptors are listed in Table 5.4. 

Table 5.4 WSS-based descriptors surface averaged values 

WSS-based descriptor Thermodilution Doppler 3D contrast velocity Scaling law 

TAWSS 

(Pa) 

Value 1.741[1.272-2.415] 1.062[0.813-1.778] 1.794[1.517-2.941] 0.803[0.714-1.421] 

p-value  0.0023 0.3575 0.0009 

OSI 
Value 0.008[0.002-0.013] 0.004[0.001-0.009] 0.007[0.002-0.011] 0.002[0.001-0.005] 

p-value  0.0353 >0.99 0.0107 

transWSS 

(Pa) 

Value 0.064[0.048-0.087] 0.030[0.026-0.060] 0.064[0.059-0.130] 0.028[0.018-0.041] 

p-value  0.0017 0.3910 0.0009 

TAWSSax 

(Pa) 

Value 1.670[1.224-2.290] 1.033[0.793-1.741] 1.699[1.472-2.812] 0.7857[0.699-1.362] 

p-value  0.0023 0.3575 0.0009 

TAWSSsc 

(Pa) 

Value 0.328[0.232-0.450] 0.151[0.103-0.314] 0.410[0.230-0.610] 0.116[0.082-0.196] 

p-value  0.0023 0.3910 0.0009 

TSVI 

(m-1) 

Value 99.33[49.99-125.70] 79.96[57.96-112.20] 109.5[57.96-135.60] 52.50[34.63-105.30] 

p-value  0.0203 0.6257 0.0067 

Surface averaged values and p-values for WSS-based descriptors. Time averaged WSS (TAWSS); 

oscillatory shear index (OSI); transverse WSS (transWSS); TAWSS axial component (TAWSSax); 

TAWSS secondary component (TAWSSsc); topological shear variation index (TSVI).  

As reported in Figure 5.12, a statistically significant correlation emerged 

between surface-averaged TAWSS (r=0.65, p=0.0136) and TAWSSax 

(r=0.67, p=0.0113) values derived from Qthermo and QDoppler simulations 

accordingly to steady-state derived WSS magnitude. Interestingly a strong 

correlation was observed for OSI (r=0.86, p=0.0002) and TSVI (r=0.80, 

p=0.0005) derived from Qthermo and QDoppler, while a moderate correlation 

was observed also between Qthermo and Q3DCV (r=0.60, p=0.0274 and 

r=0.72, p=0.0036 for OSI and TSVI, respectively). No statistically significant 

were observed for transWSS and TAWSSsc. It is worth to notice that none 

of WSS-based descriptors obtained prescribing QSL as inflow BC resulted 

statistically significantly correlated with those obtained prescribing Qthermo. 



 

Figure 5.12. WSS-based descriptors correlation analysis. Scatter plots of thermodilution-based 
luminal surface-averaged WSS-based descriptors values vs. Doppler-based, 3D contrast velocity-
based and scaling law-based ones. A) time averaged WSS (TAWSS); B) oscillatory shear index 
(OSI); C) transverse WSS (transWSS); D) TAWSS axial component (TAWSSax); E) TAWSS 
secondary component (TAWSSsc); F) topological shear variation index (TSVI). The black dotted line 
represents the identity line. 

As for SA, no significant differences emerged applying the different flow rate 

values as inflow BC for all WSS-based descriptors (Figure 5.13).  

 

Figure 5.13. SA for all WSS-based descriptors. Boxplot representation of luminal surface 
percentage area exposed to disturbed flow per adopted technique. A) time averaged WSS (TAWSS); 
B) oscillatory shear index (OSI); C) transverse WSS (transWSS); D) TAWSS axial component 
(TAWSSax); E) TAWSS secondary component (TAWSSsc); F) topological shear variation index 
(TSVI). 
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Additionally, the analysis of SA highlighted a satisfactory co-localization 

(Figure 5.14) of the results from Qthermo-based simulations with QDoppler-

based ones for TAWSS (SI = 0.67 [0.50-0.77]), OSI (SI = 0.76 [0.51-0.87]), 

TAWSSax (SI = 0.75 [0.55-0.83]), and TSVI (SI = 0.80 [0.62-0.85]), while 

was only modest for transWSS (SI = 0.55 [0.21-0.68]), and TAWSSsc (SI = 

0.56 [0.44-0.67]). Regarding the comparison of SA obtained from Qthermo-

based simulations with QCV-based ones a good co-localization was 

observed for TAWSS (SI = 0.62 [0.51-0.83]), OSI (SI = 0.75 [0.60-0.95]), 

TAWSSax (SI = 0.75 [0.62-0.89]), and TSVI (SI = 0.74 [0.62-0.84]), while 

also in this case was only modest for transWSS (SI = 0.45 [0.22-0.56]), and 

TAWSSsc (SI = 0.59 [0.45-0.73]). Finally, comparing SA obtained from 

Qthermo-based simulations with QSL-based ones a good co-localization was 

observed for TAWSS (SI = 0.67 [0.42-0.79]) and TAWSSax (SI = 0.75 [0.45-

0.83, while was only modest for OSI (SI = 0.60 [0.28-0.80]), transWSS (SI 

= 0.46 [0.10-0.72]), TAWSSsc (SI = 0.47 [0.39-0.66]), and TSVI (SI = 0.58 

[0.46-0.73]). 

 

 

Figure 5.14. Similarity index for all WSS-based descriptors. Boxplot representation of the surface 
exposed to disturbed flow (SA) of Doppler-based, 3D contrast velocity-based, and scaling law-based 
simulations co-localizing with low WSS magnitude surface area of thermodilution-based simulations, 
expressed in terms of similarity index (SI). 

The correlation between steady-state WSS magnitude profiles and TAWSS 

profiles from unsteady state simulations (Figure 5.15) was very strong 

(r≥0.998; p<0.0001), proving that here analysed steady-state WSS 

magnitude values are representative of the cycle-average WSS magnitude.  



 

Figure 5.15. Steady-state WSS magnitude vs. unsteady-state TAWSS. Scatter plots of steady-
state WSS magnitude vs. time averaged WSS (TAWSS) for each inflow boundary condition. r and p 
are the correlation coefficient and the p-value of the linear regression. The probability density 
functions of steady-state WSS magnitude and TAWSS are reported on the top and right axes, 
respectively. 

5.3.4 Impact of flow rate estimation on unsteady-state WSS 

Intravascular flow visualization using LNH isosurfaces highlighted the 

establishment of distinguishable counter-rotating helical blood flow patterns 

in the coronary models (Figure 5.16). In all cases, helical flow is 

topologically similar, independent of the flow rate estimate applied as inflow 

BC.  
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Figure 5.16. LNH isosurfaces visualization. Visualization of intravascular local normalized helicity 
(LNH) isosurfaces obtained prescribing the different flow rates as inflow boundary condition in each 
coronary model. Right-handed helical structures are associated with positive LNH values (red colour), 
and left-handed helical structures are associated with negative LNH values (blue colour). Left panel: 
RCA; right panel: LAD. 



The impact of the different flow rate estimates prescribed as inflow BC on 

coronary helical flow features is quantified in Figure 5.17A and Figure 

5.17B for steady-state and unsteady-state helicity-based descriptors, 

respectively.  

 

Figure 5.17. Helicity-based descriptors. (A) boxplot representation of steady-state helicity-based 
descriptors distributions per adopted technique. (B) boxplot representation of unsteady-state helicity-
based descriptors distributions per adopted technique. Statistically significant differences, evaluated 
between thermodilution and the other flow rate assessment techniques, are indicated with * (p<0.05), 
** (p<0.01) and *** (p<0.001). 

Helicity production intensity was sensitive to the inlet flow rate. Overall, QCV-

based simulations presented the highest h2 values as well as the largest 

range of variation (h2
steady = 7.48 [3.56-15.89] m/s2 and h2

unsteady = 8.71 

[4.29-17.29] m/s2), although the differences with respect to the Qthermo-

based simulations were not significant (h2
steady = 5.87 [3.23-8.66] m/s2 and 

h2
unsteady = 6.71 [3.86-10.46] m/s2). Conversely, significant differences with 

respect to the Qthermo-based simulations emerged for the QDoppler-based 

(h2
steady = 1.71 [0.88-5.72] m/s2, p=0.0023 and h2

unsteady = 2.25 [1.09-6.53] 

m/s2, p=0.0023) and QSL-based simulations (h2
steady = 1.09 [0.62-3.00] m/s2, 
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p=0.0012 and h2

unsteady = 1.35 [0.80-3.44] m/s2, p=0.0009). Differences from 

Qthermo-based simulations emerged also in terms bi-helical flow patterns 

balance, expressed in terms of h3 and h4 for both steady-state and 

unsteady-state simulations. In particular, a significant but weak difference 

was found between the simulations based on QCV and Qthermo in terms of 

h3
steady

 (0.03 [-0.06-0.13] vs. -0.02 [-0.08-0.11], respectively; p=0.0273) and 

h3
unsteady

 (0.02 [-0.05-0.14] vs. -0.01 [-0.08-0.12], respectively; p=0.0338). A 

significant difference emerged also between the simulations based on QSL 

and Qthermo in terms of h4
steady (0.06 [0.04-0.09] and 0.09 [0.06-0.14], 

respectively; p=0.0183) and h4
usnteady (0.06 [0.03-0.10] and 0.10 [0.05-0.15], 

respectively; p=0.0158). However, such differences in helical flow 

topological organization can be considered negligible, with h3 and h4 tending 

to be a simple affair round the zero value, the latter indicating perfect 

balance of counter-rotating helical flow patterns. As far as the whole helicity 

production (h1
steady and h1

unsteady) no significant differences from Qthermo-

based simulations emerged (Figure 5.17).  

Results of the correlation analysis for the steady-state and unsteady-state 

helicity-based descriptors are presented in Figure 5.18A and Figure 5.18B, 

respectively. Descriptor h1
steady from QCV-based and QSL-based simulations 

was correlated (even if not very strongly) with the same descriptor obtained 

from Qthermo-based simulations (r=0.60, p=0.0235 and r=0.55, p=0.0438, 

respectively). Higher correlations were observed for h1
unsteady from QDoppler-

based and QCV-based simulations with the same descriptor obtained from 

Qthermo-based simulations (r=0.76, p=0.0024 and r=0.75, p=0.0027, 

respectively). Regarding h2, a significant linear correlation between Qthermo-

based and QDoppler-based simulations (r=0.53, p=0.0496 and r=0.57, 

p=0.0346 for h2
steady and h2

unsteady, respectively) emerged. Descriptor h3 from 

QDoppler-based, QCV-based and QSL-based simulations were strongly 

correlated with the same descriptors obtained from Qthermo-based 

simulations (r>0.88 and r>0.91, for h3
steady and h3

unsteady, respectively, with 

p<0.0001 in all cases). Similar considerations, even if with weaker 

correlations can be made for h4
steady and h4

unsteady, confirming that different 

flow rate estimates applied as inflow BCs have a more marked impact on 

helicity intensity rather than on helical flow topological features. 



 

Figure 5.18. Helicity-based descriptors correlations. (A) scatter plots of steady-state helicity-
based descriptors from thermodilution-based vs. Doppler-based, 3D contrast velocity-based and 
scaling law-based flow rate assessment; (B) scatter plots of unsteady-state helicity-based descriptors 
from thermodilution-based vs. Doppler-based, 3D contrast velocity-based and scaling law-based flow 
rate assessment. r and p are the correlation coefficient and the p-value of the linear regression, and 
the black dotted line represents the identity line. 

In addition to the same statistically significant differences and correlations 

observed from steady-state and unsteady-state helicity-based descriptors 

the correlation between steady- and unsteady-state helicity-based 

descriptors (Figure 5.19) was very strong (r≥0.952; p<0.0001), proving that 

steady-state helicity-based descriptors capture the main features of cycle-

averaged helical flow patterns. 
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Figure 5.19. Steady-state and unsteady-state helicity-based descriptors correlation. Scatter 
plots of steady-state vs. unsteady-state helicity-based descriptors for each inflow boundary condition. 
r and p are the correlation coefficient and the p-value of the linear regression. The black dotted line 
represents the identity line. 

 

 



5.4 Discussion 

The present study performed a comparative analysis among four different 

techniques for the in vivo assessment of coronary blood flow rate, namely 

continuous thermodilution, intravascular Doppler flow, 3D contrast velocity 

and anatomy-based scaling law. The analysis was carried out in terms of 

assessed blood flow rate values, and angiography-based CFD simulations 

of the coronary hemodynamics with inflow BCs derived from the four 

different techniques.  

The main findings of the present study can be summarised as follows:  

1. coronary flow rate value may vary across in vivo measurement 

techniques, given that the clinically available techniques are based on 

different theories as well as practical approaches. 

2. Differences in measured blood flow rates reflect into uncertainty on the 

prescribed inflow BCs for angiography-based CFD simulations, which in 

turn can impact both local WSS distribution and intravascular flow 

patterns, such as intracoronary helical flow, especially on descriptors 

based on WSS and velocity magnitude, such as steady-state WSS 

magnitude, TAWSS, TAWSSax, TAWSSsc, transWSS, and h2.  

3. WSS directionality and WSS-based descriptors based on it, rather than 

on WSS magnitude, such as OSI and TSVI, are less affected from inflow 

BC. 

4. Surface exposed to disturbed flow is a more robust descriptor with 

respect to surface averaged values. 

The rationale of this work lies in the evaluation of the endothelial shear 

stress based on the integration of patient data and CFD simulations. In the 

context of coronary atherosclerosis, endothelial shear stress promises to 

have a remarkable translational clinical impact, by virtue of its ability to 

identify e.g. coronary segments with endothelial dysfunction64, intermediate 

coronary lesion prone to rupture65,89, and site of subsequent myocardial 

infarction221. To pursue the goal of using CFD models of coronary arteries 

to inform (and possibly enable) prognosis and preemptive treatment 

strategies, the available clinical information should be leveraged to 
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determine the conditions to be prescribed at the inflow boundaries, which 

represent a major source of uncertainty. 

The here investigated clinically implementable approaches for flow rate 

assessment in coronary arteries are characterized by different levels of 

invasiveness, uncertainty, and costs. Among them, only continuous 

thermodilution provides a direct measurement of blood flow rate, 

independent of the 3D reconstruction of the vessel. Moreover, previous 

studies reported continuous thermodilution being less sensitive to loading 

conditions, wire position, and accounting for a lower interoperator variability 

with respect to e.g. Doppler flow measurements, which remain difficult to 

perform231,241,242. These considerations motivated the adoption of 

continuous thermodilution as reference technique in the present analysis. 

Differently from the latter, the estimation of the blood flow rate values by the 

other three techniques might be affected also by the uncertainties related to 

the geometric reconstruction. As evident from equations 5.2, 5.3 and 5.4, all 

analysed techniques with the exception of continuous thermodilution require 

the estimation of the cross-sectional lumen area or the hydraulic diameter 

to obtain the blood flow rate value, with an associated budget of uncertainty 

ascribable to: 

1. the quality of images recorded within the routine clinical framework. 

2. The reconstruction methods (e.g. using two angiographic views)243. 

3. The location where the cross section is considered, as local variations 

may be present due to tapering and geometric complexity.  

Moreover, the conversion of the Doppler velocity measurement to flow rate 

values necessarily requires an assumption on the velocity profile (e.g., 

parabolic) that may affect the reliability of the estimated flow rate 

value227,244. The 3D contrast velocity method and the anatomy-based 

scaling law represent the two most clinically convenient techniques since 

they make use of angiography alone. However, for the former the sensitivity 

of the estimated flow rate value to the angiographic images acquisition 

frame rate (i.e., parameter f in equation 5.3) might be remarkable. For the 

latter, the flow rate estimation depends on the local hydraulic diameter 

solely. Moreover, a previous comparison with intravascular Doppler 



ultrasound measurements245 underlined how the application of the scaling 

law, represented by equation 5.4, leads to a general underestimation of both 

flow rate and WSS values, as also observed in the present study (Figures 

5.4 and 5.7). Since equation 5.4 was derived from Doppler velocity 

measurements in angiographically normal bifurcations of patients 

presenting with coronary artery disease, it may not properly account for the 

influence of the resistance of the distal vascular bed, with a possible impact 

on the observed relationship between geometry and flow rate70. 

The here observed significant correlation between Qthermo and QDoppler 

(Figure 5.4C) is consistent with recent studies on animals and humans 

reporting a satisfactory agreement between Doppler flow-based and 

thermodilution-based measurements of blood flow231 or coronary flow 

reserve (CFR)246,247, defined as the ratio of coronary flow in hyperemic 

conditions to resting coronary flow. Conversely, contradictory findings have 

been reported when comparing TIMI frame count-based and Doppler flow-

based CFR248,249. 

Not unexpectedly, on one hand the differences here observed in the flow 

rate assessment are reflected on the WSS magnitude and unsteady-state 

WSS-based descriptors which account for it in their formulation (TAWSS, 

transWSS, TAWSSax, and TAWSSsc) profiles (Figures 5.4, 5.7, 5.11, and 

5.12), in agreement with previous studies245,250. The significance of these 

differences decreased when considering normalized WSS values and 

unsteady state WSS-based descriptors not accounting for WSS magnitude 

(OSI and TSVI), while a very strong linear correlation with respect to the 

Qthermo-based simulation emerged for all cases (Figure 5.9B, 5.11, and 

5.12). This expands the previously reported lower sensitivity of normalized 

WSS with respect to absolute WSS values when comparing inflow BCs 

based on intravascular Doppler measurements vs. the anatomy-based 

scaling law adopted here226. This would seem to suggest that the use of 

normalized WSS would help increase standardization, although the 

biological and clinical implications of absolute vs. normalized WSS need to 

be elucidated, while the physiopathological role of the TSVI is emerging in 

different vascular regions36,37,66,67. On the other hand, the surface area 

exposed to low WSS magnitude values and, in general to disturbed flow, is 
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less sensitive to the flow rate prescribed at the inlet section, as no significant 

differences in WSS10 and SA emerged among simulation with different 

inflow BCs (Figure 5.8 and Figure 5.13). Recent evidence demonstrated 

that the adoption of a study-specific threshold to define low WSS, as done 

here, may not compromise the predictive power of WSS for coronary plaque 

progression251. In this sense, the robustness of the surface area exposed to 

low WSS and disturbed flow could allow to reliably stratify subjects at risk 

of developing coronary atherosclerosis even when intravascular flow 

measurements are not available, such as in retrospective studies.  

Regarding the impact of blood flow rate on coronary helical flow features 

with a recognized atheroprotective role24,72, for both steady-state and 

unsteady-state helicity-based descriptors, the impact of the prescribed 

inflow BC is more relevant for the helicity intensity, quantified by h2. In detail, 

the results obtained from the statistical analysis of h2 for the four analysed 

inflow BCs match what observed for the absolute flow rate and WSS 

magnitude. This can be explained by the established correlation between 

helicity intensity and WSS magnitude in coronary arteries72, and the 

dependence by construction of h2 on the velocity magnitude (Table 5.2). 

Conversely, helical flow topology (Figure 5.16) appeared to be limitedly 

affected by the prescribed flow rate value applied as inflow BC, suggesting 

that coronary geometry is a more important determinant of helical flow 

topology than the inflow BC. 

Finally, the strong correlation between steady-state WSS-magnitude 

profiles and TAWSS (Figure 5.15) or helicity-based descriptors (Figure 

5.19) from unsteady state simulations proves that the findings on steady-

state WSS magnitude are representative of the cycle-average quantities 

characterizing unsteady-state simulations. 

Several limitations could weaken the findings of this study. The volume of 

saline infused for the continuous thermodilution measurements might 

influence the flow rate values. However, a previous study indicated that the 

infusion rate adopted here did not affect flow velocity232. In this study, the 

flow rate values at the inflow section were imposed as a Dirichlet boundary 

condition in terms of a parabolic velocity profile. We reasonably expect a 



limited effect of the inflow velocity profile on the simulated hemodynamics 

based on our previous findings demonstrating that the influence of the inlet 

velocity profile shape in LADs vanishes after a length equal to few inlet 

cross-section diameters148. The adopted outflow boundary conditions based 

on a prescribed flow split at each coronary bifurcation according to a 

diameter-based scaling law might influence the simulated hemodynamics. 

However, at this stage of the investigation, the lack of measured patient-

specific flow split does not entail the generality of the results.  

5.5 Conclusions 

In this study, different clinically applicable techniques for flow rate 

measurements in coronary arteries were compared and their impact on the 

results obtained when blood flow rate measurements are used to derive 

personalized inflow BCs in computational hemodynamics models was 

evaluated. Our findings indicate that the flow rate values provided by the 

different measurement techniques may reflect into different WSS profiles as 

well as helical blood flow intensity. However, such differences are not 

significant in terms of luminal surface area exposed to low WSS magnitude 

as well as in terms of helical flow topological features. Given the obtained 

results and the fact that it is uncommon to have patient-specific measured 

flow rates in the clinical practice, we refrain from a general recommendation 

for one coronary flow measurement technique, highlighting the uncertainty 

associated with assumptions related to inflow BCs. This suggests that 

particular attention should be given in analysing results obtained from 

patient-specific CFD simulations in coronary arteries and that a 

standardization would be desirable to provide comparable results among 

different studies, while waiting for the improvement and wider dissemination 

of non-invasive and precise flow rate measurement252. 
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6.1 Introduction 

Invasive functional assessment of coronary artery disease (CAD) has been 

regarded as the standard of reference for decision making about 

revascularization in patients with chronic coronary syndromes. Guidelines 

advocate evaluating the reduction in coronary flow using pressure-derived 

indices to decide upon the need for revascularization117,118. Intracoronary 

pressure measurements are typically performed in the distal segment of the 

coronary artery reflecting cumulative pressure losses along the epicardial 

vessel253. Focal narrowing can be entirely responsible for the pressure 

drops; nonetheless, diffuse functional deterioration can be also observed 

outside angiographic stenotic regions contributing to the total decrease in 

coronary perfusion pressure254. 

Coronary angiography remains to date the most utilized method to guide 

stent implantation. The length of the lesion can be quantified by quantitative 

coronary angiography (QCA), or alternatively, and more precisely, using 

intravascular imaging. Both approaches aim to guide stent length selection 

to restore epicardial conductance and improve myocardial perfusion. In 

almost a third of patients, however, after an angiographically successful 

PCI, epicardial conductance remains suboptimal255. Patients with persistent 

low FFR after percutaneous revascularization appear to be at an increased 

risk of adverse events255. 

A pullback maneuver during intracoronary pressure measurements 

identifies the presence, location, magnitude and extent of pressure drops254. 

Two factors, namely the magnitude of FFR drops and extension of 

functional CAD, are predictive of improvement in epicardial conductance 

after percutaneous revascularization254. Thus, quantifying the extent of 

functional CAD may have prognostic capability for post-PCI FFR.  

Our aim was to quantify the mismatch in the extent of CAD between 

morphological and functional evaluations and to assess the impact of the 

morphological and functional mismatch on FFR after PCI. 
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6.2 Methods 

6.2.1 Study design 

This is a multicenter, prospective registry of patients undergoing clinically 

indicated coronary angiography in whom motorized FFR pullback 

evaluations were performed before PCI. Patients presenting with acute 

coronary syndromes, previous coronary artery bypass grafting, significant 

valvular disease, severe obstructive pulmonary disease or bronchial 

asthma, coronary ostial lesions, severe tortuosity, or severe calcification 

were excluded. Patients with adequate pressure tracings and pullback 

curves were included in this analysis. The study was approved by the Ethics 

Committee at each participating center. The study population is a 

combination of two prospective studies NCT03824600 and NCT03782688. 

6.2.2 Coronary angiographic analysis 

Angiographies were performed using a dedicated acquisition protocol. Two 

angiographic projections separated at least 30 degrees were obtained for 

each target lesion after the administration of intracoronary nitrates (Figure 

6.1A). Angiograms were evaluated blinded to physiological and clinical data 

and were analyzed using three-dimensional quantitative coronary 

angiography (QCA) (QAngio XA, Medis Medical Imaging, Netherlands). 

Minimal lumen diameter (MLD), reference vessel diameter (RVD), and 

percentage diameter stenosis (%DS) were calculated. Acute gain was 

defined as the difference between post and pre-PCI MLD. Manual correction 

of anatomical lesion length was not allowed. Serial lesions were defined as 

the presence of at least two >50% visual diameter stenosis lesions within 

the same vessel, at a distance of at least three times the reference vessel 

diameter256. QCA-derived anatomical lesion length expressed in millimeters 

was calculated using the 3D QCA software and defined as the length where 

the reference diameter line intersects the diameter function line (Figure 

6.1B). 



 

Figure 6.1. Workflow of the study. Definition of QCA-derived anatomical lesion length, functional 
lesion length and functional-anatomical mismatch (FAMQCA). A): The QCA-derived anatomical lesion 
length was obtained starting from two angiographic projections for each target lesion. B): 3D 
quantitative coronary angiography algorithm was used to obtain the QCA-derived anatomical lesion 
length as the distance where the reference diameter line intersects with the curve describing the local 
vessel diameter value. C): The functional lesion length was obtained from analysis of the FFR 
pullback curve after smoothing and piece-wise linearization as the sum of the segments characterized 
by FFR deterioration. D): The FAMQCA is defined as the difference between the QCA-derived 
anatomical lesion length minus the functional lesion length. 
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6.2.3 Optical Coherence Tomography 

Examinations were performed using the OPTIS™ OCT systems (Abbott 

Vascular). OCT pullbacks at 36mm/s were acquired before pre-dilation if 

feasible. Stent diameter selection was based on the distal reference mean 

external elastic lamina (EEL)-based diameters rounded down to the nearest 

available stent size (usually in 0.25 mm increments) to determine stent 

diameter. If the EEL could not be adequately visualized, the stent diameter 

is chosen using the mean lumen diameter at the distal reference rounded 

up to the next stent size. Optimization of the device was performed based 

on OCT at operator discretion. OCT-derived anatomical lesion length 

expressed in millimeters was defined as the distance between the proximal 

and distal reference segments using the OCT automated lumen detection 

feature257.  

6.2.4 Intracoronary pressure measurement and FFR 
pullback curve analysis 

Fractional flow reserve (FFR) measurements were performed with the 

PressureWire X (Abbott Vascular, Chicago, Il, USA) that was connected to 

a motorized pullback device at a speed of 1 mm/s (R 100, Philips Volcano, 

San Diego, Ca, USA). Pressure pullback measurements were acquired at a 

sampling frequency of 100 Hz. A continuous intravenous adenosine infusion 

was given at a dose of 140 μg/kg/min via a peripheral or central vein to 

obtain steady-state hyperemia for at least 2 min253. The position of the 

pressure sensor was recorded with a contrast injection to identify the 

pullback initial position for co-registration purposes. In cases undergoing 

PCI, FFR measurements were repeated at the same anatomical location. 

FFR gain was defined as FFR post-PCI minus FFR pre-PCI. If FFR drift 

(>0.03) was observed, the FFR pullback was repeated.  

The FFR curve along the vessel axis was reconstructed by applying a 

moving average filter with a window size of 10 s, followed by an infinite 

impulse response low pass elliptic filter (0.1 Hz cutoff frequency) for 

smoothing (Figure 6.1C). An automatic algorithm was developed for 

functional length quantification from FFR curves. The first step of the 

algorithm consisted in the piece-wise linearization of each FFR curve 



(Figure 6.1C) by applying an automated change-points detection algorithm 

based on a penalized parametric global method. The implemented 

approach leads to a piece-wise linearization of FFR pullback curves based 

on a change points detection problem, where a change point is defined as 

a sample of the acquired FFR pullback curve at which an attribute of the 

curve suddenly changes.  

Technically, a parametric global method already proposed elsewhere258 

was implemented here in MATLAB environment (MathWorks, Natick, MA, 

US) for FFR pullback change points identification. The steps of the 

implemented algorithm leading to a single change point detection are the 

following: 

1. the FFR pullback curve is divided into two segments. 

2. On each segment, the empirical estimation of the statistical property of 

interest is computed. 

3. On each point of each segment the deviation from the empirical 

estimation is computed. 

4. The total residual error is obtained by summation of deviations of 

segments points. 

5. The location of the change point is identified iteratively minimizing the 

cost function represented by the total residual error. 

The problem expressed by points 1-5 can be translated into an algorithm as 

explained in the followings. Given a generic FFR pullback curve, FFR = 

(FFR1, FFR2, …, FFRN), where FFRi is the FFR value at i-th sample of the 

curve and N the total number of samples, the problem consists in finding 

the k-th sample minimizing the cost function: 

J(k) =  ∑ ∆(FFRi; χ([FFR1 … FFRk−1]))k−1
i=1 + ∑ ∆(FFRi; χ([FFRk … FFRN]))N

i=k  (6.1) 

where χ is the empirical estimation of the statistical property of interest and 

∆ is the deviation measure. Since we are interested in highlighting changes 

in average value and slope along the FFR pullback curve, here a linear 

function was adopted as statistical property of interest. This is like to say 

that for a generic interval between points m and n along the FFR pullback 
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curve (Figure 6.2), the terms at the right-hand side of equation 6.1 can be 

expressed as: 

∑ ∆(FFRi; χ([FFRm … FFRn]))  =n
i=m  (n − m + 1)var([FFRm … FFRn]) −

(∑ (FFRi;μ([FFRm…FFRn]))(i−μ([FFRm FFRm+1…FFRn]))n
i=m )

2

(n−m+1)var([FFRm FFRm+1…FFRn])
   (6.2) 

 

Figure 6.2. FFR pullback curve. Explanatory case of FFR pullback curve with the generic points (m, 
FFRm), (i, FFRi) and (n, FFRn). 

A generic FFR pullback curve might have several change points, the 

number of change points being unknown a priori. Since adding change 

points decreases the residual error, the overfitting of the FFR curve is 

avoided by adding a penalty term which is a linear function of the number 

of change points to the cost function, which can be expressed as259: 

J(C) =  ∑ ∑ ∆ (xi; χ([FFRkr
… FFRkr+1−1])) + βC

kr+1−1
i=kr

C
r=0   (6.3) 

where kr and kc are the first and the last sample of the FFR pullback curve, 

respectively, C is the number of change points, and β is the fixed penalty 

term (set equal to 0.1 in this study). The minimization of the cost function 

was obtained implementing an algorithm based on dynamic programming 

with early abandonment258. 

Once the piece-wise linearization of FFR pullback curve has been carried 

out, each linearized segment of the curve was then characterized by two 

quantities (Figure 6.3): the FFR drop, defined as the difference between the 

FFR values at the distal and at the proximal point of the segment and the 



segment length, defined as the distance along the vessel axis between the 

distal point of the segment and the proximal point of the segment. On each 

segment a third quantity, the segment slope, was defined as the ratio 

between FFR drop and segment length.  

 

 

Figure 6.3. linearized FFR pullback curve. Explanatory case of piece-wise linearized FFR pullback 
curve with a graphical explanation of FFR drop and segment length. 

The second step of the algorithm consisted in the automatic classification 

of the linearized FFR curve segments as healthy segments (i.e., without 

FFR deterioration), focal or diffuse disease segments (Figure 6.1C), based 

on their length and the associated FFR drop.  

Two cohorts were defined to develop and validate the part of the algorithm 

performing automatic FFR segments classification. The derivation cohort 

consisted of patients with CAD defined as distal FFR<0.90. For this cohort, 

only baseline (i.e., pre-PCI) FFR pullbacks were included. These were 

selected in a consecutive fashion from all patients included in the registry. 

The validation cohort included subsequent patients with CAD defined as a 

distal FFR ≤0.80 who underwent OCT-guided PCI and FFR measurement 

after stent implantation.  

Two independent observers (observer 1 and observer 2) adjudicated by 

visual inspection each segment of the piece-wise linearized of FFR pullback 

curve as belonging to one of five segment phenotypes:  
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1. healthy segment. 

2. Focal disease segment 

3. Diffuse disease segment.  

4. Pressure recovery segment. 

5. Artifact. 

The visual adjudication of the derivation cohort (81 patients, 216 segments) 

was used to develop the automatic classifier, based on a two-variables 

logistic regression. The two independent variables considered for the 

logistic regression were the length of the linearized segment and the 

associated FFR drop. Technically, the logistic regression model was built 

on segments which obtained the same adjudication from the two observers 

(216 segments), while segments manually classified as artefacts were not 

considered. Two independent variables were considered in the logistic 

regression model to discriminate the segments: FFR drop and segment 

length.  

Since the logistic regression provides a binary separation, a two-steps 

approach was implemented for the piece-wise linearized FFR pullback 

curve segments automatic adjudication: 

1. separation between healthy and all (grouping focal and diffuse) diseased 

segments. 

2. separation between focal and diffuse diseased segments. 

In the healthy segment phenotype, pressure recovery segments were 

identified as the ones meeting all the following criteria: they have a positive 

FFR drop, they are contiguous to a diseased segment, and they are shorter 

than 20 mm. 

The performance of the automatic adjudication was evaluated by 

comparison with the manual adjudication by the two observers on piece-

wise linearized FFR pullback curves belonging to the validation cohort (50 

patients, 179 segments).  

Functional length of CAD, expressed in millimeters, was defined as the 

length of the pressure pull-back curve with FFR deterioration. To calculate 



functional length, an automatic piece-wise linearization and classification of 

the FFR curve segments was developed. In detail, the functional length of 

disease for each coronary artery was obtained as the summation of the 

length of all linearized FFR curve segments classified as diseased by the 

algorithm. In the presence of serial or multiple lesions (i.e., functionally 

diseased segments separated by functionally healthy segments), the 

functional length was considered as the sum of all (i.e., contiguous, and 

non-contiguous) diseased segments.  

6.2.4 Functional-anatomical mismatch (FAM) 

The difference between the anatomical and the functional length of CAD 

was defined as Functional Anatomical Mismatch (FAM) (Figure 6.1D). This 

quantity allows identifying two lesion endotypes:  

1. functional disease circumscribed within the anatomical defined lesion 

(i.e., FAM>0). 

2. Functional disease extending beyond the anatomical defined lesion 

(FAM<0).  

A positive FAM represents focal CAD where the functional length of disease 

is restricted to the lesion length, whereas a negative FAM value points to 

the presence of functional disease outside the anatomical lesion. 

As the anatomical length of CAD can be derived from QCA or OCT, two 

FAM values were calculated, namely FAMQCA and FAMOCT (Figure 6.4). In 

addition, the proportion of pressure loss contained within the anatomical 

lesion defined the FFR drop attributable to the QCA or OCT-derived 

anatomical lesion relative to the FFR drop of the entire vessel (i.e., FFR 

drop within QCA or OCT lesion, respectively). 
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Figure 6.4. Angiography-derived vs. OCT-derived FAM. FAM Definition of QCA-derived 
anatomical length, OCT-derived anatomical length, FAMQCA, and FAMOCT. An example of vessel with 
functional diffuse disease is considered. FAMQCA is defined as the difference between QCA-derived 
anatomical length (panel A) and functional length (panel B) while FAMOCT is defined as the difference 
between OCT-derived anatomical length (panel C) and functional length (panel B). The anatomical 
lesion derived from QCA or OCT is represented on the 3D geometric vessel reconstruction and color-
coded using FAMQCA or FAMOCT (panels D and E, respectively). In both cases, functional lesion length 
is longer than anatomical lesion length (i.e., negative FAM). 

6.2.5 Procedure guidance and results 

PCI was performed following standard of care guided by FFR and OCT, 

both executed before and after stent implantation. Intraprocedural PCI 

guidance or stent optimizations based on either physiology or imaging were 

left at operator’s discretion. New generation DES were used in all cases. To 



quantify the impact of PCI, the relative functional gain was defined as post 

PCI FFR minus pre-PCI FFR divided by 1 – pre-PCI FFR. 

6.2.6 Statistical analysis 

Continuous data are presented as mean (±SD) or median [25th – 75th 

percentiles]. Categorical data are presented as counts and proportions (%). 

Differences were evaluated using the univariate Mann–Whitney non-

parametric U test. Spearman’s correlation coefficients were calculated to 

assess the relationship between FAM and post-PCI FFR. Agreement 

between observers was assessed by the intraclass correlation coefficient 

(ICC). The optimal cutoff values of FAM to predict relative functional gain 

were calculated using receiver operating characteristic (ROC) curves. The 

discriminant ability of FAM value to predict optimal post-PCI physiologic 

results was evaluated with area under curve (AUC). Optimal relative 

functional gain was defined as an increase in epicardial conductance 

greater than 50%. 

6.3 Results 

Clinical characteristics of patients are shown in Table 6.1. Overall, 117 

patients (131 vessels) were included: 71 patients (81 vessels) in the 

derivation cohort and 48 patients (50 vessels) in the validation cohorts. 

Table 6.1 Baseline clinical characteristics of the study population 

 All 
Derivation 

Cohort 
Validation 

Cohort 

Patients, n 117 69* 48 

Vessels, n 131 81 50 

Age, mean ± SD 66.9 ± 9.84 68.2 ± 9.6 64.7 ± 9.9 

Sex, male, n (%) 86 (73.5) 52 (73.2) 36 (75.0) 

BMI, kg/m2, mean ± SD 26.8 ± 3.53 26.7 ± 3.52 26.8 ± 3.32 

Hyperlipidemia, n (%) 94 (80.3) 57 (80.3) 38 (79.2) 

Hypertension, n (%) 63 (53.8) 36 (50.7) 29 (60.4) 

Diabetes Mellitus, n (%) 26 (22.2) 17 (23.9) 9 (18.8) 

Current smoking, n (%) 20 (17.1) 12 (16.9) 9 (18.8) 

Family history, n (%) 17 (14.5) 10 (14.1) 8 (16.7) 

Previous stroke, n (%) 3 (2.6) 3 (4.2) 0 (0) 

Prior PCI, n (%) 32 (27.4) 28 (39.4) 4 (8.3) 
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LVEF, %, mean ± SD 58.0 ± 8.06 58.1 ± 9.28 58.0 ± 5.57 

Creatinine, mg/dl, mean ± SD 0.98 ± 0.22 0.99 ± 0.24 0.96 ± 0.18 

Symptomatic, n (%) 91 (77.8) 50 (70.4) 43 (89.6) 

Angina Class, CCS, n (%)    

1 26 (28.6) 15 (30.0) 11 (25.6) 

2 61 (67.0) 32 (64.0) 31 (72.1) 

3 4 (4.4) 3 (6.0) 1 (2.3) 

4 0 (0) 0 (0) 0 (0) 

* In two patients, two vessels were analyzed, and one underwent PCI. For patient level characteristic 
these were included in the validation cohort. PCI Percutaneous coronary interventions, CCS 
Canadian classification society, LVEF Left ventricular ejection fraction, BMI Body mass index, SD 
Standard deviation. 

In the validation cohort, QCA and OCT lesion lengths were available for 50 

and 36 vessels, respectively (Table 6.2). FFR motorized pullbacks pre and 

post PCI were available in all cases.  

6.3.1 FFR pullback curve automatic classifier 

Anatomical, functional, and procedural characteristics of the derivation and 

validation cohort are presented in Table 6.2.  

Table 6.2 Anatomical, functional, and procedural characteristics 

 All 
Derivation 

Cohort 
Validation Cohort 

Target vessel, n (%)    

LAD 99 (75.6) 57 (70.4) 42 (84.0) 

LCX 9 (6.9) 6 (7.4) 3 (6.0) 

RCA 23 (17.6) 18 (22.2) 5 (10.0) 

Serial lesion, n (%) 17 (13.0) 9 (11.1) 8 (16.0) 

QCA-derived anatomical lesion length 
(mm), median [25th – 75th percentile] 

NA NA 16.05[11.40 – 22.05] 

OCT-derived anatomical lesion length 
(mm), median [25th – 75th percentile] 

NA NA 28.00[16.63 – 38.00] 

MLD (mm), median [25th – 75th percentile] NA NA 1.34 [1.23 – 1.48] 

DS (%), median [25th – 75th percentile] NA NA 53.00[47.25 – 59.50] 

RVD (mm), median [25th – 75th percentile] NA NA 2.95 [2.57 – 3.20] 

Functional lesion length (mm), median 
[25th – 75th percentile] 

NA NA 67.12[25.38 – 91.37] 

FAMQCA (mm), median [25th – 75th 
percentile] 

NA NA -47.59 [-73.22 – -8.08] 

FAMOCT (mm), median [25th – 75th 
percentile] 

NA NA -37.47[-64.29 – -8.98] 

Pre PCI FFR, median [25th – 75th 
percentile] 

0.78[0.71–0.86] 0.82[0.73 – 0.88] 0.74[0.67 – 0.77] 

PCI, number NA NA 54 

Stent per vessel, n (%) NA NA 1.00 [1.00, 1.00] 



Stent length (mm) NA NA 27.45 ± 11.52 

Stent diameter (mm) NA NA 3.05± 0.43 

Post dilatation, n (%), NA NA 46 (85.2) 

OCT-guided PCI, n (%) NA NA 42 (84.0) 

MSA (mm2), median [25th – 75th 
percentile] 

NA NA 5.66[4.33 – 6.45] 

Residual DS (%), median [25th – 75th 
percentile] 

NA NA 7.00 [2.00 – 12.00] 

Acute gain NA NA 1.34 ± 0.54 

Post PCI FFR, median [25th – 75th 
percentile] 

NA NA 0.86 [0.82 – 0.89] 

Relative functional gain, median [25th – 
75th percentile] 

NA NA 0.49 [0.30 – 0.62] 

LAD left anterior descending artery. LCX left circumflex artery. RCA right coronary artery. FAM 
functional anatomical mismatch. PCI percutaneous coronary interventions. MLD minimal lumen 
diameter. QCA quantitative coronary angiography. FFR fractional flow reserve. DS diameter stenosis. 
OCT optical coherence tomography. RVD reference vessel diameter. NA not available. 

From the FFR curves, 431 segments were extracted. In detail, 151 

(observer 1) and 156 (observer 2) segments were visually assessed as 

healthy, 101 (observer 1) and 106 (observer 2) as focal disease,146 

(observer 1) and 147 (observer 2) as diffuse disease (Figure 6.5). In the 

validation cohort, the automatic classifier provided an excellent 

discrimination ability between healthy and diseased segments (AUC was 

0.97, 95% CI 0.94 to 0.99 for observer 1, and 1.00, 95% CI 0.98 to 1.00 for 

observer 2). Concerning differentiation between focal and diffuse, the 

discriminatory capacity was also excellent (AUC was 0.93, 95% CI 0.86 to 

0.97 for observer 1, and 0.96, 95% CI 0.91 to 0.99 for observer 2). The inter-

observer agreement for the visual evaluation of the FFR curve was 

moderate (ICC 0.66, 95% CI 0.60 to 0.71), whereas the reproducibility for 

the automatic algorithm was excellent because the algorithm is based on a 

deterministic approach.  
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Figure 6.5. Automatic classifier visual performances. Development and performance of the 
automatic classifier. Healthy, focal disease and diffuse disease segments (green, red, and blue, 
respectively) in length vs. FFR drop plane. The visual adjudication by two independent observers 
(observer 1 and observer 2) in the derivation set was used to develop the automatic classifier able to 
discriminate among healthy, focal disease and diffuse disease segments (panel A). The automatic 
classifier was then applied to the validation set (panel B). The performance of the classifier was 
evaluated by comparing with the visual adjudication by the two independent observers. 

More in detail, the ability of the proposed automatic adjudication method in 

discriminating healthy, focal, and diffuse disease segments clearly emerges 

(Figure 6.6A). Concerning the adjudication of healthy vs. diseased 

segments (Figure 6.6B), the automatic adjudication provided an excellent 

performance in terms of accuracy (87.7% for observer 1, 94.6% for observer 

2) sensitivity (87.2% for observer 1, 92.8% for observer 2) and specificity 

(88.7% for observer 1, 98.2% for observer 2, respectively). Concerning the 

adjudication of focal vs. diffuse disease, (Figure 6.6C) the automatic 

adjudication performance was also outstanding in terms of accuracy (94.6% 

for observer 1, 96.4% for observer 2), sensitivity (91.9% for observer 1, 

98.3% for observer 2) and specificity (93.6% for observer 1, 94.3% for 

observer 2). 



 

Figure 6.6. Automatic classifier performance analysis. Results on the left are relative to observer 
1, on the right to observer 2. Panel A: Healthy, focal disease and diffuse disease segments 
(respectively, green, red, and blue) in length vs. FFR drop plane for the validation set. Panel B: 
confusion matrices of the classification healthy vs pathological segments. Panel C: confusion 
matrices of the classification focal vs diffuse disease segments. 

6.3.2 Functional anatomical mismatch 

PCI was performed in 50 vessels included in the validation cohort. Pre-PCI 

FFR was 0.74 [0.67 – 0.77] and diameters stenosis was 53.0 % [47.25 – 

59.50]. Anatomical CAD length derived from QCA was 16.05 mm [11.40 – 
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22.05], anatomical CAD length derived from OCT was 28.0 mm [16.63 – 

38.0] and functional CAD length was 67.12 mm [25.38 – 91.37] (p<0.001). 

No correlation emerged between the extent of CAD derived from QCA and 

FFR pullback (r=0.124, 95% CI 0.168 to 0.396, p=0.390, Figure 6.7A). 

OCT-derived anatomical lesion length was correlated with functional CAD 

length (r=0.469, 95% CI 0.156 to 0.696, p=0.004, Figure 6.7B). 

 

Figure 6.7. Functional-anatomical length correlations. Scatter plots illustrating the correlations 
among functional length and QCA-derived anatomical length, OCT-derived anatomical length and 
FFR relative gain. The QCA-derived anatomical length was not correlated with functional length 
(panel A). The OCT-derived anatomical length was correlated with the functional length (panel B). 
The functional disease length was inversely correlated with the FFR relative gain (panel C). 

Mean stent length was 27.45 ± 11.52 mm. Mean post-PCI FFR was 0.86 

[0.82 – 0.89]. An explanatory example visualizing vessels with positive and 

negative FAM that underwent PCI and post-PCI FFR measurement is 

presented in Figure 6.8. FAMQCA was -47.59 [-73.22 – -8.08] mm and 

FAMOCT was -37.47 [-64.29 – -8.98] mm (p=0.446). The length of functional 

CAD was inversely correlated with relative functional gain (r=-0.672, 95% 



CI -0.804 to -0.478, p<0.001, Figure 6.7C) i.e., the longer the functional 

disease, the lesser the improvement in FFR with PCI. 

 

Figure 6.8. FAM three-dimensional visualization: explanatory cases. Positive vs. negative 
FAMQCA. A): example of vessel with positive FAMQCA, where the QCA-derived anatomical lesion 
length is longer than the functional lesion length, respectively blue and red shade in the area and 
FFR curves (left panel). From left to right, FFR is displayed as a color-coded map on the 3-
dimensional geometric reconstruction of the vessel. The extension of the anatomical and functional 
length is displayed in black, with indication of the relative FFR drop within the QCA-derived 
anatomical lesion. FAMQCA is displayed as a color-coded map: the red color underlines that the 
functional disease was circumscribed within the anatomical lesion. The percutaneous coronary 
intervention (PCI) restored epicardial conductance and resulted in high post-PCI FFR (right panel), 
with a relative gain equal to 0.99. B): example of vessel with negative FAMQCA, where the anatomical 
lesion length is shorter than the functional lesion length, respectively blue and red shade in the area 
and FFR curves (left panel). From left to right, FFR is displayed as a color-coded map on the 3-
dimensional geometric reconstruction of the vessel. The extension of the QCA-derived anatomical 
and functional length is displayed in black, with indication of the relative FFR drop within the 
anatomical lesion. FAMQCA is displayed as a color-coded map: the blue color underlines that the 
functional disease extended beyond the anatomical lesion. The percutaneous coronary intervention 
(PCI) resulted in minor improvement of epicardial conductance and a low post-PCI FFR (right panel), 
with a relative gain equal to 0.22. 

A strong association emerged between FAMQCA and FFR relative gain after 

PCI (r=0.647, 95% CI 0.443 to 0.788, p<0.001, Figure 6.9A), as well as 

between FAMOCT and FFR relative gain after PCI (r=0.630, 95% CI 0.372 to 

0.798, p<0.001, Figure 6.9B). Patients in whom functional disease was 

confined within the anatomical lesion (i.e., FAM ≥0) had the strongest 

improvement in relative functional gain (FAMQCA≥ 0.701 ± 0.235 vs. FAMQCA 

<0 0.441 ± 0.225, p<0.001). FAM either derived from QCA or OCT predicted 
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functional gain (FAMQCA AUC 0.84, 95% CI 0.71 to 0.93, p<0.001 and 

FAMOCT AUC 1.00, 95% CI 0.93 to 1.00, p<0.001). The best FAMQCA and 

FAMOCT cut-off values predicting 50% gain in epicardial conductance were 

-57.64 mm and -37.19 mm, respectively. Percent FFR drops within the 

anatomical lesions either derived from QCA or OCT were strongly 

correlated with functional gain (r=0.792, 95% CI 0.655 to 0.879, p<0.001 for 

QCA and r=0.789, 95% CI 0.615 to 0.890, p<0.001 for OCT, Figure 6.9C-

6.9D). 

 

Figure 6.9. FAM correlations. Scatter plots illustrating the correlations among FAM, FFR relative 
gain and among the FFR drop within the anatomical lesion and FFR relative gain. A direct significant 
association was found between the FAMQCA and the FFR relative gain after PCI, i.e., the larger the 
FAM the higher the functional relative gain after PCI (panel A). A direct significant association was 
also found between the FAMOCT and the FFR relative gain after PCI (panel B). The FFR drop within 
the QCA-derived anatomical lesion was strongly correlated with the functional relative gain after PCI, 
i.e., the larger the drop is attributable to the anatomical lesion with respect to the functional lesion, 
the better the PCI outcome (panel C). The FFR drop within the OCT-derived anatomical lesion was 
strongly correlated with the functional relative gain after PCI (panel D). 

A sensitivity analysis in the sub-group of serial lesions showed similar results 

(Figure 6.10). Sensitivity of FAMQCA and FAMOCT to serial lesions was tested with 

two approaches: 1) considering only the contiguous segment in functional length 



definition and 2) excluding serial lesions from the analysis. Defining functional 

length considering only the contiguous segment both FAMQCA and FAMOCT are still 

correlated with FFR relative gain after PCI (r=0.606, 95% CI 0.387 to 0.760, 

p<0.001, Figure 6.10A and r=0.560, 95% CI 0.326 to 0.729, p<0.001, Figure 

6.10C). Excluding serial lesions (10 cases excluded for QCA and 8 cases excluded 

for OCT) both FAMQCA and FAMOCT are still correlated with FFR relative gain after 

PCI (r=0.708, 95% CI 0.502 to 0.838, p<0.001, Figure 6.10B and r=0.679, 95% CI 

0.400 to 0.8427, p<0.001, Figure 6.10D). 

 

Figure 6.10. FAM sensitivity to serial lesions. Sensitivity analysis to serial lesions of FAMQCA and 
FAMOCT. Defining functional length considering only the contiguous segment, a direct significant 
association was found between the FAMQCA and the FFR relative gain after PCI (panel A) and 
between the FAMQCA and the FFR relative gain after PCI (panel C). Excluding serial lesions from 
analysis a direct significant association was found between the FAMQCA and the FFR relative gain 
after PCI (panel B) and between the FAMQCA and the FFR relative gain after PCI (panel D). 

6.4 Discussion 

The present study describes a novel approach for the quantification of the 

extension of functional CAD. This allowed to determine the mismatch in the 

extent of CAD between anatomical and physiological invasive evaluations 
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based on angiography, intravascular imaging, and intracoronary hyperemic 

pressure tracing pullbacks. The main findings can be summarized as:  

1. the extent of functional disease derived from FFR pullback curves can 

be quantified using an automated algorithm. 

2. In patients with hemodynamically significant coronary stenosis, lesion 

length based on QCA, and CAD length based on FFR pullbacks were 

not correlated. In contrast, CAD length derived from OCT correlated with 

functional CAD extent. 

3. The mismatch between the length of anatomical and functional CAD 

(i.e., FAM, either derived from QCA or OCT) correlated with the 

improvement in epicardial conductance after percutaneous 

revascularization.  

The discordance between anatomy and physiology regarding epicardial 

lesion severity has been widely recognized. In the FAME study, more than 

one-third of lesions with an angiographic 50% to 70% diameter 

stenosis demonstrated an FFR ≤0.80 whereas one-fifth of lesions with a 

71% to 90% angiographic diameter stenosis demonstrated an FFR > 

0.80260. Disconnection between anatomy and physiology goes beyond the 

assessment of lesion significance. The length of CAD also differs between 

anatomical and functional evaluations. In the present study, length of 

functional disease was greater than its anatomical equivalent either derived 

from QCA or OCT (i.e., those with FAM<0, Figure 6.9). QCA is based on 

conventional angiography and identifies CAD length as the extent of the 

stenotic segment. On the other hand, OCT, possessing higher spatial 

resolution, derives lesion length from the selection of proximal and distal 

reference cross-sections without atherosclerotic plaques. Therefore, it is 

expected that CAD anatomical length derived from OCT will be equal or 

longer than the QCA-derived length. We observed that the anatomical 

length of CAD was shorter when derived from QCA compared to the one 

derived from OCT; still, FFR pullbacks derived CAD length was longer 

(Figure 6.9). This finding highlights the diffuse nature of atherosclerosis 

when assessed using coronary physiology. Interestingly, CAD extent 

derived from QCA, and functional length were not statistically correlated, 

whereas OCT-derived anatomical length and functional length exhibited a 



moderate correlation. These results underline the suboptimal guidance 

offered by QCA in terms of the evaluation of lesion extension and confirms 

the usefulness of intravascular imaging for attaining functional complete 

revascularization. 

Pressure pullbacks can show two distinct functional CAD endotypes, 

namely predominant focal or diffuse254. In the focal functional CAD, 

pressure drops are commonly restricted to anatomical stenosis. In this 

disease endotype, PCI restores epicardial conductance, results in higher 

post-PCI FFR, increases the likelihood of relieving patients from angina and 

is associated with improved clinical outcomes. In contrast, in patients with 

functional diffuse disease, PCI results in minor improvement in vessel 

physiology, low post-PCI FFR and higher likelihood of persistent angina261. 

Several novel methods are available to assess the pattern of CAD aiming 

at predicting the results of PCI in terms of coronary physiology. The pullback 

pressure gradient (PPG) index (Coroventis Research, Uppsala, Sweden), 

instant wave-free ratio (iFR) co-registration system (Philips, Best, the 

Netherlands) and the FFRCT revascularization planner (HeartFlow Inc, 

Redwood city, USA) are novel approaches that may further personalize 

clinical decision making and refine revascularization strategies in patients 

with chronic coronary syndromes262,263. In the present study, we developed 

a complementary approach to predict the response to PCI by quantifying 

the extent of functional CAD from FFR pullbacks. The larger the functional 

length of CAD, the lower the functional gain obtained with PCI and the lower 

the likelihood of functional revascularization. With the current approach, the 

length of functional disease is computed based on an automated algorithm 

classifying the FFR curve segments as healthy or diseased. This approach 

may be less vulnerable to artefacts in the pullback curves compared to the 

application of a threshold. Moreover, the FAM concept by incorporating the 

anatomical length of the disease accounts for the interaction with PCI, thus 

assessing the functional contribution in the context of the segment to be 

treated.  

Revascularization aims at restoring epicardial conductance to improve 

myocardial perfusion. Two factors influence the response of epicardial 

vessels to PCI in terms of coronary physiology: the functional contribution 
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of the treated lesion to the complete vessel pressure loss, i.e., in other 

words, the magnitude of the FFR curve step-up within the lesion relative to 

the overall reduction of FFR in the vessel and the presence of pressure 

losses outside the treated segment. FAM quantifies the mismatch between 

the anatomical and functional CAD length thereby stressing the impact of 

residual pressure losses outside the treated region on post PCI physiology. 

Moreover, the FAM approach is based on the presence and length of 

disease rather than on the magnitude of pressure drops, making this 

approach less influenced by the interaction in cases of serial lesions. 

Furthermore, the functional contribution of the treated lesion, reported in this 

study as relative FFR drop within the lesion, also correlated with functional 

gain (Figure 6.9C-D). The larger the delta lesion FFR, the larger the 

functional gain. Altogether, these findings further support pressure pullback 

strategies to guide PCI as a second level of decision making after the 

confirmation of hemodynamic lesion significance.  

By identifying lesions with negative FAM where the functional extent of CAD 

is longer than the anatomical CAD, a dilemma is posed upon clinicians. 

Extending the treated region with longer stents covering the functional 

disease may improve post-PCI FFR but it may also lead to longer and more 

stents, which has been associated with higher rates of target vessel 

failure264,265. Moreover, PCI in vessels with functional diffuse disease has 

been associated with more periprocedural complications262. Therefore, the 

assessment of the functional pattern of CAD provides further risk 

stratification, may improve patient selection for PCI by avoiding stenting 

lesions without pullback step ups, reduce the risk of peri-procedural 

myocardial infarction and results in a net clinical benefit from 

revascularization. It can be hypothesized that patients with negative FAM, 

i.e., diffuse functional CAD, may be better treated with optimal medical 

therapy or coronary artery bypass grafting whereas patients with positive 

FAM are better treated with PCI. Further studies are required to assess the 

treatment strategies in patients with chronic coronary syndromes and 

diffuse CAD.   

The present study has several limitations. First, the performance of FAM is 

presented based on its relationship with post PCI FFR and not directly with 



clinical outcomes. Nonetheless, post-PCI FFR have identified as an 

independent predictor of adverse events after PCI. Second, the sample size 

of the study was relatively small; however, this is one of the most completely 

evaluated cohorts with motorized FFR pullbacks and OCT pre- and post-

PCI. Third, we were able to validate the FAM concept internally; an external 

validation is still warranted.  

6.5 Conclusions 

Lesion length assessment differs between morphological and functional 

evaluations. The morphological functional mismatch in lesion length was 

frequent, often large, and influenced the results of PCI in terms of coronary 

physiology. Integration of the extent of pressure losses provides clinically 

relevant information that may be useful during PCI. 
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Chapter 7 

Conclusions and future works  

  



7.1 Summary and main contributions 

The aim of this thesis work concerns the investigation of computational 

methods and algorithms for the improvement of diagnosis, understanding 

and treatment of CAD. In detail, the main objectives of this thesis work are 

listed below: 

1. Exploring the potential of endothelial shear stress-based analysis 

derived from angiographic images as a clinical biomarker to improve the 

diagnosis of atherosclerotic plaques prone to cause MI. In particular, the 

analysis was performed using a novel software aiming to make CFD 

simulations available in a clinical setting focusing on different aspects of 

WSS vector field. 

2. Improve the understanding of the relationship between cellular 

pathways, plaque morphology and endothelial shear stress. 

3. Provide a quantification of the budget of uncertainty associated to inflow 

BCs focusing on the impact of inflow velocity profile shape and of the 

technique used to estimate the flow rate in coronary arteries to reliably 

translate CFD simulations in clinical practice. 

4. Redefine the concept of diseased length in coronary arteries, to improve 

PCI analyzing the hyperemic pressure pullback signal to define the CAD 

functional length and its difference with respect to anatomical length 

assessed by means of clinical imaging. 

In the first part of this thesis work the hemodynamic profile in coronary 

arteries was investigated by means of CFD simulations to improve the 

diagnosis and understanding of CAD. The clinical translation of 

computational hemodynamics is still hampered by: 

1. Computational times and technicalities incompatible with clinical 

practice. 

2. Leaking of a full understanding of the link between hemodynamics and 

adverse clinical events and in vivo cellular response to biomechanical 

stimuli. 

3. Uncertainties in CFD obtained results due to necessarily introduced 

assumptions introduced modelling coronary hemodynamics. 
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The main contributions of this thesis to address these points are reported 

below: 

Chapter 2 - Risk of Myocardial Infarction based on Endothelial Shear 

Stress Analysis Using Coronary Angiography 

An analysis based on WSS estimated in a clinical setting was performed to 

improve the discrimination of atherosclerotic plaques prone to cause MI. It 

was found that WSS estimated with a prototype software (in times 

compatible with clinical practice (mean computational time equal to 15 

minutes), i.e., clinical CFD, is robust enough with respect to expert CFD 

simulations to discriminate plaques prone to cause MI. Although already 

used clinical parameters based on anatomy and pressure gradients as well 

as the classical WSS-descriptor TAWSS resulted predictive for MI, a WSS-

based descriptor, analyzing the variability of the expansion/contraction 

action of WSS vector field on the endothelium, namely the topological shear 

variation index (TSVI) showed a stronger predictive capacity for MI resulting 

very promising in the definition of vulnerable plaques. 

Chapter 3 - Coronary Artery Plaque Rupture and Erosion: Role of Wall 

Shear Stress Profiling and Biological Patterns in Acute Coronary 

Syndromes 

Aiming at bridging the gap of understanding of mechanisms underlying 

plaque erosion and rupture and their link with hemodynamics, a 

comprehensive analysis based on cellular gene expression, plaque 

morphology and WSS pattern was performed combining real time PCR, 

OCT, and CFD simulations. It emerged that different morphologies of 

atherosclerotic plaques, i.e., stable, eroded, and ruptured plaques show a 

different gene expression of inflammatory markers (TNFα, ADAMTS13, 

EDN1, LGALS8). Moreover, different WSS pattern, in terms of low shear 

area, high shear area, and variability of WSS magnitude were observed 

among stable, eroded and ruptured plaques. These in vivo findings confirm 

previous in vitro observations suggesting that a link between biomechanical 

stimuli and cellular gene expression exists, improving the understanding of 

the role of WSS in CAD. 



Chapter 4 - Does the inflow velocity profile influence physiologically 

relevant flow patterns in computational hemodynamic models of left 

anterior descending coronary artery? 

Obtain in vivo 3D flow measurements within the clinical framework is a 

challenging task due to the absence of proper imaging techniques in 

coronary arteries. This result in uncertainties which could weaken the 

findings of in silico experiments. In absence of a measured 3D velocity 

profile as a reference the dependence of computational hemodynamics 

results, in terms of WSS and helicity-based descriptors, on velocity profile 

shape was assessed comparing different analytical velocity profiles 

accounting for velocity peak displacement and secondary flows. The 

findings of this study clearly indicated that the imposition of parabolic 

velocity profiles as inflow BC is acceptable as long the results of the 

proximal vessel segment are not considered, in coronary arteries. As a 

pragmatic rule of thumb, a conservative estimation of the length of influence 

of the shape of the inflow velocity profile on coronary local hemodynamics 

can be given by the theoretical entrance length for cylindrical conduits in 

laminar flow conditions. 

Chapter 5 - Modelling coronary flows: impact of differently measured 

inflow boundary conditions on vessel-specific computational 

hemodynamic profiles 

The analysis on the impact of inflow BCs in coronary arteries was completed 

studying the dependence of computational hemodynamic results on the 

approach adopted for in vivo coronary artery blood flow rate assessment. 

Inflow BCs were derived from four different techniques assessing in vivo 

surrogates of flow rate: continuous thermodilution, intravascular Doppler, 

frame count-based 3D contrast velocity, and diameter-based scaling law. 

The impact of inflow BCs on coronary hemodynamics was evaluated in 

terms of WSS- and helicity-based descriptors. As main findings we report 

that: (1) coronary flow rate values may differ based on the applied flow 

derivation technique, as continuous thermodilution provided higher flow rate 

values than intravascular Doppler and diameter-based scaling law; (2) such 

intrasubject differences in flow rate values lead to different surface-
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averaged values of WSS magnitude and helical blood flow intensity; (3) 

luminal surface areas exposed to low WSS showed robustness to the flow 

rate values; (4) descriptors which does not account on WSS magnitude 

such as normalized WSS, OSI, and TSVI as well as helical flow topological 

features showed less dependence on inlet flow rate. Although the absence 

of a clinically applicable gold standard approach prevents a general 

recommendation for one coronary blood flow rate derivation technique, the 

findings of this indicate that the inflow BC may impact computational 

hemodynamic results, suggesting that a standardization would be desirable 

to provide comparable results among personalized CFD simulations of the 

coronary hemodynamics. 

In the second part of this thesis an in vivo measured hemodynamic 

parameter, i.e., the hyperemic pullback pressure signal, was analyzed to 

improve the treatment of CAD. The main contribution of this thesis to 

address this point is reported below: 

Chapter 6 - Mismatch between morphological and functional 

assessment of the length of coronary artery disease 

In this study an automatic algorithm was applied to quantify the functional 

length of diseased coronary arteries aiming to improve CAD treatment 

foreseeing the result of PCI. The main findings of this study indicate that 

functional length based on hyperemic pressure pullback signal differs from 

anatomical lesion either quantified from 3D-QCA or OCT. Moreover, the 

mismatch between anatomical and functional length, namely the FAM, is 

well correlated with post-PCI FFR indicating a strong association with the 

improvement in vessel conductance after PCI. The integration of the extent 

of pressure losses provides clinically relevant information that may be useful 

for clinical decision-making concerning revascularization strategy. 



 

7.2 Concluding remarks 

Computational hemodynamics and the derived information have resisted 

translation to the clinic for different reasons.  

Firstly, the most reliable method to obtain WSS estimations is based on 

computational modelling, but: (1) the process of creating a computational 

hemodynamic model from medical images is still cumbersome, especially if 

compared to current diagnostic imaging acquisitions; (2) it needs a high 

computational time or the use of clusters and supercomputers; (3) it still 

requires highly specialized users; (4) it produces a large amount of 

information that needs to be synthetized in simple and clinically relevant 

mechanistic criteria; and (5) it is affected by uncertainties linked to not 

measured/measurable data, consequently requiring assumptions and 

idealizations to construct the computational model. These issues have 

hampered the use of computational hemodynamics in large clinical studies, 

which in turn would be required to prove the utility of hemodynamic 

modelling, setting up a vicious cycle. 

Second, the current consensus indicates low and oscillatory WSS as the 

principal hemodynamic factor involved in the initiation and development and 

the high WSS magnitude in the final stage of vascular disease. However, 

there are evidence that “the low/oscillatory shear theory is less robust than 

commonly assumed”27. Recent findings report that low and oscillatory WSS 

is a significant but moderate (at best) and poorly specific predictor of lesions 

localization27,266 or endothelial dysfunction at the early stage267 suggesting 

that other WSS features may be involved in the atherosclerosis onset, 

progression, as well as in plaque erosion and rupture. 

Overall, as discussed in the previous chapters and summarized in the 

previous paragraph, the results of the present thesis addressed many of the 

points reported above, presenting the potential of computational methods 

and algorithms in the improvement of CAD diagnosis, understanding and 

treatment with a view on its application in a clinical setting. This would 
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represent a step forward in the translation of computational tools from 

research laboratories to the bedside. 

7.3 Future works 

The promising results of TSVI as a predictor of MI, obtained in a clinical 

framework, encourages further studies on this topic. Since the presented 

study was performed on a very strictly selected population, consisting in 80 

patients with 188 mild lesions (percent area stenosis lower than 50%), the 

natural extension of this work involves the inclusion of a higher number of 

patients with more heterogeneous coronary lesions, to confirm the reported 

findings. Moreover, the applicability of the adopted framework in a real-

world clinical scenario needs to be tested with a perspective study including 

the on-site measurement of WSS directly in the cathlab. 

Another step forward in the understanding of the role of hemodynamics in 

the prediction of MI consist in the study of the role of helical blood flow. 

While it was observed an atheroprotective behavior in the early stage of 

atherosclerosis24,72, due to its link with higher WSS values, its role in a more 

advanced phase of the pathology need to be clarified. 

Given the importance of reducing computational time to obtain reliable WSS 

values, a key point in its translation as a clinical biomarker, a further 

improvement on WSS computation in terms of time and accuracy may 

involve the coupling of CFD with reduced order modeling268 or the use of 

artificial intelligence (AI) based methods to speed up CFD simulations269 or 

directly compute WSS from three-dimensional geometry270. 

Finally, given the increasing use of CFD simulations or computational 

algorithms to derive FFR with a less invasive approach at any point of 

coronary arteries, the virtually computed FFR may be easily used to derive 

a surrogate measure of functional diseased length extending the use of 

FAM avoiding the invasive measure of hyperemic pressure pullback signal.  
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