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CONVERGENCE RATE TO EQUILIBRIUM FOR CONSERVATIVE SCATTERING

MODELS ON THE TORUS: A NEW TAUBERIAN APPROACH

B. LODS AND M. MOKHTAR-KHARROUBI

Abstract. The object of this paper is to provide a new and systematic tauberian approach to

quantitative long time behaviour of C0-semigroups (V(t))
t>0 in L1(Td ×R

d) governing conser-

vative linear kinetic equations on the torus with general scattering kernel k(v, v′) and degenerate
(i.e. not bounded away from zero) collision frequency σ(v) =

∫

Rd k(v′, v)m(dv′), (with m(dv)
being absolutely continuous with respect to the Lebesgue measure). We show in particular that if

N0 is the maximal integer s > 0 such that

1

σ(·)

∫

Rd

k(·, v)σ−s(v)m(dv) ∈ L
∞(Rd)

then, for initial datum f such that

∫

Td×Rd

|f(x, v)|σ−N0(v)dxm(dv) < ∞ it holds

‖V(t)f − ̺fΨ‖
L1(Td×Rd) =

εf (t)

(1 + t)N0−1
, ̺f :=

∫

Rd

f(x, v)dxm(dv)

where Ψ is the unique invariant density of (V(t))
t>0 and limt→∞ εf (t) = 0. We in particular

provide a new criteria of the existence of invariant density. The proof relies on the explicit compu-

tation of the time decay of each term of the Dyson-Phillips expansion of (V(t))
t>0 and on suitable

smoothness and integrability properties of the trace on the imaginary axis of Laplace transform

of remainders of large order of this Dyson-Phillips expansion. Our construction resorts also on

collective compactness arguments and provides various technical results of independent interest.

Finally, as a by-product of our analysis, we derive essentially sharp “subgeometric” convergence

rate for Markov semigroups associated to general transition kernels. MSC: primary 82C40; sec-

ondary 35F15, 47D06

Keywords: Kinetic equation; Markov semigroups; Convergence to equilibrium; Dyson-Phillips

expansion; Inverse Laplace transform.
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1. Introduction

The objet of this paper is to provide L1–rates of convergence to equilibrium for conservative
linear kinetic equations of the form

∂tf(x, v, t) + v · ∇xf(x, v, t) + σ(x, v)f(x, v, t) =

∫

V

k(x, v, v′)f(t, x, v′)m(dv′), (1.1)

for (x, v) ∈ T
d × V, and t > 0 where

σ(x, v) =

∫

V

k(x, v′, v)m(dv′), (x, v) ∈ T
d × V.

Here V ⊂ R
d is the support of a nonnegative Borel measure m while Td is the d-dimensional

torus

T
d = R

d
/
Z
d.

For simplicity, we will assume that the Lebesgue measure on the torus is normalized i.e. |Td| = 1.

1.1. Assumptions and main result. This class of equation was dealt with in [34, 36] for a
general class of velocity measures m(dv). A key result in [34] is that the semigroup governing
(1.1) has a spectral gap if and only if

lim
t→∞

inf
(x,v)∈Td×V

∫ t

0
σ(x+ tv, v)dt > 0.

In this case, there exists automatically an invariant density and the latter is exponentially stable
(i.e. the semigroup converges exponentially, in operator norm, to the spectral projection asso-
ciated to the invariant density). The existence and the stability of an invariant density in the
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degenerate case

lim
t→∞

inf
(x,v)∈Td×V

∫ t

0
σ(x+ tv, v)dt = 0 (1.2)

are dealt with systematically in [36]. The stability of the invariant density (i.e. the strong con-
vergence of the semigroup to its ergodic projection) is not quantified and is obtained either by
means of general results on partially integral semigroups [39] or by means of a 0 − 1 law for
semigroups [35]. We provide also in Remark 6.4 below a third approach via Ingham tauberian
theorem.

Our object here, in a continuation of [36], is to provide rates of convergence to equilibrium in
the spirit of our recent construction on collisionless kinetic semigroups with boundary operators
[27]. To this end, we restrict ourselves to space homogeneous scattering kernel

k(x, v, v′) = k(v, v′)

(and consequently σ(x, v) = σ(v)) where the degeneracy condition (1.2) amounts to

inf
v∈V

σ(v) = 0. (1.3)

The non homogeneous case is left open even if we suspect that a similar, albeit much more
technical, construction is possible in that case. We also assume that

σ ∈ L∞(V ) and σ(v) =

∫

V

k(v′, v)m(dv′), v ∈ V. (1.4)

We will see in Assumption 1.5 that we willrestrict ourselves to the case in whichm is absolutely
continuous with respect to the Lebesgue measure

m(dv) = m(v)dv

for some nonnegative weight function m : V → R
+ satisfying some technical regularity

assumption (see (1.13) for details). The specific nature of the Lebesgue measure is used only once
(in the proof of Lemma 3.8) and could be avoided at the cost of more technical calculations. We
have not tried to elaborate on this point here because the whole construction given in the paper
is already quite involved. We however insist on the fact that the choice of the Lebesgue measure
seems to be only technical. We denote by

X0 := L1(Td × V , dx⊗m(dv))

endowed with its usual norm ‖ · ‖X0 .More generally, for any s ∈ R, we set

Xs := L1(Td × V , max(1, σ(v)−s)dx⊗m(dv))

with norm ‖ · ‖Xs . Notice that the absorption semigroup (U0(t))t>0 given by

U0(t)f(x, v) = exp (−σ(v) t) f(x− tv, v), t > 0, f ∈ X0 (1.5)

has zero type in X0:

ω(U0) = 0

under the degeneracy condition (1.3). The generator of (U0(t))t>0 is given by

Af(x, v) = −v · ∇xf(x, v)− σ(v)f(x, v), f ∈ D(A) = {f ∈ X0 ; v · ∇xf ∈ X0} .

We introduce the operator, acting in the v-variable only,

Kf(v) =

∫

V

k(v, v′)f(v′)m(dv′), f ∈ L1(V ) = L1(V,dm). (1.6)



4 B. LODS AND M. MOKHTAR-KHARROUBI

Due to (1.4), one sees first that

K ∈ B(X0), ‖K‖B(X0) 6 ‖σ‖∞

and also that
K ∈ B(X−1,X0), ‖K‖B(X−1,X0) = 1.

The fact thatK is a bounded operator inX0 implies thatA+K is the generator of aC0-semigroup
(V(t))t>0 in X0 given by

V(t) =

∞∑

n=0

Un(t), t > 0

where

Un+1(t) =

∫ t

0
Un(t− s)KU0(s)ds =

∫ t

0
U0(t− s)KUn(t− s)ds, n ∈ N, t > 0.

Introduce the following notation, for any s ∈ R

ϑs(w) :=
1

σ(w)

∫

V

σ−s(v)k(v,w)m(dv), w ∈ V. (1.7)

The results of the present paper are based upon several sets of Assumptions. The first funda-
mental assumptions are the following which are at the basis of the underlying method:

Assumption 1.1. Assume that K : L1(V ) → L1(V ) is a weakly compact operator of the form
(1.6) which satisfies the following

(1) For any v ∈ V

σ(v) =

∫

V

k(w, v)m(dw), (1.8)

with σ ∈ L∞(V ) and
inf
v
σ(v) = 0. (1.9)

(2) There exists some (maximal) integer N0 > 1 such that

ϑN0 ∈ L∞(V ). (1.10)

(3) Introducing, for any δ > 0 the set

Σδ = {v ∈ V ; σ(v) 6 δ},

we assume that

lim
δ→0+

sup
w∈V

1

σ(w)

∫

Σδ

k(v,w)m(dv) = 0 (1.11)

These assumptions provide actually a newpractical criteria ensuring the existence (and unique-
ness) of an invariant density:

Theorem 1.2. Assume thatK is an irreducible operator satisfying Assumptions 1.1 and the measure

m is such that that there exists α > 0 such that, for any bounded set S ⊂ V , there is c(S) > 0
such that

sup
ν∈Sd−1

m⊗m
(
{(v,w) ∈ S × S ; |(v − w) · ν| < ε}

)
6 c(S)εα, ∀ε > 0. (1.12)

Then, there exists a unique Ψ ∈ D(A) spatially homogeneous with

Ψ(v) > 0,

∫

Td×V

Ψ(x, v)dx⊗m(dv) = 1
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such that

(A+K)Ψ = 0 = KΨ.

Moreover, Ψ ∈ XN0−1.

Remark 1.3. We recall that K is irreducible if there exists no non trivial Ω ⊂ T
d × V such that

K leaves invariant L1(Ω) which is identified to the closed subspace of X0 of functions vanishing

a.e. outside Ω. Practical criterion ensuring the irreducibility of K is given in [36, Proposition 7]. In
particular, K is irreducible if k(v,w) > 0 form⊗m-a.e. (v,w) ∈ V ×V . Notice that the existence

and uniqueness of a steady solution has been obtained, under different assumptions in [36]. The
approach followed here is technically different from [36] and, as said, resort to different assumptions

(see Proposition 5.1 for details).

Remark 1.4. Notice that, if k(·, ·) satisfies a detailed balance condition, i.e. there exists a positive
spatially homogeneous density M = M(v), M ∈ L1(V ) such that

k(v,w)M(w) = M(v)k(v,w), ∀v,w ∈ V

then, up to a normalisation factor, Ψ = M is an invariant density and assumption (1.11) is not
needed for our analysis. Of course, assumption (1.12) is satisfied ifm is absolutely continuous with

respect to the Lebesgue measure over Rd which is the framework we will further adopt in the paper.

A second set of Assumptions, most of technical nature, is the following

Assumption 1.5. The measure m(dv) is absolutely continuous with respect to the Lebesgue mea-

sure

m(dv) = m(v)dv

for some weight function m such that

sup
v∈V

|v · ∇v logm(v)| <∞. (1.13)

Moreover, the kernel k(v, v′) is such that there exist two positive constants C1, C2 > 0 such that
∫

V

|w · ∇wk(v,w)|max
(
1, σ−1(v)

)
m(v)dv 6 C1σ(w) ∀w ∈ V (1.14)

and ∫

V

|v · ∇vk(v,w)|m(v)dv 6 C2σ(w) ∀w ∈ V. (1.15)

Remark 1.6. We will comment in Subsection 1.2 below on this set of assumptions as well as to the

subsequent Assumption 1.1. We only mention here that property (1.13) is satisfied for instance for

weight functions of the form

m(v) =
(
1 + |v|2

) s
2 , s > 0.

Our main result is the following

Theorem 1.7. Under Assumptions 1.1 and 1.5, if (V(t))t>0 is an irreducible semigroup then for

any f ∈ XN0 there exist a constant Cf > 0 and

Θf ∈ C0(R,X0) ∩ L
1(R,X0)

such that

‖V(t)f − ̺fΨ‖
X0

6
Cf

(1 + t)N0−1
ε(t) ∀t > 0, (1.16)
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where ̺f :=

∫

Td×V

f(x, v)dxm(dv) and

ε(t) =
1

1 + t
+

∥∥∥∥
∫ ∞

−∞
exp (iη t)Θf (η)dη

∥∥∥∥
X0

, lim
t→∞

ε(t) = 0. (1.17)

Moreover, for any p > 4, there is some positive constantK = K(p) > 0 such that
∥∥∥∥
∫ ∞

−∞
exp (iη t)Θf (η)dη

∥∥∥∥
X0

6 K
(
ωf

(π
t

)) p−4
p

∀t > 1 (1.18)

where ωf : R
+ → R

+ denotes the minimal modulus of uniform continuity of the mapping Θf .

Remark 1.8. Notice that (V(t))t>0 is irreducible if there is no invariant subspace L
1(Ω) of X0 left

invariant by V(t) for any t > 0. One can prove that if K is irreducible then so is (V(t))t>0 (see [36,
Proposition 7]).

Remark 1.9. Recall that, in Assumption 1.1, we assumed N0 > 1 to be an integer. Without such

an assumption, i.e if N0 = ⌊N0⌋+ α, α ∈ (0, 1), our main decay rate will then read

‖V(t)f − ̺fΨ‖
X0

6
Cf

(1 + t)⌊N0⌋−1
ε(t) f ∈ XN0 .

In that case, we believe that, for concrete examples of collision kernel k(v, v′), it should be possible to
explicit ε(t) through an identification of the modulus of continuity ofΘf in terms of the non-integer
part α = N0 − ⌊N0]⌋.

Here above and in all the sequel, for any Banach space (X, ‖ · ‖X) and any k ∈ N, we set

C
k
0 (R,X) =

{
h : R → X ; of class C

k over R

and such that lim
|η|→∞

∥∥∥∥
dj

dηj
h(η)

∥∥∥∥
X

= 0 ∀j 6 k

}

and we endow C k
0 (R,X) with the norm

‖h‖
C k
0 (R,X) := max

06j6k
sup
η

∥∥∥∥
dj

dηj
h(η)

∥∥∥∥
X

which makes it a Banach space. We of course adopt the notation C0(R,X) = C 0
0 (R,X).

The above main result of the paper provides an explicit decay of the solution to (1.1). We
strongly believe however that the interest of the present paper goes far beyond the mere conver-
gence rate but it paves the way to a general abstract tauberian approach to the convergence rate
of perturbed stochastic semigroup [28]. Moreover, because of the use of several fine collective
compactness results and decay of Dyson-Phillips iterates, the paper contains several intermediate
results of fundamental interest.

We can already mention that the function Θf (η) appearing in (1.18) is related to suitable
derivatives of the trace along the imaginary axis λ = iη (η ∈ R) of the Laplace transform of
suitable (large order) reminder of the Dyson-Phillips series defining the semigroup (V(t))t>0.
See Theorem 2.6 and its proof in Section 2 for a more precise statement.
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It is important to mention that, as a direct by-product of our construction, our analysis covers
also the important case in which the initial datum f0 is independent of x. In that case, the gen-
eral solution f(x, v, t) = f(v, t) is also independent of x and satisfies the spatially homogenous

version of (1.1) which can be rewritten as

∂tf(v, t) =

∫

V

[
k(v, v′)f(t, v′)− k(v′, v)f(t, v)

]
m(dv′) . (1.19)

Models governed by eq. (1.19) are ubiquitous in the study ofMarkov processes and results like our
main Theorem 1.7 provide in this case an estimate of the decay rate for the transition probability
semigroup of a continuous time Markov jump process. For such jump processes, roughly speak-
ing, positive lower bound on the transition kernel k(v, v′) induces exponential convergence of
the stochastic processes (this case is refer to as the “geometric case” in the study of Markov pro-
cesses) whereas our degeneracy condition (1.9) prevents such an exponential convergence. Our
result provides therefore a (seemingly sharp) “subgeometric” convergence rate for these kinds
of processes. Our construction is quite involved and relies on various technical results of inde-
pendent interest. As far as we know, most of our results are new and appear here for the first
time.

1.2. About Assumptions 1.1 and 1.5. Let us comment a bit about Assumptions 1.1–1.5, refer-
ring the reader to the subsequent Section 2 for more details on that matter. We first observe that
the conservative assumption (1.8) is natural to deal with Markov semigroups whereas, as said
already, the degeneracy condition (1.9) is the one which prevents the existence of a spectral gap.

As illustrated by the above Theorem 1.7, the decay rate is prescribed by the maximal gain of
integrability that the boundary operator is able to provide through the function ϑN0 where we
notice that

K ∈ B(X−1,XN0), ‖K‖B(X−1,XN0
) 6 ‖ϑN0‖∞. (1.20)

This illustrates the fundamental role of (1.10) in Assumption 1.1. The fact that we assume here
N0 to be an integer is an artefact of the approach we follow since, as established in Theorem 2.6,
N0 − 1 is also the maximal regularity of the trace function Υn(η)f we can derive for f ∈ XN0 .

We already pointed out that a consequence of Assumptions 1.1 concerns the existence of an
invariant densityΨ in Theorem 1.2 since it allows to apply the results from [36]. Moreover, (1.11)
is the cornerstone hypothesis to establish that there exists q > 0 such that

{[KR(λ,A)]q ; 0 6 Reλ 6 1} ⊂ B(X0) is collectively compact (1.21)

in Theorem 2.4. All these consequences of Assumptions 1.1 are the fundamental brick on which
we build our theory. The role of Assumptions 1.5, on the contrary, is more of technical nature.
Indeed, Assumptions 1.5 are technical requirements which allow to deduce the decay rate of
iterates of KR(λ,A) on the imaginary axis with respect to |Imλ |. We refer to Theorem 2.4 and
especially (2.11) for a precise statement. In particular, under such an assumption, we point out
(see (2.12)) that ∫

|η|>1
‖[R(iη,A)K]p‖

B(X0)
dη <∞

for any p > 4 which is crucial for the estimate (1.18).
We wish to insist here on the fact that the assumption (1.11) is the one ensuring the above col-

lective compactness (1.21) whereas (1.14)–(1.13) (together with the fact thatm(dv) is absolutely
continuous w. r. t. the Lebesgue measure) are those assumptions which provide quantitative esti-
mates on the behaviour of iterates of KR(λ,A). In particular, all the results of the paper which
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resort only on some qualitative properties of KR(λ,A) remain valid without the assumptions

(1.14)–(1.13). See for instance Theorem 6.3 and Remark 6.4 for an example of such qualitative
results.

1.3. Related literature. A very precise exposition of modern tools developed for the conver-
gence to equilibrium and stability of Markov processes is the monograph [30]. The bibliography
about exponential convergence (geometric case) for such processes is too vast and, since our
main purpose in the present work is rather the study of kinetic equation like (1.1), we refer the
reader to [14] for a nice introduction to the field. We only mention here that such geometric con-
vergence results usually resort to hypocoercivity results and Harris-type results (see for instance
[13] for an application of Harris-type techniques to the study of fragmentation equation) or to
a careful spectral analysis of the associated semigroup (see [37, 38] for very recent application
to fragmentation models). For subgeometric convergence to equilibrium, a somehow concurrent
approach (well-adapted to nonlinear models) is the so-called entropy method which consists in
quantifying the entropy dissipation properties of the collisional operato to deduce establish the
algebraic rate of convergence of the entropy (this, in turn, provides a decay in the usual L1-norm
thanks to Csiszar-Kullback inequality). For linear model, this method has been applied in [12]
for the linear Boltzmann equation or its relaxation model caricature [9].

For subgeometric convergence to equilibrium of Markov processes, Harris-type tools have
been develop in the probabilistic community (see for instance [20, 6]) and we refer again the
reader to [14] for a thorough description of such results. Subgeometric convergence rates have
also been studied for classical models as the Fokker-Planck equation [23] and, for spatially ho-
mogeneous linear Boltzmann equation in a previous contribution by the authors [26].

As far as spatially inhomogeneous kinetic equations are concerned, the question of estimat-
ing the speed of approach to equilibrium for a non-homogeneous, linear transport equationwith
degenerated total scattering cross-section has been considered mainly in the context of the lin-
earized Boltzmann or Landau equation (see for instance [10, 15] to mention just a few relevant
results). Spectral gap estimates via the so-called hypocoercivity method have been derived in a
L2-setting in [19, 21] while algebraic rate of convergence towards the equilibrium, still in the L2

setting, has been established in [18] norm is established for a case in which the cross-section σ
is depending on x and vanishes in some portion of the space. We also mention the recent contri-
bution [7] in which a decay similar to the one in Theorem 1.7 is obtained in a L2 framework.

For a purely L1–approach, the literature on the field is scarcer. We mention the contribution
[34] and [11] which prove the existence of a spectral gap if σ is bounded for below by means
of spectral analysis and Harris-type results respectively. Harris-type of results are actually pro-
viding subgeometric rate of convergence for linear Boltzmann equation with weak confining
potentials in [11].

For “subgeometric” convergence to equilibrium for the degenerate linear kinetic equations
(1.1) on the torus, as far as we know, the only previous work providing results similar to those
obtained in the present paper is [24] in which (V ;m(dv)) is a probability space (we change
slightly the quick presentation of this work in order to compare it to ours). The main assumption
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in [24] is then




k(·, ·) ∈ L∞(V × V,m⊗m) ,∫

V

k(v, v′)m(dv′) =

∫

V

k(v′, v)m(dv′), k(v, v′) 6 C σ(v)σ(v′)
∫

V

σ−a(v)m(dv) <∞

(1.22)

for some (maximal) a > 0. The analysis of [24] is carried out in the space

Wa :=



f ∈ X0 ; ‖f‖Wa :=

∑

p∈Zd

∥∥∥f̂(p)
∥∥∥
L1(µa)

<∞





where, for any Fourier mode p ∈ Z
d, f̂(p) is the Fourier transform of f in the x-variable

f̂(p, ·) =

∫

Td

f(x, ·) exp (i x · p) dx, p ∈ Z
d

and

‖f̂(p)‖L1(µa) =

∫

V

∣∣∣f̂(p, v)
∣∣∣ σ−a(v)m(dv) , p ∈ Z

d.

Under assumption (1.22), the main result in [24] is a convergence rate towards equilibrium of the
type

‖V(t)f − ̺f1Td×V ‖X0 6
c

(1 + t)a
‖f‖Wa , t > 0. (1.23)

Notice that ‖f‖Wa is a combination of the Wiener algebra norm in space variable x and the
weighted norm with weight σ−a in velocity. Moreover, under assumption (1.22), the unique
steady equilibrium state is Ψ = 1Td×V . The strategy of [24] is completely different from ours
and is based upon some Fourier diagonalization of the transport operator v · ∇x, the inverse
Laplace transform for each Fourier mode and the use of the theory of Fredholm determinants to
derive (1.23). However, the result obtained is comparable to ours. Note that the boundedness of
k(·, ·) and the finiteness of the measure m(dv) implies that K : L1(V ) → L1(V ) is weakly
compact whereas, under assumption (1.22), one can check without difficulty that

ϑa+1(v) =
1

σ(v)

∫

V

σ−a−1(v′)k(v, v′)m(dv′) 6 C

∫

V

σ−a(v′)m(dv′) <∞

i.e. (1.10) holds true with N0 = ⌊a⌋ + 1. Our main result gives then a decay rate like (1 +

t)−N0+1 = (1+t)−⌊a⌋. Note that the second assumption in (1.22) implies (1.11) whichmeans that
(1.22) implies all our Assumptions 1.1. However, the construction in [24] is independent of our set
of assumptions 1.5. Even though the class of measurem(dv) is much general in [24] than in our
presentation, our main result Theorem 1.7 provides a sharper rate of convergence rate if a ∈ N:
using O− o Landau’s notation, our result improves the O((1 + t)−a) = O

(
1 + t)−N0+1

)
rate

in (1.23) into a

o
(
(1 + t)−N0+1

)

rate. Moreover, our result applies to a broader class of functions sinceWa is a proper subspace of
XN0−1 = Xa. We also point out that the diagonilisation Fourier procedure makes the approach
in [24] difficult to adapt to the case in which k (and thus σ) depends on x whereas our approach
appears robust enough to allow to tackle this case.
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We finally mention, on a different but related topic, the recent works [4, 3] and our contribu-
tion [27] consider linear transport equation for collisionless gas in which the scattering occurs
only on the boundary of a bounded region and the return to equilibrium is induced by the bound-
ary conditions. More precisely, in [4, 3], some ad hoc Harris-type results are tailored to treat such
collisionless model whereas, in our contribution [27], a tauberian approach similar to the one we
consider in the present work is devised. The results in [27] served as an inspiration for the
techniques developed in the present paper.

1.4. Strategy. The general strategy to prove Theorem 1.7 is explained in full details in Section
2 in which the main steps are described. In a nutshell, we just mention here that our approach
is Tauberian in essence since we will deduce the decay of the semigroup (V(t))t>0 for some fine
properties of its Laplace transform along the imaginary axis λ = iη. This approach combines
in a robust and efficient way the so-called semigroup and resolvent approaches for the study of
the long-time behaviour of transport equation (see [32] for a comprehensive description of the
semigroup approach and [31] for a first account of the resolvent one). As said, inspired by our
results in [27], we device here a method which combines the two approaches. In particular, using
that the semigroup V(t) is given by a Dyson-Phillips series

V(t) =

∞∑

n=0

Un(t) (1.24)

where

Un+1(t) =

∫ t

0
Un(t− s)KU0(s)ds, t > 0, n ∈ N , (1.25)

and we first establish, for f ∈ XN0 a universal decay of each of the iterated Un(t)f as t →
∞. Second, we carefully study the behaviour of some reminder of the above Dyson-Phillips
expansion

Sn+1(t) =

∞∑

k=n

Uk(t)

and shows that its Laplace transform

Sn+1(λ)f =

∫ ∞

0
exp (−λt)Sn+1(t)fdt, Reλ > 0

can be extended, for suitable class of functions f , up to the imaginary axis λ = iη with moreover
a nice decay of the Laplace transform as |η| → ∞. The existence of such a trace of Sn+1(λ)f
is based upon some important collective compactness arguments, as introduced in [1], and the
consequences of those compactness argument to the spectral theory of some of the operators
definingSn+1(λ) (see Section 3 for details). Using then the inverse Laplace transform, this allows
to deduce our main decay estimate in Theorem 1.7. As said already, this very rough description
is expanded in the next Section 2 which provides for a detailed description of the main technical
difficulty as well as the organization of the paper (see Section 2.4).

We point out here that, even though our approach is inspired by our previous contribution
[27], it differs from it in several technical and conceptual aspects. In particular, a crucial role in
our analysis will be played by the family of operators

Mλ := KR(λ,A), Reλ > 0
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where R(λ,A) is the resolvent of A which can be easily extended in a family of stochastic
operators along the imaginary axis Reλ = 0 (see Section 4 for details). One can easily get
convinced here by direct computations that

lim
ε→0

‖Mε+ηf −Miηf‖X0
= 0 ∀f ∈ X0

but

sup
ε>0

‖Mε+iη −Miη‖B(X0)
> 0.

Therefore, the mapping ε > 0 7→ Mε+iη is strongly continuous but is not continuous in the
operator norm topology whereas, in our construction in [27], the analogue ofMε+iη was played
by a family of boundary operators was continuous in the operator norm up to ε = 0. To be able
to deduce spectral properties ofMλ from the sole strong continuity, we have to resort to several
collective compactness results proving in particular that there exists q > 0 such that

{
M

q

λ ; 0 6 Reλ 6 1
}
⊂ B(X0)

is collectively compact. The fact that we are dealing only with some iterate of Mλ and not with
Mλ itself prevents us to use directly known functional analysis results linking the collective com-
pactness and the strong convergence and forces us to tailor some specific extension of the results
of [1] here. This use of collective compactness is one of main difference between the the approach
followed in [27] and the one cooked up for the present contribution.

2. General strategy and main results

Our general strategy to investigate the time-decay of V(t)f is based upon a general and robust
approach which fully exploits semigroup and resolvent interplays.

2.1. Preliminary facts. We recall that (A + K,D(A)) generates a C0-semigroup (V(t))t>0

given by (1.24) and (1.25) and the key basic observation is the decay of U0(t) on the hierarchy of
spaces Xk, namely

Lemma 2.1. Given k > 0, one has

‖U0(t)f‖X0
6

(
k

e t

)k

‖f‖Xk
, ∀t > 0, f ∈ Xk. (2.1)

Moreover, for any f ∈ Xk+1, it holds
∫ ∞

0
‖U0(t)f‖Xk

dt 6 ‖f‖Xk+1
and

∫ ∞

0
tk ‖U0(t)f‖X0

dt 6 Γ(k+1)‖f‖Xk+1
(2.2)

where Γ(·) is the usual Gamma function.

Proof of Lemma 2.1. Let f ∈ Xk and t > 0 be fixed. For simplicity, we introduce g(x, v) =
σ(v)−k|f(x, v)|, (x, v) ∈ T

d × V . One has then

‖U0(t)f‖X0 =

∫

Td×V

σ(v)ke−tσ(v) |g(x− tv, v)|dxm(dv)

=

∫

Td×V

σ(v)ke−tσ(v) |g(y, v)|dym(dv)

(2.3)
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wherewe performed the change of variable y = x−tv, dy = dx.Using the elementary inequality

uke−u 6

(
k

e

)k

∀u > 0 (2.4)

and applying it with u = tσ(v), one has

‖U0(t)f‖X0 6

(
k

t e

)k ∫

Td×V

|g(y, v)|dym(dv) =

(
k

t e

)k ∫

Td×V

σ(v)−k|f(y, v)|dym(dv)

which gives (2.1). Now, one deduces also from (2.3) and Fubini’s theorem that
∫ ∞

0
‖U0(t)f‖Xk

dt 6

∫ ∞

0
‖U0(t)g‖X0 =

∫ ∞

0
dt

∫

Td×V

e−tσ(v)|g(y, v)|dym(dv)

=

∫

Td×V

|g(y, v)|dym(dv)

∫ ∞

0
e−tσ(v)dt =

∫

Td×V

σ(v)−1(v)|g(y, v)|dym(dv) 6 ‖f‖Xk+1

whereas∫ ∞

0
tk‖U0(t)f‖X0dt =

∫

Td×V

|f(y, v)|dym(dv)

∫ ∞

0
tke−tσ(v)dt

=

∫

Td×V

σ−k(v)|f(y, v)|dym(dv)

∫ ∞

0
(tσ(v))k e−tσ(v)dt

=

∫

Td×V

σ−k−1(v)|f(y, v)|dym(dv)

∫ ∞

0
τke−τdτ

where we performed the change of variable τ = t σ(v) in the last step. This gives the last
estimate. �

2.2. Decay of theDyson-Phillips iterated. We extend the decay of the semigroup (U0(t)))t>0

obtained in Lemma 2.1 to the iterates (Uk(t))t>0 for any k > 1. To do so, we first observe that

for any t > 0, U0(t) commute with any multiplication operator depending on the velocity i.e.

U0(t)(̟ f) = ̟U0(t)f

for any̟ = ̟(v) ∈ L∞(V ). Moreover, U0(t) has an exponential decay on any region in which
σ is bounded away from zero. Namely, for any δ > 0, introduce

Λδ := {v ∈ V ; σ(v) > δ}, Σδ = V \ Λδ

one has

‖U0(t)1Λδ
f‖X0 6 e−tδ‖1Λδ

f‖X0 6 e−tδ‖f‖X0 ∀f ∈ X0, t > 0.

Introducing for any δ > 0, the operator K(δ) ∈ B(X0) given by

K(δ)f(x, v) = 1Λδ
Kf(x, v) ∀f ∈ X0, (x, v) ∈ T

d × V (2.5)

as well as

K
(δ)

= K −K(δ) , (2.6)

one can check the following

Lemma 2.2. For any n ∈ {1, . . . , N0},

‖K − K(δ)‖B(X−1,X0) 6 δn‖ϑn‖∞, ∀0 6 n 6 N0. (2.7)
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Having such a property in mind, we can deduce the decay of Uk(t) as t → ∞ for any k ∈ N

resulting in

Proposition 2.3. Assume that

f ∈ XN0

then, for any n > 1, there exists Cn > 0 such that
∥∥∥∥∥

n∑

k=0

Uk(t)f

∥∥∥∥∥
X0

6 Cn

(
log t

t

)N0

‖f‖
XN0

∀t > 0. (2.8)

The proof is based on a splitting of each term Uk(t) as

Uk(t) = U
(δ)
k (t) + U

(δ)
k (t)

whereU
(δ)
k (t) is constructed as aDyson-Phillips iterated involving only the operatorK(δ) whereas

the reminder terms make appear at least once the difference K−K(δ) and, as such, can be made

small with respect to δ by virtue of Lemma 2.2. For the part involving only K(δ), we are deal-
ing with a Dyson-Phillips iterate associated with a collision frequency which is bounded away

from zero we can deduce a full exponential decay of U
(δ)
k (t) and, optimizing the parameter δ, we

deduce the algebraic decay of Uk(t). Details are given in Appendix A.

2.3. Representation formulae for remainder terms. On the basis of Proposition 2.3, one
sees that, to capture a decay of V(t)f , it is enough to focus on the decay of the reminders

Sn+1(t) := V(t)−

n∑

k=0

Uk(t), n > 0, t > 0. (2.9)

This is where the resolvent approach enters in the game since it will be convenient to observe
that such a reminder admits a useful representation formula as an inverse Laplace transform. We
recall here that, for Reλ > 0, the resolvent of A+K exists and is given by

R(λ,A +K) =

∞∑

n=0

R(λ,A) [KR(λ,A)]n (2.10)

where the series converge in operator norm.
Before such a representation, let us explain here themain important consequences of Assump-

tions 1.1–1.5 we refer to Section 3 for a complete proof.

Theorem 2.4. If K satisfies Assumptions 1.1, then there exists q ∈ N such that

{[KR(λ,A)]q ; 0 6 Reλ 6 1} ⊂ B(X0)

is collectively compact. Moreover, if K satisfies also Assumptions 1.5, there exists C0 > 0 such that
∥∥∥[R(λ,A)K]2

∥∥∥
B(X0)

+
∥∥∥[KR(λ,A)]2

∥∥∥
B(X0)

6
C0√
|λ|
, ∀λ ∈ C+ \ {0}. (2.11)

In particular, for any p > 4, there is Cp > 0 such that

sup
ε>0

∫

|η|>1
‖[R(ε+ iη,A)K]p‖

B(X0)
dη 6 Cp <∞. (2.12)
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Remark 2.5. We point here that the collective compactness properties is a consequence of Assump-

tion (1.11) and is crucial in particular for the existence of an invariant density Ψ of (V(t))t>0 in

Theorem 1.2 (we refer to [36] for details on that matter).

It is well-established that the reminderSn+1(t) of the Dyson-Phillips series here above admits
the following Laplace transform:

Sn+1(λ)f =

∫ ∞

0
exp (λt)Sn+1(t)fdt

=

∞∑

k=n

R(λ,A) [KR(λ,A)]k+1 f, ∀Reλ > 0, f ∈ X0.

(2.13)

This allows to express in a natural waySn+1(t)f as the inverse Laplace transform ofSn+1(ε+iη)
(η ∈ R, ε > 0) (see Proposition A.5 in Appendix A).

The crucial point in our analysis is then to extend the representation formula (A.13) up to the
boundary ε = 0. Of course, since 0 ∈ S(A)we cannot expect to defineR(λ,A+K) forReλ = 0
using (2.10). However, under assumption (1.8), it is possible to extend the definition ofKR(λ,A)
to λ = 0 by observing that

lim
λ→0

KR(λ,A)ϕ = M0ϕ, ϕ ∈ X0

exists with, for almost every (x, v) ∈ T
d × V ,

M0ϕ(x, v) =

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (−tσ(w))ϕ(x− tw,w)dt .

Notice indeed that, for ϕ ∈ X0, ϕ > 0,

‖M0ϕ‖0 =

∫

Td×V

dxm(dv)

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (−tσ(w))ϕ(x− tw,w)dt

=

∫

Td×V

ϕ(y,w)dym(dw)

∫ ∞

0
exp (−tσ(w)) dt

∫

V

k(v,w)m(dv)

=

∫

Td×V

ϕ(y,w)dy
1

σ(w)
m(dw)

∫

V

k(v,w)m(dv) =

∫

Td×V

ϕ(y,w)dym(dw)

(2.14)

where we used the change of variable y = x− tw in the second identity and (1.8) for the last one.
Thus, M0 is stochastic, i.e. mass-preserving on the positive cone of X0:

‖M0ϕ‖X0 = ‖ϕ‖X0 ∀ϕ ∈ X0, ϕ > 0.

In particular,

‖M0‖B(X0) = 1.

More generally, it is possible to define, for any η ∈ R

Miηf := lim
ε→0+

KR(ε + iη,A)f, f ∈ X0.

The properties of the operator Miη are the cornerstone of our analysis which, somehow, culmi-
nates with the following result :
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Theorem 2.6. Let Assumptions 1.1 and 1.5 be in force, Let f ∈ XN0 be such that

̺f =

∫

Ω×V

f(x, v)dx⊗m(dv) = 0. (2.15)

Then, the following holds:

(1) For any n > 0 the limit

lim
ε→0+

Sn(ε+ iη)f,

exists in C
N0−1
0 (R,X0). Its limit is denoted Υn(η)f .

(2) For any n > 5 · 2N0−1, the trace function

η ∈ R 7−→ Υn(η)f ∈ X0

and its derivatives of order k ∈ {0, . . . , N0 − 1} are integrable, i.e.
∫

R

∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

dη <∞ ∀k ∈ {0, . . . , N0 − 1}.

Consequently, for n > 5 · 2N0−1 − 1 and f ∈ XN0 satisfying (2.15), one has

Sn+1(t)f = lim
ℓ→∞

1

2π

∫ ℓ

−ℓ

exp (iηt)Υn+1(η)fdη =
1

2π

∫ ∞

−∞
exp (iηt)Υn+1(η)fdη, ∀t > 0

(2.16)
where the convergence holds in X0 and

Sn+1(t)f =

(
−
i

t

)N0−1 1

2π

∫ ∞

−∞
exp (iηt)

dN0−1

dηN0−1
Υn+1(η)f dη (2.17)

holds true for any t > 0 where the convergence of the integral holds in X0.

We admit this result for a little while, the whole rest of the paper being devoted to a complete
proof of this fundamental Theorem. Let us illustrate right away how to deduce our main result
from Theorem 2.6:

Proof of Theorem 1.7. Let us fix f ∈ XN0 . To prove the result, we can assume without loss of
generality that ̺f = 0. Of course, the term Θf (·) is given by

Θf (η) =
dN0−1

dηN0−1
Υn+1(η)f ∈ X0, η ∈ R

for some suitable choice of n ∈ N. Recall first that, for any n ∈ N and any t > 0

V(t)f =

∞∑

k=0

Uk(t)f =

n∑

k=0

Uk(t) + Sn+1(t)f

where, according to Proposition 2.3,
∥∥∥∥∥

n∑

k=0

Uk(t)f

∥∥∥∥∥
X0

6 Cn

(
log

1 + t

)−N0

, ∀t > 0

for some positive constant Cn depending on n and f (but not on t). Choosing now n > 2N0−1p

and using (2.17), one obtains

‖V(t)f‖
X0

6 Cn(1 + t)−N0−1 + t−N0−1Fn(t)
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where

Fn(t) =

∥∥∥∥
1

2π

∫ ∞

−∞
exp (iηt)

dN0−1

dηN0−1
Υn+1(η)fdη

∥∥∥∥
X0

is such that limt→∞Fn(t) = 0 according to Riemann-Lebesgue Theorem (recall the mapping

η 7→
dN0−1

dηN0−1
Υn+1(η)f ∈ X0 is integrable over R according to (2.17)). This proves the first part

of the result.
Let us now prove the second part of it. According to (2.11), one deduces very easily that, for

any p > 4, there is Cp > 0 such that

‖Mp

iη‖B(X0) 6 Cp |η|
− p

4 , ∀|η| > 1

from which, for R > 1,∫

|η|>R

∥∥∥Mp

iη

∥∥∥
B(X0)

dη 6
8Cp

p− 4
R− p−4

4 =: C̃(p)R−β, ∀R > 1 (2.18)

with β = p−4
4 . Since the mapping

Θf : η ∈ R 7−→
dN0−1

dηN0−1
Υn+1(η)f ∈ X0

belongs to C0(R,X0), it is uniformly continuous. This allows to define a (minimal) modulus of
continuity

ωf (s) := sup
{
‖Θf (η1)−Θf (η2)‖X0

; η1, η2 ∈ R, |η1 − η2| 6 s
}
, s > 0.

The estimate then comes from some standard reasoning about Fourier transform. Namely, intro-
ducing the Fourier transform of the (Bochner integrable) function Θf as

Θ̂f (t) =

∫

R

exp(iηt)Θf (η)dη ∈ X0, t > 0

one has then, since eiπ = −1 = exp(iπt/t), t > 0,

Θ̂f (t) = −

∫

R

exp
(
iηt+ i

π

t
t
)
Θf (η)dη = −

∫

R

exp (iyt)Θf

(
y −

π

t

)
dy

which gives, taking the mean of both the expressions of Θ̂f (t),

Θ̂f (t) =
1

2

∫

R

exp (iηt)
(
Θf (η)−Θf

(
η −

π

t

))
dη.

Consequently, if one assumes that R > 2π,
∥∥∥Θ̂f (t)

∥∥∥
X0

6
1

2

∫

|η|6R

∥∥∥Θf (η)−Θf

(
η −

π

t

)∥∥∥
X0

dη +

∫

|η|>R
2

‖Θf (η)‖X0
dη

where we used that {η ∈ R ; |η + π
t
| > R} ⊂ {η ∈ R ; |η| > R − π} ⊂ {η ∈ R ; |η| > R

2 }

since t > 1, R − π > R
2 . Therefore, using the modulus of continuity ωf and (2.18), we deduce

that
∥∥∥Θ̂f (t)

∥∥∥
X0

6 Rωf

(π
t

)
+

∫

|η|>R
2

‖Θf (η)‖X0
dη

6 Rωf

(π
t

)
+ 2βC̃(p)R−β‖f‖XN0

, ∀R > 2π, t > 1.

(2.19)
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Optimising then the parameterR, i.e. choosing

R =

(
2ββ C̃(p)‖f‖XN0

ωf

(
π
t

)
) 1

β+1

(up to work with t > t0 > 1 to ensure that R > 2π), we obtain the desired estimate since
β

β+1 = p−4

p
. �

2.4. Organization of the paper. The rest of the paper is devoted to the proof of Theorem 2.6.
More precisely, in Section 3 we deduce from Assumptions 1.1 the main collective compactness
properties and decay estimates which will play a fundamental role for the proof of Theorem 2.6.
In Section 4, we established the preliminary results about the regularity of some of the terms
appearing in the resolvent R(λ,A +K) and establish the existence of some of their limit along
the imaginary axis λ = iη, η ∈ R. In Section 5, we especially focus on the spectral properties
of Mλ and, in a particular way, on its spectral behaviour around λ = 0. We use, in a crucial
way in this part, Anselone’s collective compactness theory and the results established in Section
3. Section 6 establish the existence of the extension of R(λ,A + K) to the imaginary axis. In
Section 7, we finally provide the full proof of Theorem 2.6. The paper ends with three Appendices
containing several of the main technical aspects of the proofs. Namely, Appendix A is devoted
to the proof of Proposition 2.3, Appendix B establishes some of the technical properties of Mλ

used in Section 5 and Appendix C recalls the main aspects of Anselone’s collective compactness
theory we use in the paper.

3. Conseqences of Assumptions 1.1 and 1.5

We comment here on the main consequences of our set of Assumptions on the operator K
given in Assumptions 1.1. Namely, the following two Theorems 3.1 and 3.5 provides a complete
proof of Theorem 2.4.

3.1. A criterion for collective compactness of some power. We begin with by showing how
Assumption 1.1 is the key argument to deduce the collective compactness of some power of
KR(λ,A) in Theorem 2.4. Our scope is to prove the following

Theorem 3.1. Let us assume that K : L1(V ) → L1(V ) is a weakly compact operator and its

kernel satisfies (1.8) together with (1.11). We also assume the measure m to satisfy (1.12). Then,
there exists q ∈ N such that the family of operators

{
M

q

λ ; 0 6 Reλ 6 1
}
⊂ B(X0)

is collectively compact.

Remark 3.2. We insist here on the fact that the collective compactness provided by Theorem 3.1 is

the crucial argument in the proof of an invariant density Ψ in Theorem 1.2 as obtained in [36].

The proof of Theorem 3.1 resorts on similar results in [36] and on a suitable approximation
argument. We use here notations of Section 2.2. Namely, for any δ > 0, we recall from (2.5)

K(δ) : ϕ ∈ X0 7→ K(δ)ϕ(x, v) = 1Λδ
(v)

∫

V

k(v,w)ϕ(x,w)m(dw) ∈ X0.

It is clear that K(δ) ∈ B(X0) with K(δ)ϕ(x, v) 6 Kϕ(x, v) for any ϕ ∈ X0, ϕ > 0. One has the
following:



18 B. LODS AND M. MOKHTAR-KHARROUBI

Lemma 3.3. For any n ∈ N,

sup
Reλ>0

∥∥∥∥
[
KR(λ,A)

]n
−
[
K(δ)R(λ,A)

]n∥∥∥∥
B(X0)

6 nµδ

where

µδ = sup
w∈V

1

σ(w)

∫

Σδ

k(v,w)m(dv), Σδ = V \ Λδ = {v ∈ V ; σ(v) 6 δ}.

Proof. The proof is made by induction over n ∈ N. Observing that K − K(δ) is an integral
operator of the form

(K −K(δ))ϕ(x, v) = 1Σδ
(v)

∫

V

k(v,w)ϕ(x,w)dm(dw)

one already saw that

‖KR(λ,A) −K(δ)R(λ,A)‖B(X0) = ‖(K −K(δ))R(λ,A)‖B(X0) 6 ‖K − K(δ)‖B(X−1,X0).

Since

‖K − K(δ)‖B(X−1,X0) = sup
w∈V

1

σ(w)

∫

V

1Σδ
(v)k(v,w)m(dv) = µδ

this proves the result for n = 1. Let us assume the result to be true for some n > 1. One has

[
KR(λ,A)

]n+1

−
[
K(δ)R(λ,A)

]n+1
=
(
K −K(δ)

)
R(λ,A) [KR(λ,A)]n

+K(δ)R(λ,A)
(
[KR(λ,A)]n −

[
K(δ)R(λ,A)

]n)
.

Observing that
∥∥∥
[
K(δ)R(λ,A)

]n∥∥∥
B(X0)

6 ‖[KR(λ,A)]n‖
B(X0)

6 ‖Mn
0‖B(X0) 6 1,

for any Reλ > 0, n ∈ N, one deduces that

∥∥∥∥[KR(λ,A)]n+1 −
[
K(δ)R(λ,A)

]n+1
∥∥∥∥

B(X0)

6

∥∥∥
(
K −K(δ)

)
R(λ,A)

∥∥∥
B(X0)

+

∥∥∥∥
[
KR(λ,A)

]n
−
[
K(δ)R(λ,A)

]n∥∥∥∥
B(X0)

.

Using the induction hypothesis, one sees that
∥∥∥∥∥

[
KR(λ,A)

]n+1

−
[
K(δ)R(λ,A)

]n+1
∥∥∥∥∥

B(X0)

6 µδ + nµδ = (n+ 1)µδ

which proves the result. �

We now recall some result which is somehow proven in [36, Theorem 18] (but not stated as
below):
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Lemma 3.4. Let us assume thatK : L1(V ) → L1(V ) is aweakly compact operator and its kernel
satisfies (1.8) together with (1.11) while the measure m satisfies (1.12). There exists N large enough

(depending only on m) such that, for any δ > 0,
{[

R(λ,A)K(δ)
]N

; Reλ ∈ [0, 1]

}
⊂ B(X0)

is collectively compact

Proof. Recall the definition of the Dyson-Phillips (1.24)–(1.25). Since the measure m(dv) =
m(v)dv satisfies (1.12), one can apply [34, Theorem 13] to assert that there exists N0 ∈ N such
that Uj(t) is compact for any j > N0 and any t > 0. Let us now consider δ > 0 and recall that

Λδ = {v ∈ V ;σ(v) > δ} and K(δ) = 1Λδ
K. One observes thatR(λ,A)1Λδ

= R(λ,Aδ) where
Aδ = A1Λδ

is identified with the advection operator A on Λδ . We also define the sequence of

Dyson-Phillips iterated
(
U

(δ)
j (t)

)
j
associated to Aδ = A1Λδ

and K(δ), i.e.

U
(δ)
j (t) =

∫ t

0
U

(δ)
0 (t− s)K(δ)U

(δ)
j−1(s)ds, j > 1

and
(
U

(δ)
0 (t)

)
t>0

is the C0-semigroup in X0 generated by Aδ = A1Λδ
. One observes that

U
(δ)
j (t) 6 Uj(t), ∀t > 0, j ∈ N

Therefore, by a domination argument, U
(δ)
j (t) is weakly-compact for any j > N0 and, conse-

quently, U
(δ)
j (t) is compact for any j > N1 = 2N0 + 1 (see [32, Theorem 2.6 and Corollary 2.1,

p. 16]). It follows then that the mapping

t > 0 7→ U
(δ)
j (t) ∈ B(X0)

is continuous (in operator norm) for j > N2 = N1 + 1 (see [32, Corollary 2.2, p. 10]).
Now, observe that, on Λδ the collision frequency is bounded from below, one has

s(Aδ) < 0.

Then, since ∫ ∞

0
exp (−λt)U

(δ)
j (t)dt =

[
R(λ,Aδ)K

(δ)
]j

R(λ,Aδ)

where the integral is converging in operator norm for any Reλ > 0, we deduce that
[
R(λ,Aδ)K

(δ)
]N2+1

is compact for any Reλ > s(Aδ).

Since, for any Reλ > s(Aδ), the mapping

t > 0 7→ exp (−i t Imλ)
[
exp (−tReλ)U

(δ)
j (t)

]
dt ∈ B(X0)

is Bochner integrable, one has
[
R(λ,Aδ)K

(δ)
]j

R(λ,Aδ) =

∫ ∞

0
exp (−λt)U

(δ)
j (t)dt

is compact for j > N2 and Reλ > s(Aδ) and, by Riemann-Lebesgue Theorem,

lim
|Imλ|→∞

∥∥∥∥
∫

R

exp (−i t Imλ)
[
exp (−tReλ)U

(δ)
j (t)

]
dt

∥∥∥∥
B(X0)

= 0
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according to Riemann-Lebesgue Theorem. It follows that

lim
|Imλ|→∞

sup
Reλ∈[0,1]

∥∥∥∥
∫

R

exp (−i t Imλ)
[
exp (−tReλ)U

(δ)
j (t)

]
dt

∥∥∥∥
B(X0)

= 0.

Indeed, {
exp (− • Reλ)U

(δ)
j (•) ; Reλ ∈ [0, 1]

}

is a compact subset of L1(R+ , B(X0)) since the mapping

Reλ ∈ [0, 1] 7→ exp (− • Reλ)U
(δ)
j (•) ∈ L1(R+,B(X0))

is continuous. Thus,

lim
|Imλ|→∞

sup
Reλ∈[0,1]

∥∥∥∥
[
R(λ,Aδ)K

(δ)
]N2+1

∥∥∥∥
B(X0)

= 0, ∀δ > 0

and finally {[
R(λ,Aδ)K

(δ)
]N2+1

, 0 6 Reλ 6 1

}

is collectively compact. One gets the conclusion sinceR(λ,A)K(δ) = R(λ,Aδ)K
(δ) . �

Proof of Theorem 3.1. The previous Lemma 3.3 shows that, for any n ∈ N, [KR(λ,A)]n can be

approximated in the operator norm by
[
K(δ)R(λ,A)

]n
as δ → 0 uniformly with respect to λ in

the set
{λ ∈ C ; Reλ ∈ [0, 1]}.

Therefore, to prove Theorem 3.1, it is enough to prove that there existsm ∈ N such that, for any
fixed δ ∈ [0, 1], the set of operators

{[
K(δ)R(λ,A)

]m
; 0 6 Reλ 6 1

}
⊂ B(X0)

is collectively compact. One notices now that, for anym ∈ N,m > 2,
[
K(δ)R(λ,A)

]m
= K(δ)

[
R(λ,A)K(δ)

]m−2
R(λ,A)K(δ)R(λ,A), λ ∈ C+. (3.1)

We deduce from the previous Lemma that we can findm large enough (independent of δ) so that
{[

R(λ,A)K(δ)
]m−2

; Reλ ∈ [0, 1]

}
⊂ B(X0)

is collectively compact. Since
∣∣∣R(λ,A)K(δ)R(λ,A)ϕ

∣∣∣ 6 R(0,Aδ)M0|ϕ|

for any ϕ ∈ X0 withR(0,Aδ) and M0 both bounded. One deduces that
{
R(λ,A)K(δ)R(λ,A)ϕ ; ‖ϕ‖X0 6 1 ; 0 6 Reλ 6 1

}

is a bounded subset of X0. From the collective compactness of
{[

R(λ,Aδ)K
(δ)
]m−2

}
Reλ∈[0,1]

,

one deduces that{[
R(λ,A)K(δ)

]m−2
R(λ,A)K(δ)R(λ,A)ϕ ; ‖ϕ‖X0 6 1 ; 0 6 Reλ 6 1

}

is included in some compact of X0. This ends the proof since K
(δ) ∈ B(X0). �
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3.2. Decay of KR(λ,A)K. The scope here is to prove the following result

Theorem 3.5. If K satisfies Assumption 1.5, there exists C > 0 such that
∥∥∥[R(λ,A)K]2

∥∥∥
B(X0)

+
∥∥∥[KR(λ,A)]2

∥∥∥
B(X0)

6
C√
|λ|
, ∀λ ∈ C+, |λ| > 1. (3.2)

We will divide the proof in several lemmas which contain the crucial estimates of our analysis.
We begin with the following easy consequences of Assumption 1.5

Lemma 3.6. Let K satisfy Assumption 1.5 and introduce

K2(v,w
′, w) = k(v,w)k(w,w′)m(w), ∀v,w,w′ ∈ V 3.

Then, there exists C > 0 such that
∫

Rd

σ−1(w)dw

∫

Rd

∣∣w · ∇wK2

(
v,w′, w

)∣∣max
(
1, σ−1(v)

)
m(dv)

6 C σ(w′) , ∀w′ ∈ V,

Moreover,

|w · ∇wσ(w)| 6 C1σ(w), ∀w ∈ V.

Proof. Noticing that

w · ∇wK2

(
v,w′, w

)
=
[
k(v,w)

(
w · ∇wk(w,w

′)
)
+ k(w,w′) (w · ∇wk(v,w))

]
m(w)

+ k(v,w)k(w,w′)w · ∇wm(w) ,

it holds, for s = 0, 1,
∫

Rd

σ−1(w)dw

∫

Rd

∣∣w · ∇wK2

(
v,w′, w

)∣∣σ−s(v)m(dv)

6

∫

Rd

σ−1(w)k(w,w′)m(dw)

∫

Rd

|w · ∇wk(v,w)| σ
−s(v)m(dv)

+

∫

Rd

σ−1(w)
(
σ(w)

∣∣w · ∇wk(w,w
′)
∣∣)ϑs(w)m(dw)

+

∫

Rd

ϑs(w)k(w,w
′) |w · ∇w logm(w)|m(dw)

which results in∫

Rd

σ−1(w)dw

∫

Rd

∣∣w · ∇wK2

(
v,w′, w

)∣∣ σ−s(v)m(dv) 6 Cσ(w′)

with C = C1 + ‖ϑs‖∞ (C2 + supw |w · ∇w logm(w)|) < ∞ where we used (1.7), (1.14)–(1.13)
and the conservative assumption (1.8). For the estimate of w · ∇σ(w), one simply observes that,
due to the conservative assumption

w · ∇σ(w) =

∫

Rd

w · ∇wk(v,w)m(dv)

so that

|w · ∇wσ(w)| 6

∫

Rd

|w · ∇wk(v,w)|m(dv) 6 C1σ(w)

according to (1.14). �
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Let λ = ε+ iη, ε > 0, η ∈ R. The proof of Theorem 3.5 consists in actually estimating

‖KR(λ,A)K‖B(X−1 ,X0).

One checks easily that

KR(λ,A)K f(x, v) =

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (− (λ+ σ(w)) t) dt

∫

V

k(w,w′)f(x− tw,w′)m(dw′).

Therefore

KR(λ,A)K f(x, v) =

∫

V

m(dw′)

∫ ∞

0
exp (− (λ+ σ(w)) t) dt

∫

V

k(v,w)k(w,w′)f(x− tw,w′)m(dw) .

We split the integral over time into
∫∞
δ

+
∫ δ

0 and write accordingly

KR(λ,A)K = Uδ(λ) + U ′
δ(λ)

where, in Uδ(λ), we restrict the time integral to the set [δ,∞) and U ′
δ(λ) is defined with the time

integral over (0, δ). The estimate of ‖U ′
δ(λ)‖B(X−1,X0) is the easiest one.

Lemma 3.7. For any δ > 0 it holds

‖U ′
δ(λ)f‖Xs 6 δ ‖ϑs‖∞‖σ‖∞‖f‖X−1

for any f ∈ X−1 and any s 6 N0 (where we recall that ϑ0 ≡ 1).

Proof. By definition

U ′
δ(λ)f(x, v) =

∫

V

m(dw′)

∫ δ

0
exp (− (λ+ σ(w)) t) dt

∫

V

k(v,w)k(w,w′)f(x−tw,w′)m(dw)

for any f ∈ X−1, (x, v) ∈ T
d × V, λ ∈ C+. Thus,

‖U ′
δ(λ)f‖Xs 6

∫

Td

dx

∫

V

σ−s(v)m(dv)

∫ δ

0
dt

∫

V

m(dw)

∫

V

k(v,w)k(w,w′)|f(x− tw,w′)|m(dw′).

One easily sees, with the change of variables x 7→ y = x− tw that

‖U ′
δ(λ)f‖Xs 6

∫

Td×V

|f(y,w′)|dym(dw′)

∫ δ

0
dt

∫

V×V

σ−s(v)k(v,w)k(w,w′)m(dw)m(dv)

6 δ‖σ‖∞‖ϑs‖∞

∫

Td×V

σ(w′)|f(y,w′)|dym(dw′)

where we used that Reλ > 0, σ > 0 and∫

V×V

k(v,w)k(w,w′)σ−s(v)m(dv)m(dw′) =

∫

V

σ(w)ϑs(w)k(w,w
′)m(dw) .
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This gives the desired estimate. �

It remains to estimate ‖Uδ(λ)‖B(X−1,X0). One begins with the following representation of

Uδ(λ)

Lemma 3.8. For any f ∈ X−1, λ ∈ C+ and any (x, v) ∈ T
d × V one has

Uδ(λ)f(x, v) =

∫

[0,1]d×V

H̃λ(x− y, v, w′)f(y,w′)dym(dw′) (3.3)

where

H̃λ(z, v, w
′) =

∑

k∈Zd

∫ ∞

δ

t−d exp (−λt) exp

(
−tσ

(
z − k

t

))
×

× k

(
v,
z − k

t

)
k

(
z − k

t
, w′

)
m

(
z − k

t

)
dt, z ∈ R

d, v, w ∈ V.

Proof. By definition,

Uδ(λ)f(x, v) =

∫

V

m(dw′)

∫ ∞

δ

exp (− (λ+ σ(w)) t) dt

∫

V

k(v,w)k(w,w′)f(x− tw,w′)m(dw).

We recall that functions over Td are identified with functions defined over Rd which are [0, 1]d-
periodic. Given t > δ, one performs the change of variable

y := x− tw, dy = tddw, (3.4)

and

Uδ(λ)f(x, v) =

∫

Rd×V

f(y,w′)dym(dw′)

∫ ∞

δ

t−d exp (−λt)

1x−y
t

∈V (t) exp

(
−tσ

(
x− y

t

))
k

(
v,
x− y

t

)
k

(
x− y

t
, w′

)
m

(
x− y

t

)
dt .

Given z ∈ R
d, w′ ∈ V , we introduce the function

Hλ(z, v, w
′) =

∫ ∞

δ

t−d exp (−λt)1 z
t
∈V (t) exp

(
−tσ

(z
t

))
k

(
v,
z

t

)
k

(z
t
, w′
)
m

(z
t

)
dt

so that

Uδ(λ)f(x, v) =

∫

Rd×V

Hλ(x− y, v, w′)f(y,w′)dym(dw′).

Notice that Rd admits the following partition representation

R
d =

⋃

k∈Zd

(
k + [0, 1]d

)
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so that, using the Zd-periodicity of f(·, w′), we have

Uδ(λ)f(x, v) =
∑

k∈Zd

∫

k+[0,1]d
dy

∫

V

Hλ(x− y, v, w′)f(y,w′)m(dw′)

=
∑

k∈Zd

∫

[0,1]d×V

Hλ(x− y − k, v, w′)f(y,w′)dym(dw′)

which results in (3.3). �

With this representation, the key estimate is provided by the following

Lemma 3.9. There exists C3 > 0 (depending only on d,C1, C2, ‖σ‖∞, ‖v · ∇v logm‖∞ and

‖ϑs‖∞) such that

∫

Rd

max
(
1, σ−1(v)

)
m(dv)

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣dx 6

C3

|λ|

(
1

δ
+ 1

)
σ(w′)

for any y,w′ ∈ T
d × V , δ > 0, λ ∈ C+ \ {0}.

Proof. We begin with the following observation, valid for any u ∈ R
d, and which is obtained

thanks to a simple use of integration by parts,

∫ ∞

δ

t−d exp
(
−tσ

(u
t

))
exp (−λt)k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

)
dt

=
1

λ

∫ ∞

δ

d

dt

[
t−d exp

(
−tσ

(u
t

))
k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

)]
exp (−λt) dt

−
1

λ
t−d exp

(
−tσ

(u
t

))
k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

) ∣∣∣∣
∞

t=δ

=
1

λ

∫ ∞

δ

d

dt

[
t−d exp

(
−tσ

(u
t

))
k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

)]
exp (−λt) dt

+
1

λ
δ−d exp

(
−δσ

(u
δ

))
k

(
v,
u

δ

)
k

(u
δ
,w′
)
m

(u
δ

)
exp (−λδ)

Recalling that we introducedK2(v,w
′, w) = k(v,w)k(w,w′)m(w), for any v,w,w′ ∈ V 3, one

sees that, for v, u,w′ ∈ V 3 and t > δ, one has alors

d

dt

[
t−d exp

(
−tσ

(u
t

))
k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

)]

= t−d exp
(
−tσ

(u
t

)) [
−
d

t
− σ

(u
t

)
+
u

t
· ∇σ

(u
t

)]
K2

(
v,w′,

u

t

)

+ t−d exp
(
−tσ

(u
t

)) (
−
u

t2
· ∇3K2

(
v,w′,

u

t

))

where∇3K2(v,w
′, w) denotes the gradient with respect to the third variablew ∈ R

3. In partic-
ular

1

t
∇3K2

(
v,w′,

u

t

)
= ∇uK2

(
v,w′,

u

t

)
.
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From this, one has

∫ ∞

δ

t−d exp
(
−tσ

(u
t

))
exp (−λt)k

(
v,
u

t

)
k

(u
t
,w′
)
m

(u
t

)
dt

=
1

λ

∫ ∞

δ

t−d exp
(
−tσ

(u
t

)) [
−
d

t
− σ

(u
t

)
+
u

t
· ∇σ

(u
t

)]
K2

(
v,w′,

u

t

)
exp (−λt) dt

−
1

λ

∫ ∞

δ

t−d exp
(
−tσ

(u
t

)) u
t
· ∇uK2

(
v,w′,

u

t

)
exp (−λt) dt

+
1

λ
δ−d exp

(
−δσ

(u
δ

))
K2

(
v,w′,

u

δ

)
exp (−λδ) .

Consequently, recalling that

H̃λ(z, v, w
′) =

∑

k∈Zd

∫ ∞

δ

t−d exp

(
−tσ

(
z − k

t

))
exp (−λt)K2

(
v,w′,

z − k

t

)
dt

one deduces that

∣∣∣H̃λ(z, v, w
′)
∣∣∣ 6 1

|λ|

∫ ∞

δ

t−d exp

(
−tσ

(
z − k

t

))
K2

(
v,w′,

z − k

t

)

∣∣∣∣−
d

t
− σ

(
z − k

t

)
+
z − k

t
· ∇σ

(
z − k

t

)∣∣∣∣ dt

+
1

|λ|

∑

k∈Zd

∫ ∞

δ

t−d exp

(
−tσ

(
z − k

t

)) ∣∣∣∣
z − k

t
· ∇zK2

(
v,w′,

z − k

t

)∣∣∣∣ dt

+
1

|λ|
δ−d

∑

k∈Zd

exp

(
−δσ

(
z − k

δ

))
K2

(
v,w′,

z − k

δ

)
.

Therefore, using periodicity once again,

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣ dx 6

1

|λ|

∫ ∞

δ

t−ddt

∫

Rd

exp

(
−tσ

(
x− y

t

))

(
d

δ
+ σ

(
x− y

t

)
+

∣∣∣∣
x− y

t
· ∇σ

(
x− y

t

)∣∣∣∣
)
K2

(
v,w′,

x− y

t

)
dx

+
1

|λ|

∫ ∞

δ

t−ddt

∫

Rd

exp

(
−tσ

(
x− y

t

)) ∣∣∣∣
x− y

t
· ∇xK2

(
v,w′,

x− y

t

)∣∣∣∣dx

+
1

|λ|
δ−d

∫

Rd

exp

(
−δσ

(
x− y

δ

))
K2

(
v,w′,

x− y

δ

)
dx

Performing the backward change of variables with respect to (3.4), i.e. setting x 7→ w = x−y
t

for
the first two integrals and using that

∫ ∞

δ

exp (−tσ(w)) dt 6
1

σ(w)
, ∀w ∈ R

d,
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one deduces that

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣ dx 6

1

|λ|

∫

Rd

(
d

δ
+ σ (w) + |w · ∇σ (w)|

)
K2

(
v,w′, w

)
σ−1(w)dw

+
1

|λ|

∫

Rd

∣∣w · ∇wK2

(
v,w′, w

)∣∣ σ−1(w)dw

+
1

|λ|

∫

Rd

exp (−δσ (w))K2

(
v,w′, w

)
dw

where we performed the change of variable x 7→ w = x−y
δ

for the last integral. Integrating now

with respect to v ∈ R
d, we deduce that, for s = 0, 1,

∫

Rd

σ−s(v)m(dv)

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣ dx

6
1

|λ|

∫

Rd×Rd

(
d

δ
+ σ (w) + |w · ∇σ (w)|

)
K2

(
v,w′, w

)
σ−1(w)dwσ−s(v)m(dv)

+
1

|λ|

∫

Rd×Rd

∣∣w · ∇wK2

(
v,w′, w

)∣∣ σ−1(w)dwσ−s(v)m(dv)

+
1

|λ|

∫

Rd×Rd

exp (−δσ (w))K2

(
v,w′, w

)
dwσ−s(v)m(dv) .

Noticing that
∫

Rd

K2

(
v,w′, w

)
σ−s(v)m(dv) = σ(w)ϑs(w)k(w,w

′)m(w)

and using Lemma 3.6, we obtain that, or s = 0, 1

∫

Rd

σ−s(v)m(dv)

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣ dx

6
1

|λ|

(
d

δ
+ ‖σ‖∞ + C1‖σ‖∞

)
‖ϑs‖∞

∫

Rd

k
(
w,w′

)
m(dw)

+
C

|λ|
σ(w′) +

‖σ‖∞‖ϑs‖∞
|λ|

∫

Rd

k
(
w,w′

)
m(dw)

from which we easily derive the conclusion. �

Remark 3.10. We insist on the fact that the change of variables (3.4) (and its backward counter-

part) is the only part of our analysis in which we use the fact that m(dv) is absolutely continuous

with respect to the Lebesgue measure. We strongly believe that, at a price of additional technical

calculations, our analysis can be extended to a larger class of measures m(dv) satisfying (1.12).

We have all at hands to prove the result

Proof of Theorem 3.5. Recalling that, for any δ > 0 and any f ∈ X−1

KR(λ,A)K = Uδ(λ) + U ′
δ(λ)
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we deduce from (3.3) that, for s = 0, 1,

‖KR(λ,A)Kf‖Xs 6 ‖U ′
δ(λ)f‖Xs

+

∫

Td×V

∣∣f(y,w′)
∣∣ dym(dw′)

∫

V

σ−s(v)m(dv)

∫

[0,1]d

∣∣∣H̃λ(x− y, v, w′)
∣∣∣ dx

6 δ‖σ‖∞‖ϑs‖∞‖f‖X−1 +
C3

|λ|

(
1

δ
+ 1

)
‖f‖X−1

where we used Lemmas 3.7 and 3.9 in the second estimate. Optimizing now the parameter δ, we
deduce that

‖KR(λ,A)K‖B(X−1 ,Xs) 6 2

√
C3‖σ‖∞

|λ|
+
C3

|λ|
, ∀λ ∈ C+ \ {0}.

For s = 0, we deduce from this that there exists C4 > 0 such that, for |λ| > 1,
∥∥∥[KR(λ,A)]2

∥∥∥
B(X0)

6 ‖KR(λ,A)K‖B(X−1 ,X0)‖R(λ,A)‖B(X0 ,X−1) 6
C4√
|λ|

since supλ∈C+
‖R(λ,A)‖B(X0,X−1) 6 1.Now, with s = 1, we deduce in the sameway that there

is C5 > 0 such that
∥∥∥[R(λ,A)K]2

∥∥∥
B(X0)

6 ‖R(λ,A)‖B(X1,X0)‖KR(λ,A)K‖B(X0 ,X1) 6
C5√
|λ|

since ‖KR(λ,A)K‖B(X0 ,X1) 6 ‖σ‖∞‖KR(λ,A)K‖B(X−1 ,X1). This proves the result. �

4. Regularity and extension results

From now, we will always assume that Assumptions 1.1 and 1.5 are in force.

4.1. About the resolvent of A. We recall that under Assumption (1.9) one has

0 ∈ S(A).

More precisely, since A generates a C0-group in X0, one can prove (see [33]) that there exists
λ⋆ > 0 such that

S(A) = {λ ∈ C ; −λ⋆ 6 Reλ 6 0}. (4.1)

This shows in particular that

iη ∈ S(A) ∀η ∈ R.

Regarding the behaviour ofR(ε+ iη,A)f , one first observes that, by virtue of (4.1)

lim sup
ε→0+

‖R(ε+ iη,A)‖
B(X0)

= ∞. (4.2)

However, studying the behaviour of R(ε+ iη,A)f on the hierarchy of spaces Xk, k > 1 yields
better estimates:

Proposition 4.1. For any f ∈ X0 and ε > 0, the mapping

η ∈ R 7−→ R(ε+ iη,A)f ∈ X0

belongs to C k
0 (R,X0) for any k ∈ N.Moreover, given s ∈ R, for any f ∈ Xs+1,

lim
ε→0+

R(ε+ iη,A)f
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exists in C0(R,Xs). This limit is denoted R(iη,A)f, i.e.

lim
ε→0+

sup
η∈R

‖R(ε+ iη,A)f −R(iη,A)f‖
Xs

= 0 ∀f ∈ Xs+1. (4.3)

Proof. We begin with the first part of the Proposition. Observing that

R(ε+ iη,A)f =

∫ ∞

0
e−iηte−εtU0(t)fdt

where themapping t ∈ R 7→ e−εtU0(t)f ∈ X0 is Bochner integrable, one deduces from Riemann-
Lebesgue Theorem that the mapping η ∈ R 7→ R(ε + iη,A)f ∈ X0 belongs to C0(R,X0), in
particular

lim
|η|→∞

‖R(ε+ iη,A)f‖
X0

= 0. (4.4)

Given k ∈ N, because

dk

dηk
R(ε+ iη,A)f = (−i)k

∫ ∞

0
tke−iηte−εtU0(t)f dt

the exact same argument shows that

lim
|η|→∞

∥∥∥∥
dk

dηk
R(ε+ iη,A)f

∥∥∥∥
X0

= 0

which proves that η ∈ R 7→ R(ε+ iη,A)f belongs to C k
0 (R,X0). Let us focus now on the limit

as ε → 0+. Let f ∈ X1 be given, we deduce from Lemma 2.1 and the dominated convergence
theorem that

lim
ε→0+

R(ε+ iη,A)f = lim
ε→0+

∫ ∞

0
e−iηte−εtU0(t)fdt =

∫ ∞

0
e−iηtU0(t)fdt

exists in X0. The limit is of course denotedR(iη,A)f and one has

‖R(ε+ iη,A)f −R(iη,A)f‖
X0

6

∫ ∞

0

∣∣e−εt − 1
∣∣ ‖U0(t)f‖X0dt ∀η ∈ R, ε > 0.

Thus

lim
ε→0+

sup
η∈R

‖R(ε+ iη,A)f −R(iη,A)f‖
X0

= 0 (4.5)

still using the fact that t 7→ ‖U0(t)f‖X0 is integrable over [0,∞) and the dominated convergence
theorem. Now, given s ∈ R and f ∈ Xs+1, setting

g(x, v) = σs(v)f(x, v)

one sees that g ∈ X1 and U0(f)g(x, v) = σs(v)U0(t)f(x, v). Applying (4.5) to g, we deduce that

lim
ε→0+

sup
η∈R

‖R(ε+ iη,A)f −R(iη,A)f‖
Xs

= 0

and the result follows. �

Remark 4.2. One deduces from the above Proposition and Banach-Steinhaus Theorem [8, Theorem
2.2, p. 32] that

Cs := sup
{
‖R(ε+ iη,A)‖

B(Xs+1,Xs)
; ε ∈ (0, 1] ; η ∈ R

}
<∞ ∀s ∈ R. (4.6)

We deduce then the following
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Corollary 4.3. Given s ∈ R and I ⊂ R be a given compact interval. If

g : λ ∈ C+ 7−→ g(λ) ∈ Xs+1

is a continuous mapping such that the limit

g̃(η) := lim
ε→0+

g(ε+ iη)

exists in Xs+1 uniformly with respect to η ∈ I . Then

lim
ε→0+

R(ε+ iη,A)g(ε + iη) = R(iη,A)g̃(η)

in Xs where the convergence is uniform with respect to η ∈ I .

Proof. The proof is a simple adaptation of the one in [27, Corollary 4.14]. Details are omitted. �

Remark 4.4. If I = R, the above result still holds true under the additional assumption that

lim
|η|→∞

‖g(ε + iη)‖Xs+1 = 0 ∀ε > 0

and, in such a case, the convergence of R(ε + iη,A)g(ε + iη) towards R(iη,A)g̃(η) holds in

C0(R,Xs).

The convergence established in Prop. 4.1 extends to derivatives of R(ε+ iη,A)f

Lemma 4.5. Given k ∈ N and f ∈ Xk+1, it holds

lim
ε→0+

sup
η∈R

∥∥∥∥
dk

dηk
R(ε+ iη,A)f −

dk

dηk
R(iη,A)f

∥∥∥∥
X0

= 0.

Consequently, the mapping

η ∈ R 7−→ R(iη,A)f ∈ X0

belongs to C k
0 (R,X0).

Proof. As already established

dk

dηk
R(ε+ iη,A)f = (−i)k

∫ ∞

0
e−iηttke−εtU0(t)fdt, ε > 0

and, since

R(iη,A)f =

∫ ∞

0
e−iηtU0(t)fdt

one sees easily that, if f ∈ Xk+1,

dk

dηk
R(iη,A)f = (−i)k

∫ ∞

0
e−iηttkU0(t)fdt

is well-defined in X0 thanks to Lemma 2.1. One concludes then exactly as in Prop. 4.1. �

Remark 4.6. The above formula extends trivially to derivative of R(λ,A) with respect to λ and

one has

sup
λ∈C+

∥∥∥∥
dk

dλk
R(λ,A)f

∥∥∥∥
X0

6

∫ ∞

0
tk ‖U0(t)f‖X0

dt 6 Γ(k + 1)‖f‖Xk+1
(4.7)

thanks to (2.2).
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4.2. Definition and properties of Mλ. The above results allow us to define a bounded linear
operator

Miη ∈ B(X0)

as the strong limit of KR(ε + iη,A) as ε→ 0+, i.e.

Miηϕ := lim
ε→0+

KR(ε + iη,A)ϕ, ∀ϕ ∈ X0

where the limit is meant in X0. Indeed, recall that, for any f ∈ X0,

lim
ε→0+

sup
η∈R

‖R(ε+ iη,A)f −R(iη,A)f‖
X−1

= 0

and, since K ∈ B(X−1,X0), one deduces that

lim
ε→0

sup
η∈R

‖KR(ε + iη,A)f −Miηf‖X0
= 0, (4.8)

where

Miη = KR(iη,A) ∈ B(X0).

Remark 4.7. It is easy to check that Miη given by,

Miηf(x, v) :=

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (−t (iη + σ(w))) f(x− tw,w)dt, f ∈ X0.

In particular, one sees that

‖Miηf‖X0 6

∫

Td×V

dxm(dv)

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (−tσ(w)) |f(x− tw,w)dt

6

∫

Td×V

σ−1(w)|f(y,w)|dym(dw)

∫

V

k(v,w)m(dv)

where we used the change of variable x 7→ y = x− tw to compute the integral over Td. Using then

assumption (1.8), we obtain

‖Miη‖B(X0)
6 1.

Notice that, with straightforward computations, one has

[KR(ε+ iη,A)f −Miηf ] (x, v)

=

∫

V

k(v,w)m(dw)

∫ ∞

0
[exp (−εt)− 1] exp (− (iη + σ(w)) t) f(x− tw,w)dt (4.9)

for almost every (x, v) ∈ T
d × V and any f ∈ X0. In particular,

sup
η∈R

‖KR(ε + iη,A)f −Miηf‖X0 6

∫

Td×V

|f(y,w)|

[
1−

σ(w)

ε+ σ(w)

]
dym(dw) . (4.10)

This allows to recover (4.8) by a simple use of the dominated convergence theorem.

From the above definition, and with a slight abuse of notations, we set

Mλ := KR(λ,A), ∀Reλ > 0

so thatMiη is the strong limit of Mε+iη in X0. One actually has the following regularizing prop-
erties ofMε+iη:
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Lemma 4.8. For any k ∈ {0, . . . , N0} one has

sup
{
‖Mλ‖B(X0,Xk)

, Reλ > 0
}
6 ‖ϑk‖∞ <∞. (4.11)

Proof. Given f ∈ X0, Reλ > 0 and k > 0, one has

‖Mλf‖Xk
6 ‖M0f‖Xk

and it suffices to prove the result for M0f . One checks easily that

‖M0f‖Xk
6

∫

Td×V

|f(y,w)| dym(dw)

∫

V

k(v,w)σ−k(v)m(dv)

∫ ∞

0
exp (−σ(w)t) dt

i.e.

‖M0f‖X1 6

∫

Td×V

|f(y,w)| dy
m(dw)

σ(w)

∫

V

k(v,w)
m(dv)

σk(v)
=

∫

Td×V

ϑk(w) |f(y,w)| dym(dw)

which proves the result since ϑk ∈ L∞(V,m) as soon as k 6 N0. �

Remark 4.9. The same proof shows that, actually,

‖Mλf‖X0 6

∫

Td×V

σ(w)

Reλ+ σ(w)
|f(y,w)| dym(dw)

for any f ∈ X0, λ ∈ C+. Thefore,

‖Mλ‖B(X0) 6 sup
w

σ(w)

Reλ+ σ(w)
=

‖σ‖∞
Reλ+ ‖σ‖∞

(4.12)

since the mapping x 7→ x
Reλ+x

is increasing for Reλ > 0.

With this, one can prove that the above convergence in (4.8) extends to the stronger norm Xk

for k 6 N0 and to iterations of KR(ε+ iη,A):

Lemma 4.10. Let f ∈ X0. Then

lim
ε→0+

sup
η∈R

‖KR(ε + iη,A)f −Miηf‖Xk
= 0, ∀k 6 N0. (4.13)

Moreover, for any j ∈ N

lim
ε→0+

∥∥∥[KR(ε + iη,A)]j f −M
j
iηf
∥∥∥
Xk

= 0 (4.14)

uniformly with respect to η ∈ R for any k 6 N0.

Proof. Recalls that (4.9) gives the expression of KR(ε + iη,A)f − Miηf . In particular, for any
k ∈ R,

sup
η∈R

‖KR(ε + iη,A)f −Miηf‖Xk

6

∫

Td×V

|f(y,w)|

[
1−

σ(w)

ε+ σ(w)

](
1

σ(w)

∫

V

σ−k(v)k(v,w)m(dv)

)
dym(dw)

=

∫

Td×V

|f(y,w)|

[
1−

σ(w)

ε+ σ(w)

]
ϑk(w)dym(dw).
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Thus, for k 6 N0, since ϑk ∈ L∞(V ), we deduce that

sup
η∈R

‖KR(ε + iη,A)f −Miηf‖Xk
6 ‖ϑk‖∞

∫

Td×V

|f(y,w)|

[
1−

σ(w)

ε+ σ(w)

]
dym(dw)

(4.15)
and recover (4.13) by a simple use of the dominated convergence theorem. Let us prove now
(4.14) by induction on j ∈ N. For j = 1, the result is exactly (4.8). Assume the result to be true
for j > 1. Given f ∈ X0, set

g(ε, η) = KR(ε + iη,A)f.

Since limε→0 g(ε, η) = Miηf in C0(R,X0) then

{g(ε, η) ; η ∈ R ; ε ∈ [0, 1]}

is a compact subset of X0 We notice now that

∥∥∥[KR(ε + iη,A)]j+1 f −M
j+1
iη f

∥∥∥
Xk

6

∥∥∥[KR(ε + iη,A)]j g(ε, η) −M
j
iηg(ε, η)

∥∥∥
Xk

+ ‖ϑk‖
j
∞ ‖KR(ε + iη,A)f −Miηf‖B(X0)

.

where we used (4.11). The compactness of the family {g(ε, η) ; η ∈ R ; ε ∈ [0, 1]} ⊂ X0

together with the induction hypothesis easily gives then

lim
ε→0+

sup
η∈R

∥∥∥[KR(ε+ iη,A)]j g(ε, η) −M
j
iηg(ε, η)

∥∥∥
Xk

= 0.

This readily implies that

lim
ε→0+

sup
η∈R

∥∥∥[KR(ε + iη,A)]j+1 f −M
j+1
iη f

∥∥∥
Xk

= 0

which achieves the inductive proof. �

Remark 4.11. Notice that an easy consequence of (4.13) together with Corollary 4.3 is that

lim
ε→0

sup
η∈R

‖R(ε+ iη,A)KR(ε + iη,A)f −R(iη,A)KR(iη,A)‖
Xk−1

= 0, ∀f ∈ X0

(4.16)
and any k 6 N0.

Remark 4.12. As in Corollary 4.3, we deduce in particular that, if I ⊂ R be a given compact

interval and g : λ ∈ C+ 7−→ g(λ) ∈ X0 is a continuous mapping such that the limit

g̃(η) := lim
ε→0+

g(ε+ iη)

exists in X0 uniformly with respect to η ∈ I . Then

lim
ε→0+

sup
η∈I

‖Mε+iηg(ε+ iη)−Miη g̃(η)‖Xs
= 0 (4.17)

for any s 6 N0. As in Remark 4.4, if I = R, the limit (4.17) still holds true under the additional
assumption that

lim
|η|→∞

‖g(ε + iη)‖Xs+1 = 0 ∀ε > 0.

In such a case, one has Mε+iηg(ε+ iη) converges toMiη g̃(η) in C0(R,Xs).
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4.3. About the differentiability ofMλ. Let us now focus on the strong differentiability of the
mapping λ 7→ Mλ at λ = 0. We begin with observing that the above computations all deal with
limit of operators related toR(ε+ iη,A) for a given η (i.e. they concern limits along horizontal
lines) since this is enough for our analysis. Regarding the limiting behaviour around λ = 0,
we will need to allow a convergence in the usual sense in C. Namely, we can reformulate our
results as follows with the exact same proofs. We collect the results we will need later on in the
following

Theorem 4.13. For any s ∈ R and any f ∈ Xs+1,

lim
λ→0

λ∈C+

‖R(λ,A)f −R(0,A)f‖
Xs

= 0. (4.18)

Let f ∈ X0. Then

lim
λ→0

λ∈C+

‖KR(λ,A)f −M0f‖Xk
= 0,

lim
λ→0

λ∈C+

‖R(λ,A)KR(λ,A)f −R(0,A)M0f‖Xk−1
= 0, ∀k 6 N0, (4.19)

Moreover, for any j ∈ N

lim
λ→0

λ∈C+

∥∥∥[KR(λ,A)]j f −M
j
0f
∥∥∥
Xk

= 0 (4.20)

uniformly with respect to η ∈ R for any k 6 N0.

Proof. The proof is exactly the same as the ones derived in the previous subsection. For instance,
for f ∈ X1, one has

‖R(λ,A)f −R(0,A)f‖
X0

6

∫ ∞

0

∣∣∣e−λt − 1
∣∣∣ ‖U0(t)f‖X0dt ∀λ ∈ C+.

Then, since for any t > 0, limλ→0

∣∣e−λt − 1
∣∣ = 0, supt>0

∣∣e−λt − 1
∣∣ 6 2 for any λ ∈ C+ and

since t 7→ ‖U0(t)f‖X0 is integrable over [0,∞), we deduce from the dominated convergence
theorem that

lim
λ→0

‖R(λ,A)f −R(0,A)f‖
X0

= 0.

We conclude then to (4.18) as in the proof of (4.3). The other results are based upon the same
arguments. Details are left to the reader. �

For the first derivative of Mλ one has the following 1

Lemma 4.14. For any f ∈ X1, the limit

lim
λ→0

d

dλ
Mλf

1In all the sequel, when considering limλ→0, we will always assume that λ approaches 0 belonging to C+, i.e.

lim
λ→0

{. . .} = lim
λ→0

λ∈C+

{. . .}.
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exists in X0 and is denoted M
′
0f . Moreover, one has

∥∥M′
0f
∥∥
X0

6 ‖f‖X1 .

Proof. Given f ∈ X1, let

M′
0f(x, v) =

∫

V

k(v,w)m(dw)

∫ ∞

0
t exp (−tσ(w)) f(x− tw,w)dt, (x, v) ∈ T

d × V.

One has, with the usual change of variables x 7→ y = x− tw and since

‖M′
0f‖X0 6

∫

Td×V

|f(y,w)| dym(dw)

∫

V

k(v,w)m(dv)

∫ ∞

0
t exp (−tσ(w)) dt

=

∫

Td×V

|f(y,w)| dy
m(dw)

σ2(w)

∫

V

k(v,w)m(dv) =

∫

Td×V

|f(y,w)| dy
m(dw)

σ(w)

which proves that

‖M′
0f‖X0 6 ‖f‖X1 .

Noticing now that

d

dλ
Mλf(x, v) =

∫

V

k(v,w)m(dw)

∫ ∞

0
t exp (− (λ+ σ(w)) t) f(x− tw,w)dt

one gets that limλ→0

∥∥ d
dλMλf −M′

0f
∥∥
X0

= 0 thanks to the dominated convergence theorem.

�

We can extend this to higher power of Mλ under the sole assumption that f ∈ X1, namely

Proposition 4.15. For any n ∈ N, set

Ln(λ) = Mn
λ, ∀Reλ > 0.

Then, for any p ∈ {1, . . . , N0}, if f ∈ Xp there exists L
(p)
n (0)f ∈ Xs for any s 6 N0 such that

lim
λ→0
λ∈C+

∥∥∥∥
dp

dλp
Ln(λ)f − L(p)n (0)f

∥∥∥∥
Xs

= 0

and

sup
λ∈C+

∥∥∥L(p)n (λ)f
∥∥∥
Xs

6

∥∥∥L(p)n (0)f
∥∥∥
Xs

6 ‖ϑs‖∞Cn,p‖f‖Xp , (4.21)

where

Cn,p =
∑

|r|=p

(
p

r

) n−1∏

j=1

‖ϑrj‖∞

with r = (r1, . . . , rn) ∈ N
n is a multi-index such that |r| =

n∑

j=1

rj = p and

(
p

r

)
=

p!

r1! . . . rn!
.

The proof of this result is deferred to Appendix B.
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5. Spectral properties of Mλ along the imaginary axis

Recall that we defined

Mλ := KR(λ,A), Reλ > 0

so that

Mλϕ(x, v) =

∫

V

k(v,w)m(dw)

∫ ∞

0
exp (− (λ+ σ(w)) t)ϕ(x− tw,w)dt,

for any ϕ ∈ X0, and a.e (x, v) ∈ Ω× V.We study here more carefully the properties of Miη for
η ∈ R. We begin with the following which, as we shall see allow to prove Theorem 1.2 in the
Introduction.

Proposition 5.1. Assume that K is an irreducible operator satisfying Assumptions 1.1 and the
measure m satisfies (1.12). There exists a positive ϕ0 ∈ XN0 such that

M0 ϕ0 = ϕ0,

∫

Td×V

ϕ0(x, v) dxm(dv) = 1.

Proof. Recall that M0 is stochastic, power-compact and irreducible. Consequently, its spectral
radius rσ(M0) = 1 is an algebraically simple and isolated eigenvalue of M0 and there is a nor-
malised and positive eigenfunction ϕ0 ∈ X0 such that

M0 ϕ0 = ϕ0,

∫

Td×V

ϕ0 dxm(dv) = 1.

In particular, one can define

Ψ(x, v) =

∫ ∞

0
exp (−sσ(v))ϕ0(x− sv, v)ds, ∀(x, v) ∈ T

d × V (5.1)

and checks easily that

‖Ψ‖X−1 =

∫

V

σ(v)m(dv)

∫

Td

dx

∫ ∞

0
exp (−sσ(v)) ϕ0(x− sv, v) dt

=

∫

Td×V

ϕ0(y, v) dym(dv) = ‖ϕ0‖X0

i.e. Ψ ∈ X−1. Then, since K ∈ B(X−1,XN0), one has KΨ ∈ XN0 , i.e. M0ϕ0 ∈ XN0 . Since
ϕ0 = M0ϕ0, we deduce that ϕ0 ∈ XN0 and this proves the Proposition. �

The above Proposition as well as its proof allow to prove the existence and uniqueness of the
invariant density

Proof of Theorem 1.2. With the notations of the above proof, recall that we defineΨ through (5.1)
with Ψ ∈ X−1. Since we prove that ϕ0 ∈ XN0 one actually has that

Ψ ∈ XN0−1.

Moreover, a simple computation shows that

U0(t)Ψ(x, v) = exp (−tσ(v))

∫ ∞

0
exp (−sσ(v))ϕ0(x− (t+ s)v, v)ds

=

∫ ∞

t

exp (−sσ(v))ϕ0(x− sv, v)ds
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so that,

t−1 (U0(t)Ψ(x, v) −Ψ(x, v)) = −
1

t

∫ t

0
exp (−sσ(v))ϕ0(x− sv, v)ds

and one sees that Ψ ∈ D(A) with

AΨ = lim
t→0+

t−1 (U0(t)Ψ −Ψ) = −ϕ0

where the limit is meant in X0. Since KΨ = M0ϕ0, the identityM0ϕ0 = ϕ0 gives

(A+K)Ψ = 0

i.e. Ψ is the invariant density of (V(t))t>0. The fact that the invariant density with unit norm is

unique comes from the irreducibility of (V(t))t>0 . Notice that, then since the same result can
also be proven in the spatially homogeneous case, i.e. considering only the semigroup generated

by K, one sees that there also exists a unique invariant density Ψ̃ to K, i.e. Ψ̃ = Ψ̃(v) > 0 such

that KΨ̃ = 0. In such case of course, (A + K)Ψ̃ = 0 and, by uniqueness, Ψ = Ψ̃ which proves
that Ψ turns out to be spatially homogeneous. �

Remark 5.2. Notice that, in the above proof, the definition we gave ofΨ is somehow the expression

we would deduce from R(0,A)ϕ0 if 0 /∈ S(A). Of course, what happens here is that, because

ϕ0 ∈ X1, the expression still makes sense. This idea will be the cornerstone of our construction of

the trace ofR(λ,A) along the imaginary axis in Proposition 4.1.

Proposition 5.3. For any λ ∈ C \ {0} with Reλ > 0,

rσ(Mλ) < 1.

Proof. We already saw in (4.12) that

‖Mλ‖B(X0) 6
‖σ‖∞

Reλ+ ‖σ∞‖∞
, ∀Reλ > 0.

In particular, for Reλ > 0, rσ(Mλ) < 1. Let us focus on the case Reλ = 0. For λ = iη, one has

Miη ∈ B(X0) with |Miη| 6 M0

where |Miη| denotes the absolute value operator ofMiη (see [16]). The operatorM0 being power
compact, the same holds for |Miη| by a domination argument so that

ress(|Miη|) = 0

where ress(·) denotes the essential spectral radius. We prove that rσ(|Miη|) < 1 by contradic-
tion: assume, on the contrary, rσ(|Miη|) = 1 > ress(|Miη|) = 0, then rσ(|Miη|) is an isolated
eigenvalue of |Miη| with finite algebraic multiplicity and also an eigenvalue of the dual operator,
associated to a nonnegative eigenfunction. From the fact that |Miη| 6 M0 with |Miη| 6= M0, one
can invoke [29, Theorem 4.3] to get that

rσ(|Miη|) < rσ(M0) = 1

which is a contradiction. Therefore, rσ(|Miη|) < 1 and, since rσ(Miη) 6 rσ(|Miη|), the conclu-
sion holds true. �

Theorem 5.4. If K ∈ B(X0) satisfies Assumption 1.1 then iR ⊂ S(A+K).
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Proof. From Proposition 5.3 and Banach-Steinhaus Theorem [8, Theorem 2.2, p. 32], for any
η 6= 0,

lim sup
ε→0+

‖R(1,Mε+iη)‖B(X0)
<∞. (5.2)

Recall that, for Reλ > 0,

R(λ,A+K) = R(λ,A)+

∞∑

n=1

R(λ,A) [KR(λ,A)]n = R(λ,A)+R(λ,A)MλR(1,Mλ) . (5.3)

Now, combining (4.11) and (4.6) one has

sup
ε∈[0,1],η∈R

‖R(ε+ iη,A)Mε+iη‖B(X0)
6 C1‖ϑ1‖∞ <∞

which, thanks to (5.2), yields

lim sup
ε→0+

‖R(ε+ iη,A)Mε+iηR(1,Mε+iη)‖B(X0)
<∞.

This, together with (4.2) and (5.3) proves that, for any η ∈ R, η 6= 0, it holds

lim sup
ε→0+

‖R(ε+ iη,A+K)‖
B(X0)

= ∞,

whence iη ∈ S(A+K) for any η 6= 0. Recalling that 0 ∈ Sp(A+K)we get the conclusion. �

5.1. Spectral properties of Mλ in the vicinity of λ = 0. We recall that, being M0 stochastic
power-compact and irreducible, the spectral radius rσ(M0) = 1 is an algebraically simple and
isolated eigenvalue of M0 and there exists 0 < r < 1 such that

S(M0) \ {1} ⊂ {z ∈ C ; |z| < r}

and there is a normalised and positive eigenfunction ϕ0 such that

M0 ϕ0 = ϕ0,

∫

Td×V

ϕ0 dxm(dv) = 1. (5.4)

BecauseM0 is stochastic, the dual operatorM
⋆
0 (in L

∞(Td×V,dxm(dv))) admits the eigen-
function

ϕ⋆
0 = 1Td×V

associated to the algebraically simple eigenvalue 1 and the second part of (5.4) reads

〈ϕ0, ϕ
⋆
0〉 = 1

where 〈·, ·〉 denotes the duality production betweenX0 and its dual X
⋆
0. Notice that then, for any

n ∈ N,

S(Mn
0 ) \ {1} ⊂ {z ∈ C ; |z| < r}

with

Mn
0ϕ0 = ϕ0, ∀n ∈ N.

The spectral projection of M0 associated to the eigenvalue 1 coincide then with that associated
toMn

0 (see Theorem C.1), i.e

P(0) =
1

2iπ

∮

{|z−1|=r0}
R(z,M0)dz =

1

2iπ

∮

{|z−1|=r0}
R(z,Mn

0 )dz

where r0 > 0 is chosen so that {z ∈ C ; |z − 1| = r0} ⊂ {z ∈ C ; |z| > r}.
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We recall that Theorem 3.1 established the fact that there exists q ∈ N such that
{
M

q

λ ; 0 6 Reλ 6 1
}
⊂ B(X0)

is collectively compact. From now on, we set

Hλ = M
q

λ, 0 6 Reλ 6 1.

A first consequence of this collective compactness and the strong convergence ofMε+iη towards
Miη is the following

Lemma 5.5. For any η0 ∈ R \ {0}, there is 0 < δ < 1
2 |η0| such that, for any f ∈ X0,

lim
ε→0+

sup
|η−η0|<δ

∥∥∥∥R(1,Mε+iη)f −R(1,Miη)f

∥∥∥∥
X0

= 0.

Proof. Notice that the strong convergence

lim
ε→0

R(1,Hε+iη)f = R(1,Hiη)f

can be proven for any η ∈ R \ {0} thanks to the collective compactness assumption and [1,
Theorem 5.3 (d)]. The fact that the convergence is uniformwith respect to η and that the uniform
convergence transfers from R(1,Hε+iη) to R(1,Mε+iη) is deduced as follows. For the uniform
convergence, we closely follow the proof of [1, Theorem 5.3 (d)]. First, recall that, for any η ∈
R\{0}, rσ(Hiη) < 1 thanks to Proposition 5.3. Then, according to [1, Theorem 5.3] that, for any
η̄ ∈ R \ {0},

lim
η→η̄

‖R(1,Hiη)f −R(1,Hiη̄)f‖X0
= 0 ∀f ∈ X0 , (5.5)

due to the collective compactness of {Hiη , η ∈ R}. Let us consider η0 ∈ R \ {0} and observe

that, if 0 < δ < |η0|
2 then, η 6= 0 whenever |η − η0| < δ. According to Proposition 5.3, there is

̺ ∈ (0, 1) such that
rσ(Miη0) < ̺ < 1. (5.6)

For λ = ε+ iη,
I− Hλ = [I− (Hλ − Hiη0)R(1,Hiη0)] (I− Hiη0)

and, due to the collective compactness of {(Hλ − Hiη0)R(1,Hiη0) ; 0 < ε < 1} and the strong
convergence of Hλ to Hiη0 as λ→ iη0, we deduce from [1, Lemma 5.2] that

lim
λ→iη0

∥∥∥∥∥

[
(Hλ − Hiη0)R(1,Hiη0)

]2∥∥∥∥∥
B(X0)

= 0

and there exist ε0 > 0, δ > 0 such that
∥∥∥[(Hλ − Hiη0)R(1,Hiη0)]

2
∥∥∥

B(X0)
6

1

2
, ∀λ = ε+ iη, 0 < ε < ε0, |η − η0| < δ.

In particular, for 0 < ε < ε0, and |η−η0| < δ, I− (Hλ − Hiη0)R(1,Hiη0) is invertible and there
exists C > 0 such that

sup
06ε<ε0
|η−η0|<δ

∥∥R
(
1, (Hλ − Hiη0)R(1,Hiη0)

)∥∥
B(X0)

<∞.

This gives that, for any λ = ε+ iη with ε ∈ (0, ε0), |η − η0| < δ, I− Hλ is invertible with

R(1,Hλ) = R(1,Hiη0)R

(
1, (Hλ − Hiη0)R(1,Hiη0)

)
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with

sup
06ε<ε0
|η−η0|<δ

‖R(1,Hλ)‖B(X0)
=M <∞.

This shows that there exists R ∈ (0, 1) such that

rσ(Hλ) < R ∀λ = ε+ iη, ε ∈ (0, ε0), |η − η0| < δ.

Since rσ(Mλ) = rσ(Hλ), we deduce that

rσ(Mε+iη) < R < 1 ∀ε ∈ (0, ε0), η ∈ (η0 − δ, η0 + δ).

Then, from the identity

R(1,Hλ)−R(1,Hiη) = R(1,Hλ) (Hλ − Hiη)R(1,Hiη)

we deduce that, for any f ∈ X0

‖R(1,Hiη)f −R(1,Hλ)f‖X0 6 ‖R(1,Hλ)‖B(X0) ‖(Hλ − Hiη)R(1,Hiη)f‖X0

6M ‖(Hε+iη − Hiη)R(1,Hiη)f‖X0
.

(5.7)

Now, according to Lemma 4.10 (see Eq. (4.14)), one has

lim
ε→0

sup
η∈R

‖Hε+iηg − Hiηg‖X0 = 0 ∀g ∈ X0. (5.8)

Let now f ∈ X0. According to (5.5), the family

{g(η) = R(1,Hiη)f ; η ∈ [η0 − δ, η0 + δ]} is a relatively compact subset of X0

and we deduce then easily from (5.8) that

lim
ε→0

sup
η∈[η0−δ,η0+δ]

‖Hε+iηg(η) − Hiηg(η)‖X0
= 0.

Thanks to (5.7), we deduce that

lim
ε→0

sup
|η−η0|6δ

‖R(1,Hε+iη)f −R(1,Hiη)f‖X0
= 0, ∀f ∈ X0.

Recalling that

R(1,Mε+iη)f =

q−1∑

j=0

R(1,Hε+iη)M
j
ε+iηf ∀f ∈ X0

we deduce from the above convergence of R(1,Hε+iη) and (4.14) pointing out that all conver-
gence holds uniformly with respect to η ∈ [η0 − δ, η0 + δ]. �

Thanks to Theorem 3.1, the spectral structure of Mq
0 is inherited by both Hλ and Mλ for λ

small enough. In the sequel, for any z0 ∈ C, r > 0, the disc of center z0 and radius r > 0 is
denoted:

D(z0, r) := {z ∈ C ; |z − z0| < r}.

One has
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Theorem 5.6. For any λ ∈ C+ the spectrum ofMλ is given by

S(Mλ) = {0} ∪ {µj(λ) ; j ∈ Nλ ⊂ N}

where, Nλ is a (possibly finite) subset of N and, for each j ∈ Nλ, µj(λ) is an isolated eigenvalue of

Mλ of finite algebraic multiplicities and 0 being the only possible accumulation point of the sequence

{µj(λ)}j∈Nλ
. Moreover,

|µj(λ)| < 1 for any j ∈ Nλ, λ 6= 0.

Finally, there exist δ0 > 0 and r0 ∈ (0, 1) such that, for any |λ| 6 δ0, λ ∈ C+,

S(Mλ) ∩D(1, r0) = {µ(λ)} (5.9)

where µ(λ) is an algebraically simple eigenvalue ofMλ such that

lim
λ→0

µ(λ) = 1

and there exist an eigenfunction ϕλ of Mλ and an eigenfunction ϕ⋆
λ of (Mλ)

⋆ associated to µ(λ)
such that

〈ϕλ, ϕ
⋆
λ〉 = 1, lim

λ→0
‖ϕλ − ϕ0‖X0 = 0

and the spectral projection P(λ) associated to µ(λ) (λ ∈ C+) is given by

P(λ)ψ = 〈ψ,ϕ⋆
λ〉ϕλ, ψ ∈ X0 (5.10)

and is such that

lim
λ→0

‖P(λ)ψ − P(0)ψ‖
X0

= 0, ∀ψ ∈ X0. (5.11)

Proof. Since Hλ is compact, the structure of S(Mλ) follows. The fact that all eigenvalues have
modulus less than one comes from Proposition 5.3. This gives the first part of the Proposition.
For the second part, the collective compactness of {Hλ , 0 6 Reλ 6 1} is used in a crucial way.
Indeed, recall that

lim
λ→0

‖Hλϕ− H0ϕ‖X = 0, ∀ϕ ∈ X.

This, together with the collective compactness of the family {Hλ ; 0 6 Reλ 6 1} give the
separation of the spectrum thanks to [1, Theorem 5.3 and Proposition 6.3]. Namely, there exist
δ0, r0 small enough such that, for |λ| < δ0 small enough, the curve {z ∈ C ; |z − 1| = r0} is
separating the spectrumS(Hλ) into two disjoint parts, say

S(Hλ) = Sin(Hλ) ∪Sext(Hλ)

where Sin(Hλ) ⊂ {z ∈ C ; |z − 1| < r0} = D(1, r0) and Sext(Hλ) ⊂ {z ∈ C ; |z − 1| > r0}.
Moreover, the spectral projection of Hλ associated to Sin(Hλ), defined as,

Pq(λ) =
1

2iπ

∮

{|z−1|=r0}
R(z,Hλ)dz, (5.12)

is such that

lim
λ→0

‖Pq(λ)ϕ − Pq(0)ϕ‖X = 0 ∀ϕ ∈ X

and

dim(Range(Pq(λ))) = dim(Range(Pq(0))), |λ| < δ0,Reλ > 0.

Now, from the same consideration as those in the beginning of Section 5.1,

dim(Range(Pq(0))) = 1.
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Therefore, dim(Range(Pq(λ))) = 1 for |λ| < δ0, Reλ > 0, i.e.

Sin(Hλ) = S(Hλ) ∩D(1, r0) = {ν(λ)}

reduces to some algebraically simple eigenvalue of Hλ. From Theorem C.1 (and Remark C.2) in
Appendix C, one deduces that there exists a unique eigenvalue µ(λ) of Mλ such that

ν(λ) = µ(λ)q ,

that eigenvalue µ(λ) is simple and

Sin(Mλ) = S(Mλ) ∩D(1, r0) = {µ(λ)}, |λ| < δ0,Reλ > 0.

Notice that, clearly

lim
λ→0

µ(λ) = 1 (Reλ > 0)

while, defining

P(λ) =
1

2iπ

∮

{|z−1|=r0}
R (z,Mλ) dz, |λ| 6 δ0

one deduces again from Theorem C.1 that

P(λ) = Pq(λ) , |λ| 6 δ0.

In particular, (5.11) holds true. Setting then

ϕλ := P(λ)ϕ0, λ ∈ C+

where ϕ0 is the eigenfunction of M0 in (5.4), one sees that ϕλ converges to P(0)ϕ0 = ϕ0 6= 0
as λ → 0. Thus, ϕλ 6= 0 for λ small enough and, since µ(λ) is algebraically simple, ϕλ is an
eigenfunction ofMλ for |λ| small enough. Setting

βλ := 〈ϕλ, ϕ
⋆
0〉 6= 0

one sees that limλ→0 βλ = β0 = 〈ϕ0, ϕ
⋆
0〉 = 1 where we recall ϕ⋆

0 = 1Td×V . In particular, for
|λ| small enough, βλ 6= 0 and, setting

ϕ⋆
λ =

1

βλ
P⋆(λ)ϕ⋆

0

one checks easily that

〈ϕλ, ϕ
⋆
λ〉 = β−1

λ 〈P(λ)ϕλ, ϕ
⋆
0〉 = β−1

λ 〈ϕλ, ϕ
⋆
0〉 = 1

and, since P(λ) is of rank one, the expression (5.10) follows. �

Remark 5.7. Notice that, in full generality, it is not true thatM∗
λ converges strongly toM

∗
0 as λ→ 0

in X
∗
0. In particular, one cannot conclude that ϕ⋆

λ converges to ϕ⋆
0 in X

∗
0. However, from the strong

convergence of P(λ) to P(0) and the convergence of ϕλ to ϕ0, one deduces that

lim
λ→0

〈ψ,ϕ⋆
λ〉 = lim

λ→0
β−1
λ 〈ψ,P⋆(λ)ϕ⋆

0〉

= lim
λ→0

β−1
λ 〈P(λ)ψ,ϕ⋆

0〉 = β−1
0 〈P(0)ψ,ϕ∗

0〉 = 〈ψ,P(0)⋆ϕ⋆
0〉

so that

lim
λ→0

〈ψ,ϕ⋆
λ〉 =

∫

Td×V

ψ(x, v)dx⊗m(dv) ∀ψ ∈ X0 (5.13)

i.e. ϕ⋆
λ converges to ϕ⋆

0 = 1Td×V in the weak-∗ topology of X⋆
0 as λ→ 0.

We can upgrade the convergence in (5.11) as follows
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Corollary 5.8. Let f ∈ Xs, s 6 N0. Then

lim
λ→0

‖P(λ)f − P(0)f‖Xs = 0.

Proof. The proof is based upon the following observation: if f ∈ Xs and g(λ) = R(z,Mλ)f ∈ X0

with |z − 1| = r0, then

zg(λ) = f +Mλg(λ).

Since limλ→0 ‖g(λ) − g(0)‖X0 = 0 one has, from the regularising effect of Mλ that

lim
λ→0

‖Mλg(λ)−Mλg(0)‖Xs = 0

as soon as s 6 N0. This proves (because f ∈ Xs) that

g(λ) = z−1f + z−1Mλg(λ) ∈ Xs

and

lim
λ→0

‖g(λ)− g(0)‖
Xs

= 0

where the convergence is actually uniform with respect to z ∈ Γ = {z ∈ C ; |z−1| = r0} since
supz∈Γ |z|

−1 <∞. Equivalently

lim
λ→0

sup
z∈Γ

‖R(z,Mλ)f −R(z,M0)f‖Xs
= 0. (5.14)

Since

P(λ) =
1

2iπ

∮

Γ
R(z,Mλ)fdz, λ ∈ C+, |λ| 6 δ0

this gives the conclusion. �

From now, we define δ > 0 small enough, so that the rectangle

Cδ := {λ ∈ C ; 0 6 Reλ 6 δ , |Imλ| 6 δ} ⊂ {λ ∈ C ; |λ| < δ0} ,

where δ0 is introduced in the previous Theorem 5.6. In the sequel, the notion of differentiability
of functions h : λ ∈ Cδ 7→ h(λ) ∈ Y (where Y is a given Banach space) is the usual one but, if

Reλ = 0, we have to emphasize the fact that limits are always meant in C+
2

Lemma 5.9. For any λ ∈ Cδ , we denote with P(λ) the spectral projection associated to the simple

eigenvalue µ(λ) ofMλ as defined in Theorem 5.6. For any f ∈ X1, the mapping

λ ∈ Cδ 7−→ P(λ)f ∈ X0

is differentiable and

P′(0)f = −
1

2iπ

∮

{|z−1|=r0}
R(z,H0)H

′
0R(z,H0)fdz

where H′
0 = L

(1)
q (0) is the derivative of Hλ at λ = 0.

2This means for instance that, if λ0 ∈ Cδ with Reλ0 > 0, h is differentiable means that it is holomorphic in

a neighborhood of λ0 whereas, for λ0 = iη0, η0 ∈ R, the differentiability at λ0 of h at means that there exists

h′(λ0) ∈ Y such that

lim
λ→λ0

λ∈C+

∥

∥

∥

∥

h(λ)− h(λ0)

λ− λ0
− h

′(λ0)

∥

∥

∥

∥

Y

= 0

where ‖ · ‖Y is the norm on Y .
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Proof. Recall that, being µ(λ) a simple eigenvalue of Mλ, we deduce from Theorem C.1 that

P(λ) = Pq(λ)

where Pq(λ) is the spectral projection associated to Hλ = M
q

λ and its simple eigenvalue µq(λ).
One has then, for any f ∈ X1

P(λ)f =
1

2iπ

∮

{|z−1|=r0}
R(z,Hλ)fdz.

As soon as z /∈ S (Mλ) for any λ ∈ Cδ, one has

d

dλ
R(z,Hλ)f = −R(z,Hλ)

(
d

dλ
Hλ

)
R(z,Hλ)f,

so that

d

dλ
P(λ)f = −

1

2iπ

∮

{|z−1|=r0}
R(z,Hλ)

(
d

dλ
Hλ

)
R(z,Hλ)fdz ∀λ ∈ Cδ.

Now, since {Hλ ; 0 6 Reλ 6 1} is collectively compact and Hλ converges strongly to H0 on X0

as λ→ 0, we deduce from [1, Theorem 5.3] that

lim
λ→0

sup
|z−1|=r0

‖R(z,Hλ)g −R(z,H0)g‖X0
= 0 ∀g ∈ X0. (5.15)

Now, recall from Lemma 4.15 that

lim
λ→0

∥∥∥∥
d

dλ
Hλψ − H′

0ψ

∥∥∥∥
X0

= 0

for any ψ ∈ X1 where H
′
0 = L

(1)
q (0). Introducing

ψ(λ) = R(z,Hλ)f

which depends on z ∈ D(1, r0), one can argue as in the proof of Corollary 5.8 to deduce that

lim
λ→0

‖ψ(λ) − ψ(0)‖Xs = 0 s 6 N0

where the convergence is uniform with respect to z ∈ D(1, r0). One deduces then that

lim
λ→0

sup
|z−1|=r0

∥∥∥∥
d

dλ
HλR(z,Hλ)f − H′

0R(z,H0)f

∥∥∥∥
X0

= 0

and then, thanks to (5.15) again, we deduce that

lim
λ→0

sup
|z−1|=r0

∥∥∥∥R(z,Hλ)
d

dλ
HλR(z,Hλ)f −R(z,H0)H

′
0R(z,H0)f

∥∥∥∥
X0

= 0

which proves the differentiability in 0 of P(λ)f . The same computations also give

d

dη
P(ε+ iη) = −

1

2iπ

∮

{|z−1|=r0}
R(z,Hε+iη)

(
d

dη
Hε+iη

)
R(z,Hε+iη)dz, ∀η ∈ R \ {0}.

Using now Lemma B.2 which asserts that d
dηMε+iη converges to d

dηMiη as ε → 0+ uniformly

with respect to η, we can prove as in Lemma 4.15 that the same holds for d
dηHε+iη and one

deduces the second part of the Lemma. �

We deduce from this the differentiability of the simple eigenvalue µ(λ)
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Lemma 5.10. With the notations of Theorem 5.6, the function λ ∈ Cδ 7→ µ(λ) ∈ C is differentiable

with derivative µ′(λ) such that the limit

lim
λ→0

µ′(λ) = µ′(0)

exists with µ′(0) < 0.

Proof. Recall that we introduced in the proof of Theorem 5.6 the function ϕλ = P(λ)ϕ0 as well
as the unique eigenfunction ϕ⋆

λ ∈ X
⋆
0 of M∗

λ associated to µ(λ) and such that 〈ϕλ, ϕ
⋆
λ〉 = 1

where 〈·, ·〉 is the duality bracket between X0 and its dual X⋆
0. Since ϕ0 ∈ X1, the mapping

λ ∈ Cδ 7→ ϕλ ∈ X0 is differentiable with

d

dλ
ϕλ =

d

dλ
P(λ)ϕ0, λ ∈ C+

according to Lemma 5.9. Since

Mλϕλ = µ(λ)ϕλ,

and the mapping λ ∈ C+ 7→ Mλ ∈ B(X0) is analytic while µ(λ) is a simple eigenvalue, we

deduce from [22, Chapter II-1] that, for any λ ∈ C+, the derivative µ
′(λ) exists with

(
d

dλ
Mλ

)
ϕλ +Mλ

d

dλ
ϕλ = µ′(λ)ϕλ + µ(λ)

d

dλ
ϕλ.

Taking now the duality bracket of this identity with ϕ⋆
λ and noticing that

〈
Mλ

d

dλ
ϕλ, ϕ

⋆
λ

〉
=

〈
d

dλ
ϕλ,M

⋆
λϕ

⋆
λ

〉
= µ(λ)

〈
d

dλ
ϕλ, ϕ

⋆
λ

〉

we get that 〈(
d

dλ
Mλ

)
ϕλ, ϕ

⋆
λ

〉
= µ′(λ)〈ϕλ, ϕ

⋆
λ〉 = µ′(λ).

One sees that
∣∣∣∣
〈(

d

dλ
Mλ

)
ϕλ, ϕ

⋆
λ

〉
−
〈
M′

0ϕ0, ϕ
⋆
0

〉∣∣∣∣

6

∣∣∣∣
〈(

d

dλ
Mλ

)
(ϕλ − ϕ0) , ϕ

⋆
λ

〉∣∣∣∣+
∣∣∣∣
〈(

d

dλ
Mλ

)
ϕ0 −M′

0ϕ0, ϕ
⋆
λ

〉∣∣∣∣
+
∣∣〈M′

0ϕ0, ϕ
⋆
λ − ϕ⋆

0

〉∣∣

where the first and second terms on the right-hand side converges to zero as λ→ 0 since

lim
λ→0

‖ϕλ − ϕ0‖X1 = 0 and lim
λ→0

∥∥∥∥
(

d

dλ
Mλ

)
ϕ0 −M′

0ϕ0

∥∥∥∥
X0

= 0

(recall that ϕ0 ∈ X1) while the third term goes to zero as λ→ 0 since ϕ⋆
λ converges to ϕ⋆

0 in the
weak-⋆ topology of X⋆

0.We deduce from this that

µ′(0) = lim
λ→0

µ′(λ) = lim
λ→0

〈(
d

dλ
Mλ

)
ϕλ, ϕ

⋆
λ

〉
= 〈M′

0ϕ0, ϕ
∗
0〉.
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Therefore, using Lemma 4.15 (see in particular (B.1)) and since ϕ∗
0 = 1, we deduce that

µ′(0) =

∫

Ω×V

M′
0ϕ0(x, v)dxm(dv)

= −

∫

Ω×V

dxm(dv)

∫

V

k(v,w)m(dw)

∫ ∞

0
t exp (−σ(w)t) ϕ0 (x− tw,w) dt

= −

∫

Td×V

ϕ0(y,w)dym(dw)

∫

V

k(v,w)m(dv)

∫ ∞

0
t exp (−tσ(w)) dt

= −

∫

Td×V

ϕ0(y,w)dym(dw)

∫

V

k(v,w)σ−2(w)m(dv)

i.e.

µ′(0) = −

∫

Ω×V

ϕ0(y,w)σ
−1(w)dym(dw)

and the negativity of µ′(0) follows since ϕ0 > 0. �

We deduce from this the following fundamental result for our construction of the strong limit
of R(λ,A+K) at 0,

Proposition 5.11. Let f ∈ X1 be such that P(0)f = 0. Then,

lim
λ→0

R(1,Mλ)P(λ)f,

exists in X0 and is denoted by Φ0f . Moreover,

Φ0f = −
1

µ′(0)
P′(0)f.

Proof. Recall that, since f ∈ X1, the derivative P′(0)f is well-defined whereas, as observed,

µ′(0) 6= 0.We simply observes then that, given λ ∈ C+ \ {0},

(I−Mλ)P(λ)ϕ = (1− µ(λ))P(λ)ϕ ∀ϕ ∈ X0

which implies obviously that

R(1,Mλ)P(λ)ϕ =
1

1− µ(λ)
P(λ)ϕ, ∀ϕ ∈ X0

provided λ 6= 0 so that µ(λ) 6= 1 (and in particular 1 /∈ S(Mλ)). Then, for f ∈ X1 with
P(0)f = 0 one can write, for |λ| small enough,

R(1,Mλ)P(λ)f =
1

1− µ(λ)
(P(λ)f − P(0)f) =

λ

1− µ(λ)

(
P(λ)f − P(0)

λ

)
.

Now, because f ∈ X1,

lim
λ→0

P(λ)f − P(0)

λ
= P′(0)f

where the convergence holds in X0 while, since µ
′(0) 6= 0, limλ→0

λ
1−µ(λ) = − 1

µ′(0) which gives

the result. �
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6. The extension ofR(λ,A +K) to the imaginary axis

6.1. Existence of the boundary function for R(λ,A + K). We begin with the extension of
R(λ,A +K) far away from zero:

Lemma 6.1. Let η0 6= 0 be given. Then, there is δ > 0 (small enough) such that, for any f ∈ X1,

lim
ε→0

sup
|η−η0|6δ

∥∥∥∥R(ε+ iη,A +K)f −

[
R(iη,A)f +R(iη,A)MiηR(1,Miη)f

]∥∥∥∥
X0

= 0.

Proof. We recall that, for any f ∈ X0, Lemma 5.5 established that

lim
ε→0+

sup
|η−η0|<δ

∥∥∥∥R(1,Mε+iη)g −R(1,Miη)g

∥∥∥∥
X0

= 0

holds for any g ∈ X0. Recalling that (4.17) holds in particular for s = 1, i.e.

lim
ε→0+

sup
|η−η0|<δ

∥∥∥∥Mε+iηR(1,Mε+iη)g −MiηR(1,Miη)g

∥∥∥∥
X1

= 0, ∀g ∈ X0

we deduce from Corollary 4.3 that

lim
ε→0+

sup
|η−η0|<δ

∥∥∥∥R(ε+iη,A)Mε+iηR(1,Mε+iη)f−R(iη,A)MiηR(1,Miη)f

∥∥∥∥
X0

= 0 ∀f ∈ X0.

Combining this with (4.3) and the fact that

R(ε+ iη,A +K)f = R(ε+ iη,A)f +R(ε+ iη,A)Mε+iηR(1,Mε+iη)f

we deduce the result. �

This shows that, away from zero, it is possible to extend the resolvent ofR(λ,A+K)f along
the imaginary axis, i.e. for λ = iη. The extension for λ = 0 is much more involved and follows
the approach of [27, Section 4]. For such a case, recalling that, with the definition of P0 and P,
given f ∈ X0,

P(0)f = 0 ⇐⇒ Pf = 0 ⇐⇒ ̺f =

∫

Td×V

f(x, v)dx⊗m(dv) = 0.

We introduce then

X
0
k := {f ∈ Xk ; ̺f = 0}, k ∈ N.

which is a closed subspace of Xk. Notice that, endowed with the Xk-norm, X0
k is a Banach space.

Since the semigroup (V(t))t>0 generated by A+K is conservative:
∫

Td×V

V(t)fdx⊗m(dv) =

∫

Td×V

fdx⊗m(dv), ∀t > 0, f ∈ X0

one has ∫

Ω×V

R(λ,A +K)fdx⊗m(dv) =

∫

Ω×V

(∫ ∞

0
e−λ tV (t)fdt

)
dx⊗m(dv)

=
1

λ

∫

Ω×V

fdx⊗m(dv), ∀λ ∈ C+

and therefore the resolvent and all its iterates R(λ,A + K)k leave X
0
0 invariant (k > 0). We

deduce from Proposition 5.11 the following
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Lemma 6.2. Let f ∈ X1 with ̺f = 0, i.e. f ∈ X
0
1, then

lim
λ→0

R(λ,A+K)f,

exists in X0. We denote it by R(0)f and has

R(0)f = R(0,A)f +R(0,A)M0 [R (1,M0 (I− P(0))) f + Φ0f ]

Proof. With the previous notations, if f ∈ X1, using the fact that Mλ and P(λ) commute, one
has

R(λ,A +K)f = R(λ,A)f +R(λ,A)MλR(1,Mλ)f

= R(λ,A)f +R(λ,A)MλR(1,Mλ) (I− P(λ)) f +R(λ,A)MλR(1,Mλ)P(λ)f

= R(λ,A)f +R(λ,A)MλR (1,Mλ (I− P(λ))) f +R(λ,A)MλR(1,Mλ)P(λ)f .

(6.1)

We investigate separately the convergence of each of the last three terms. First, since f ∈ X1,

lim
λ→0

‖R(λ,A)f −R(0,A)f‖
X0

= 0.

Now, for the second term, recall that Hλ = M
q

λ. Since {Hλ (I− P(λ))}Reλ∈[0,1] is collectively

compact and strongly converges to H0(I − P(0)) as λ → 0 with rσ (H0(I− P(0))) < 1, we
deduce from the convergence of the spectrum established in [1, Theorem 5.3(a)] that, for δ > 0
small enough, there is c ∈ (0, 1) such that

rσ (Hλ (I− P(λ))) 6 c < 1, ∀λ ∈ Cδ.

Moreover, we deduce from [1, Theorem 5.3 (d)] that

lim
λ→0

‖R (1,Hλ (I− P(λ))) g −R (1,H0 (I− P(0))) g‖
X0

= 0, ∀g ∈ X0.

Arguing exactly as in the proof of Lemma 6.1, we deduce first that

lim
λ→0

‖MλR (1,Hλ (I− P(λ))) g −M0R (1,H0 (I− P(0))) g‖
X1
, ∀g ∈ X0

and then

lim
λ→0

‖R(λ,A)MλR (1,Hλ (I− P(λ))) f −R(0,A)M0R (1,H0 (I− P(0))) f‖
X0

= 0.

The convergence of the third term is dealt with in the sameway. Indeed, since f ∈ X
0
1, we deduce

from Proposition 5.11 that

lim
λ→0

‖R(1,Mλ)P(λ)f − Φ0f‖X0
= 0.

Then, as before,

lim
λ→0

‖MλR(1,Mλ)P(λ)f −M0Φ0f‖X1
= 0

and subsequently

lim
λ→0

‖R(λ,A)MλR(1,Mλ)P(λ)f −R(0,A)M0Φ0f‖X0
= 0.

We proved the convergence of the three terms in the right-hand-side of (6.1) and this shows the
result. �

We deduce from this the following which holds under Assumption 1.1 but does not resort
on (1.14)–(1.13) and the fact that m(dv) is absolutely continuous with respect to the Lebesgue
measure (see also Remark 6.4):



48 B. LODS AND M. MOKHTAR-KHARROUBI

Theorem 6.3. Let f ∈ X1 with ̺f = 0, i.e. f ∈ X
0
1, then the limit

lim
ε→0

R(ε+ iη,A +K)f,

exists in X0. We denote it by R(η)f and has

R(η)f =

{
R(iη,A)f +R(iη,A)MiηR(1,Miη)f, if η 6= 0

R(0,A)f +R(0,A)M0 [R (1,M0 (I− P(0))) f + Φ0f ] if η = 0 .

Moreover, the convergence ofR(ε+ iη,A +K)f toR(η)f is uniform with respect to η ∈ R.

Proof. The convergence of R(ε+ iη,A+K)f towards the desired limit is just the combination
of the two previous Lemmas. We only need to check the uniform convergence in the vicinity
of η = 0 and near infinity. Let us first prove that the convergence is uniform with respect to
|η| 6 δ. According to (4.17) and Corollary 4.3, we only need to prove that the convergence in X0

lim
ε→0+

R(1,Mε+iη)f = Ψ(η)

is uniform with respect to |η| < δ where

Ψ(η) =

{
R(1,Miη)f if η 6= 0

R (1,M0 (I− P(0))) f + Φ0f if η = 0.

We argue by contradiction, assuming that there exist c > 0, a sequence (εn)n ⊂ (0,∞) converg-
ing to 0 and a sequence (ηn)n ⊂ (−δ, δ) such that

‖R(1,Mεn+iηn)−Ψ(ηn)‖X0
> c > 0. (6.2)

Up to considering a subsequence, if necessary, we can assume without loss of generality that
limn ηn = η0 with |η0| 6 δ. First, one sees that then η0 = 0 since the convergence ofR(1,Mε+iη)f
to Ψ(η) is actually uniform in any neighbourhood around η0 6= 0 (see Lemma 5.5). Because
η0 = 0, defining λn := εn+ iηn, n ∈ N, the sequence (λn)n ⊂ Cδ is converging to 0. Now, from
Lemma 6.2 one has

lim
n→∞

R(1,Mλn
)f = R (1,M0 (I− P(0))) f +Φ0f

as n→ ∞. Moreover, one also has

Ψ(ηn) = R(1,Miηn)f

also converges as n → ∞ towards R (1,M0 (I− P(0))) f + Φ0f still thanks to Lemma 6.2

(recall the convergence holds for λ→ 0, λ ∈ C+ including the case of purely imaginary λ). This
contradicts (6.2). The uniform convergence in the vicinity of η = 0 together with Lemma 6.1, we
deduce that, for any η0 ∈ R, there is δ > 0 such that, for any f ∈ X

0
1,

lim
ε→0

sup
|η−η0|6δ

∥∥∥∥R(ε+ iη,A +K)f −R(η)f

∥∥∥∥
X0

= 0.

To prove that

lim
ε→0

sup
η∈R

∥∥∥∥R(ε+ iη,A +K)f −R(η)f

∥∥∥∥
X0

= 0

we only to check that there is R > 0 (large enough) such that

lim
ε→0

sup
|η|>R

∥∥∥∥R(ε+ iη,A +K)f −R(η)f

∥∥∥∥
X0

= 0.
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One observes that, for |η| > R > 0,

R(ε+ iη,A +K)f −R(η)f = [R(ε+ iη,A)f −R(iη,A)f ]

+ [R(ε+ iη,A) −R(iη,A)]MiηR(1,Miη)f

+R(ε+ iη,A) [Mε+iηR(1,Mε+iη)f −MiηR(1,Miη)f ]

where the two first terms converge to 0 as ε → 0 uniformly with respect to |η| > R according
to Eq. (4.3) in Proposition 4.1. To prove the result, we only need to prove that

lim
ε→0

sup
|η|>R

‖R(ε+ iη,A) [Mε+iηR(1,Mε+iη)f −MiηR(1,Miη)f ]‖X0
= 0

which is deduced from Remark 4.4 since one checks easily that

lim
|η|→∞

‖Mε+iηR(1,Mε+iη)f −MiηR(1,Miη)f‖X1
= 0.

This proves the convergence is uniform with respect to η ∈ R. �

Remark 6.4. For any f ∈ X
0
1, the above Theorem asserts that the resolvent of R(λ,A + K)f

admits a trace R(η)f on the boundary λ = iη, η ∈ R with η 7→ R(η)f belonging to C0(R,X0)
and, in particular, to L1

loc(R,X0). Therefore, according to Ingham’s theorem (see e.g. [17, Theorem

1.1]), we directly deduce that V(t)f → 0 as t→ ∞ for any f ∈ X
0
1 which, in turns, implies that

lim
t→∞

‖V(t)f − ̺fΨ‖X0 = 0 ∀f ∈ X1.

By a density argument, the above still holds for any f ∈ X0, providing a new non quantitative
convergence to equilibrium under the sole assumption of collective compactness in Theorem 2.4.

Notice here indeed that, up to now, we did not use the quantitative estimate (2.11) which is the only

one in our analysis which requires assumptions (1.14)–(1.13) and the fact that m(dv) is absolutely
continuous with respect to the Lebesgue measure.

Again, under additional integrability of f , one can upgrade the convergence as follows

Corollary 6.5. Let N ∈ {1, . . . , N0} and f ∈ X
0
N , then

lim
ε→0

sup
η∈R

‖R(ε+ iη,A +K)f −R(η)f‖
XN−1

= 0.

Proof. For N = 1, the result is nothing but Theorem 6.3. For N > 1, the proof is similar and
based upon the representation

R(ε+ iη,A +K)f = R(ε+ iη,A)f +R(ε+ iη,A)Mε+iηR(1,Mε+iη)f, ε > 0, η ∈ R.

First, for f ∈ Xk,

lim
ε→0

sup
η∈R

‖R(ε+ iη,A)f −R(iη,A)f‖
Xk−1

= 0.

We saw in the previous proof that

lim
ε→0

sup
η∈R

‖R(1,Mε+iη)f −Ψ(η)‖
X0

= 0

as soon as f ∈ X
0
1. According to Remark 4.12 (see Eq. (4.17)), this implies that

lim
ε→0

sup
η∈R

‖Mε+iηR(1,Mε+iη)f −MiηΨ(η)‖
XN

= 0



50 B. LODS AND M. MOKHTAR-KHARROUBI

for any N 6 N0. Then, according to Remark 4.4

lim
ε→0

sup
η∈R

‖R(ε+ iη,A)Mε+iηR(1,Mε+iη)f −R(iη,A)MiηΨ(η)‖
XN−1

= 0 (6.3)

and the result follows sinceR(iη,A)MiηΨ(η) = R(η)f −R(iη,A)f. �

6.2. Regularity of the boundary function. The previous results ensure that the extension
R(η) of R(λ,A + K) to the imaginary axis λ = iη is continuous and tends to zero at infinity,
namely,

R(·)f ∈ C0(R,Xk−1), ∀f ∈ X
0
k, k = 1, . . . , N0.

We need to extend this regularity to capture some differentiability property. The key point is the
well-known formula for the resolvent: for any k ∈ N and any ε > 0, η ∈ R,

dk

dηk
R(ε+ iη,A+K)f = (−i)kk! [R(ε+ iη,A +K)]k+1 f.

In particular, from Lemma 4.5, we also recall that, for any k ∈ N and any f ∈ Xk+1, the mapping

η ∈ R 7−→ R(iη,A)f ∈ X0

belongs to C k
0 (R,X0). To prove then that the same holds for the boundary function of R(ε +

iη,A + K)f we need to investigate iterates of the resolvent. To do so, we recall the notation
introduced in (A.13), for ε > 0, η ∈ R, n ∈ N,

Sn(ε+ iη) =

∞∑

k=n

R(ε+ iη,A)Mk
ε+iη = R(ε+ iη,A)Mn

ε+iηR(1,Mε+iη)

so that

R(ε+ iη,A +K) = R(ε+ iη,A) + S0(ε+ iη).

According to (6.3), for any j 6 N0,

lim
ε→0

sup
η∈R

‖S0(ε+ iη)g − S0(iη)g‖Xj−1
= 0, ∀g ∈ X

0
1

where

S0(iη) = R(iη,A)MiηΨ(η) =

{
R(iη,A)MiηR(1,Miη)g if η 6= 0

R(0,A)M0R (1,M0 (I− P(0))) g + Φ0g if η = 0

One has then the following

Lemma 6.6. Let N ∈ {1, . . . , N0}, for any f ∈ X
0
N and any k ∈ {1, . . . , N}, one has

lim
ε→0

sup
η∈R

∥∥∥[R(ε+ iη,A +K)]k f −R(η)kf
∥∥∥
XN−k

= 0

where R(η)kf ∈ X
0
N−k for any η ∈ R.

In particular, if f ∈ X
0
N0

then

lim
ε→0

sup
η∈R

∥∥∥[R(ε+ iη,A +K)]k f −R(η)kf
∥∥∥
XN0−k

= 0, ∀k ∈ {1, . . . , N0}
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Proof. Let N ∈ {1, . . . , N0} be given. The proof is made by induction over k ∈ {1, . . . , N}.
For k = 1, the result is exactly Corollary 6.5. Let us assume that the result is true for k ∈
{1, . . . , N − 1} and let us prove it for k + 1. As part of the induction assumption, one has

∫

Td×V

R(η)kfdxm(dv) = 0.

Observe that

[R(ε+ iη,A +K)]k+1 f = R(ε+ iη,A) [R(ε+ iη,A +K)]k f

+ S0(ε+ iη) [R(ε+ iη,A +K)]k f .

According to the induction hypothesis,

lim
ε→0

[R(ε+ iη,A +K)]k f = R(η)kf

holds in XN−k uniformly with respect to η ∈ R. Thanks to Corollary 4.3 (and sinceN − k > 1),

lim
ε→0

R(ε+ iη,A) [R(ε+ iη,A +K)]k f = R(iη,A)R(η)kf

holds in XN−k−1 = XN−(k+1) uniformly with respect to η ∈ R. Now, since R(η)kf ∈ X
0
N−k

by induction assumption, we can resume the proof of Corollary 4.3 together with (6.3) to deduce
also that

lim
ε→0

S0(ε+ iη,A) [R(ε+ iη,A +K)]k f = S0(iη)R(iη,A)R(η)kf

holds true in XN−k−1 uniformly with respect to η ∈ R. We deduce that

lim
ε→0

sup
η∈R

∥∥∥[R(ε+ iη,A +K)]k+1 f − [R(iη,A)]k+1 f − S0(iη)R(η)kf
∥∥∥
XN−k−1

= 0

which proves the result with

R(η)k+1f = [R(iη,A)]k+1 f − S0(iη)R(η)kf.

This achieves the induction and proves the Lemma. �

A fundamental consequence is

Corollary 6.7. For any f ∈ X
0
N0
, the mapping

η ∈ R 7−→ R(η)f

defined in Theorem 6.3 belongs to C
N0−1
0 (R,X0) and the convergence

lim
ε→0+

R(ε+ iη,A +K)f = R(η)f

holds in C
N0−1
0 (R,X0).

Proof. Let f ∈ X
0
N0

be fixed. Since, for any k ∈ {0, . . . , N0 − 1} and any ε > 0, η ∈ R,

dk

dηk
R(ε+ iη,A +K)f = (−i)kk! [R(ε+ iη,A +K)]k+1 f

the result follows directly from Lemma 6.6 where the derivatives of R(η)f are defined by

dk

dηk
R(iη)f = (−i)kk! [R(iη)]k+1 f

for any k ∈ {0, . . . , N0 − 1}. �
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7. The boundary function of Sn(λ)

This section is devoted to the construction of the trace along the imaginary axis, that is when
λ = iη, η ∈ R, of

Sn(λ)f = R(λ,A)Mn
λR(1,Mλ)f, λ ∈ C,Reλ > 0, n ∈ N

for a suitable class of function f . Recall that Sn(λ) has been introduced in (A.13). Of course, the
crucial observation is the alternative representation of Sn(λ)f as

Sn(λ) = R(λ,A +K)−R(λ,A)−

n−1∑

k=0

R(λ,A)Mk
λ λ ∈ C+ (7.1)

We already investigated the existence and regularity of the traces on the imaginary axis of the
first two terms in the right-hand-side of (7.1) so we just need to focus on the properties of the
finite sum

sn(λ) :=
n∑

k=0

R(λ,A)Mk
λ λ ∈ C+. (7.2)

All the above results allow to prove the regularity the finite sum sn(λ) defined by (7.2), the proof
of which is deferred to Appendix B:

Lemma 7.1. Let f ∈ XN0 be fixed. For any ε > 0, the mapping

η ∈ R 7−→ sn(ε+ iη)f ∈ X0 belongs to C
N0−1
0 (R,X0)

for any n ∈ N. Moreover,

lim
ε→0

dk

dηk
sn(ε+ iη)f k ∈ {0, . . . , N0 − 1}

exist uniformly with respect to η ∈ R. In particular, the mapping

η ∈ R 7−→ sn(iη)f := lim
ε→0

sn(ε+ iη)f ∈ X0

belongs to C
N0−1
0 (R,X0).

We have all the tools to prove the first point in Theorem 2.6

Proposition 7.2. Let f ∈ XN0 be such that

̺f =

∫

Ω×V

f(x, v)dx⊗m(dv) = 0. (7.3)

Then, for any n > 0 the limit

lim
ε→0+

Sn(ε+ iη)f,

exists in C
N0−1
0 (R,X0). Its limit is denoted Υn(η)f .

Proof. We know from Corollary 6.7 that

lim
ε→0+

R(ε+ iη,A +K)f = R(iη,A)f

holds in C
N0−1
0 (R,X0). In the same way, Lemma 4.5 shows that

lim
ε→0+

R(ε+ iη,A)f = R(iη,A)f
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holds in C
N0−1
0 (R,X0). Since one sees easily from Lemma 7.1 that

lim
ε→0+

sn(ε+ iη)f = sn(iη)f in C
N0−1
0 (R,X0)

we get the result from the representation (7.1) which asserts thatSn(ε+iη)f = R(λ,A+K)f−
R(λ,A)f − sn−1(ε+ iη)f . �

In the following, we show also that, if n is large enough, the boundary function Υn(·)f and
its derivatives are integrable which proves the second point of Theorem 2.6

Proposition 7.3. Assume that n > 5 · 2N0−1 and f ∈ X
0
N0

. Then, the derivatives of the trace

function

η ∈ R 7−→ Υn(η)f ∈ X0

are integrable, i.e.

∫

R

∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

dη <∞ ∀k ∈ {0, . . . , N0 − 1}.

Proof. Let k ∈ {0, . . . , N0−1} be given as well as f ∈ X
0
N0
. Using the continuity of

dk

dηk
Υn(η)f ,

it is clear that the mapping

η ∈ R 7→
dk

dηk
Υn(η)f

is locally integrable. It is enough then to prove that there is R > 0 such that

∫

|η|>R

∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

dη <∞ ∀k ∈ {0, . . . , N0 − 1}. (7.4)

We recall that, for any p > 4,
∫

|η|>1

∥∥∥Mp

iη

∥∥∥
B(X0)

dη <∞.

We fix p > 4 in all the rest of the proof. We recall that

Gm(λ) = [R(λ,A)K]m , ∀λ ∈ C+, m ∈ N

and we choose R > 0 large enough so that

‖Gp(iη)‖B(X0)
6

1

2
for |η| > R.

For |η| > R, we use the following representation of ΥN (η)f :

Υn(η)f = R(iη,A)Mn
iηR(1,Miη)f, |η| > R.

Writing,

R(1,Miη)f =

∞∑

j=0

M
j
iηf =

∞∑

m=0

p−1∑

r=0

M
mp+r
iη f
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we have

Υn(η)f = R(iη,A)Mn
iηR(1,Miη)f =

∞∑

m=0

p−1∑

r=0

R(iη,A) [KR(iη,A)]mp+r+n f

=
∞∑

m=0

p−1∑

r=0

[R(iη,A)K]mp+r+n R(iη,A)f

=

∞∑

m=0

p−1∑

r=0

Gmp+r+n(iη)R(iη,A)f .

Let us fix then |η| > R. Thanks to Leibniz rule

dk

dηk
Υn(η)f = (−i)k

∞∑

m=0

p−1∑

r=0

k∑

j=0

(
k

j

)
G
(j)
mp+r+n(iη)

[
dk−j

dηk−j
R(iη,A)f

]

so that

∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

6

∞∑

m=0

p−1∑

r=0

k∑

j=0

(
k

j

)∥∥∥G(j)
mp+r+n(iη)

∥∥∥
B(X0)

∥∥∥∥
dk−j

dηk−j
R(iη,A)f

∥∥∥∥
X0

6

∞∑

m=0

p−1∑

r=0

k∑

j=0

(
k

j

)
(k − j)!

∥∥∥G(j)
mp+r+n(iη)

∥∥∥
B(X0)

‖f‖Xk−j+1

where we used (4.7). Since ‖f‖Xk−j+1
6 ‖f‖XN0

, we get

∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

6 ‖f‖XN0

∞∑

m=0

p−1∑

r=0

k∑

j=0

∥∥∥G(j)
mp+r+n(iη)

∥∥∥
B(X0)

. (7.5)

We use now Lemma B.5 (see Eq. (B.6)) to estimate, givenm, r, n

∥∥∥G(j)
mp+r+n(iη)

∥∥∥
B(Xj0)

6 C̄j (mp+ r + n)j
∥∥∥∥G⌊mp+r+n−j

2j
⌋(iη)

∥∥∥∥
B(X0)

Since j 6 k and r 6 p− 1, settingCk = maxj6k C̄j , one has

∥∥∥G(j)
mp+r+n(iη)

∥∥∥
B(X0)

6 Ck ((m+ 1)p+ n)k
∥∥∥∥G⌊mp+r+n−j

2j
⌋(iη)

∥∥∥∥
B(X0)

Then, since n > 2kp+ k > 2jp+ j, one has ⌊mp+r+n−j
2j

⌋ > p+ ⌊m
2j
⌋p, i.e.

G⌊mp+r+n−j

2j
⌋(iη) = Gb(iη)Gp(iη)G⌊ m

2j
⌋p(iη)

for some b > 0, and we deduce from Lemma B.4 that
∥∥∥G(j)

mp+r+n(iη)
∥∥∥

B(X0)
6 Ck‖σ‖∞‖ϑ1‖∞‖Gp(iη)‖B(X0) ((m+ 1)p+ n)k

∥∥∥G⌊m

2j
⌋p(iη)

∥∥∥
B(X0)

6 Ck‖σ‖∞‖ϑ1‖∞‖Gp(iη)‖B(X0) ((m+ 1)p+ n)k 2
−⌊m

2j
⌋
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since G⌊m

2j
⌋p(iη) = Gp(iη)

⌊ m

2j
⌋
and we choose R > 0 such that ‖Gp(iη)‖B(X0) 6

1
2 for |η| > R.

Noticing that

∞∑

m=0

p−1∑

r=0

k∑

j=0

((m+ 1)p+ n)k 2
−⌊ m

2j
⌋
6 p(k + 1)

∞∑

m=0

((m+ 1)p+ n)k 2
−⌊ m

2k
⌋
<∞

we deduce from (7.5) that there is a positive constant αk(n) > 0 such that
∥∥∥∥
dk

dηk
Υn(η)f

∥∥∥∥
X0

6 αk(n)‖f‖XN0
‖Gp(iη)‖B(X0)

∀|η| > R. (7.6)

We deduce then (7.4) thanks to (2.12). �

We have all in hands to give the full proof of Theorem 2.6 from which, as pointed out in
Section 2, our main convergence Theorem 1.7 is deduced.

Proof of Theorem 2.6. The previous two propositions give a complete proof of points (1) and (2)

of Theorem 2.6. In turns, recalling that (see Proposition A.5 in Appendix A)

Sn+1(t)f =
exp(εt)

2π
lim
ℓ→∞

∫ ℓ

−ℓ

exp (iηt)Sn+1(ε+ iη)fdη, ∀f ∈ X0 (7.7)

for any t > 0, ε > 0, we deduce from the uniform convergence obtained in Proposition 7.2
together with the integrability condition in Proposition 7.3 that, for any f ∈ XN0 and any t > 0

lim
ε→0+

1

2π

∫ ∞

−∞
exp ((ε+ iη)t)Sn+1(ε+ iη)fdη =

1

2π

∫ ∞

−∞
exp (iηt)Υn+1(η)fdη

where the convergence occurs in X0 as soon as n + 1 > 5 · 2N0−1 thanks to the dominated
convergence theorem. This, togetherwith (A.14) shows (2.16). The proof of (2.17) is then deduced
easily afterN0−1 integration by parts, using again Proposition 7.3. This achieves the proof. �

Appendix A. Properties of the Dyson-Phillips iterated

A.1. Continuous dependence with respect to K. We begin with recalling that the Dyson-
Phillips iterated are depending continuously of K ∈ B(X0). We can be more precise here.
Namely, let us consider a sequence (Kn)n∈N of boundary operators

(Kn)n ⊂ B(X−1,X0), ‖Kn‖B(X−1,X0) 6 1, ∀n ∈ N

and introduce V0(t) = U0(t) and

Vn+1(t) =

∫ t

0
Vn(t− s)Kn+1U0(s)ds, t > 0, n ∈ N. (A.1)

Then

Proposition A.1. For any n > 1 and any t > 0, Vn(t) ∈ B(X0) with

‖Vn(t)‖B(X0)
6

n∏

j=1

‖Kj‖B(X−1,X0)
, n > 1, t > 0. (A.2)
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Proof. The proof is made by induction. Let f ∈ X−1 and t > 0 be fixed. For n = 1, one has

‖V1(t)f‖X0 =

∫ t

0
‖U0(t− s)K1U0(s)f‖X0ds 6

∫ t

0
‖K1U0(s)f‖X0ds

since U0(t) is a contraction in X0. Then, one deduces

‖V1(t)f‖X0 6 ‖K1‖B(X−1,X0)

∫ t

0
‖U0(s)f‖X−1ds.

Since U0(s) commutes with̟−1(v) = min (1, σ(v)), one has

‖U0(s)f‖X−1 =

∫

Td×V

̟−1(v)e
−sσ(v)|f(x, v)|dxm(dv)

and, since̟−1 6 σ,

∫ t

0
‖U0(s)f‖X−1ds 6

∫

Td×V

|f(x, v)|dxm(dv)

∫ t

0
σ(v)e−sσ(v)ds

=

∫

Td×V

|f(x, v)|
(
1− e−tσ(v)

)
dxm(dv) 6 ‖f‖X0

This proves (A.2) for n = 1. Assume then the result to be true for n > 1 and let us prove for
n+ 1. One has, as before,

‖Vn+1(t)f‖X0
6 sup

s∈[0,t]
‖Vn(t− s)‖B(X0)

∫ t

0
‖Kn+1U0(s)f‖X0ds

6 sup
s∈[0,t]

‖Vn(t− s)‖B(X0)‖Kn+1‖B(X−1,X0)

∫ t

0
‖U0(s)f‖X−1ds

We saw how to estimate this last integral and, with the induction hypothesis sups∈[0,t] ‖Vn(t −

s)‖B(X0) 6
∏n

j=1 ‖Kj‖B(X−1,X0), we deduce that

‖Vn+1(t)f‖X0 6

n+1∏

j=1

‖Kj‖B(X−1,X0)‖f‖X0

which proves the result. �

A.2. Decay of the iterates. We extend the decay of the semigroup (U0(t)))t>0 obtained in

Lemma 2.1 to the iterates (Uk(t))t>0. We recall that, for any δ > 0, we introduce

Λδ := {v ∈ V ; σ(v) > δ}, Σδ = V \ Λδ

and K(δ) ∈ B(X0) given by (2.5), i.e.

K(δ)f(x, v) = 1Λδ
Kf(x, v) ∀f ∈ X0, (x, v) ∈ T

d × V

We prove here Lemma 2.2 which investigate the size of ‖K − K(δ)‖B(X−1,X0).

Proof of Lemma 2.2. Introduce

K
(δ)

= K−K(δ) (A.3)

so that

K
(δ)
f(x, v) = 1Σδ

(v)Kf(x, v).
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Then, for any f ∈ X−1, one has, for any n > 0,

‖K
(δ)
f‖X0 =

∫

Td

dx

∫

Σδ

|Kf(x, v)|m(dv)

6

∫

Td

dx

∫

V

1Σδ
(v)m(dv)

∫

V

k(v,w)|f(x,w)|m(dw)

6

∫

Td×V

|f(x,w)|dxm(dw)

∫

V

1Σδ
(v)k(v,w)

σn(v)

σn(v)
m(dv)

6 δn
∫

Td×V

|f(x,w)|dxm(dw)

∫

V

σ−n(v)k(v,w)m(dv).

By definition of ϑn, we deduce that

‖K
(δ)
f‖X0 6 δn

∫

Td×V

σ(w)ϑn(w) |f(x,w)|dxm(dw)

i.e.

‖K
(δ)
f‖X0 6 δn‖ϑn‖∞

∫

Td×V

σ(w) |f(x,w)|dxm(dw) 6 δn‖ϑn‖∞ ‖f‖X−1

as soon as ϑn ∈ L∞(V ). This gives (2.7). �

Before proving the precise decay of Uk(t) for any k ∈ N, for the clarity of exposition, we give
full details for the decay of U1(t).

Lemma A.2. Let f ∈ XN0 . Then, there exists some universal constant C1 > 0 (depending only on

K, N0 but not on f ) such that

‖U1(t)f‖X0
6 C1

(
log t

t

)N0

‖f‖XN0
, ∀t > 0.

Proof. The proof is based upon the decomposition of K for small and large collision frequency.
Namely, for some δ > 0 to be determined, we use the above splitting

K = K(δ) +K
(δ)

where K(δ) is defined in (2.5) and

U1(t) = U
(δ)
1 (t) + U

(δ)
1 (t), t > 0, δ > 0

where U
(δ)
1 (t), U

(δ)
1 (t) are given by

U
(δ)
1 (t) =

∫ t

0
U0(t− s)K(δ)U0(s)ds, U

(δ)
1 (t) =

∫ t

0
U0(t− s)K

(δ)
U0(s)ds

Let now fix k > 1, f ∈ Xk, t > 0.

‖U1(t)f‖X0 6 ‖U
(δ)
1 (t)f‖X0 + ‖U

(δ)
1 (t)f‖X0 6 ‖U

(δ)
1 (t)f‖X0 + ‖K

(δ)
‖B(X−1,X0)‖f‖X0

where we used (A.2). Using now (2.7),

‖U1(t)f‖X0 6 δN0‖ϑN0‖∞‖f‖X0 + ‖U
(δ)
1 (t)f‖X0 ∀δ > 0, t > 0. (A.4)
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Let us focus then on the estimate for U
(δ)
1 (t)f . Given s ∈ [0, t], one computes easily

U0(t− s)K(δ)U0(s)f(x, v) =

1Λδ
(v)

∫

V

k(v,w) exp (−(t− s)σ(v) − sσ(w)) f(x− tv + s(v −w), w)m(dw)

so that

‖U
(δ)
1 (t)f‖X0 6

∫ t

0
ds

∫

Td×Λδ

dxm(dv)

∫

V

k(v,w) exp (−(t− s)σ(v)− sσ(w)) |f(x− tv + s(v − w), w)| m(dw)

6

∫

Td×V

|f(y,w)|m(dw)

∫ t

0
ds

∫

Λδ

k(v,w) exp (−(t− s)σ(v)− sσ(w))m(dv).

Introducing again

g(x, v) = σ(v)−kf(x, v)

and using Fubini’s Theorem, we get

‖U
(δ)
1 (t)f‖X0 6

∫

Td×V

σk(w)Θ
(δ)
1 (t, w)|g(y,w)|dym(dw) (A.5)

where

Θ
(δ)
1 (t, w) =

∫

Λδ

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)− sσ(w)) ds

=

∫

Λδ

exp (−tσ(v))k(v,w)
exp (t [σ(v) − σ(w)])− 1

σ(v)− σ(w)
m(dv)

(where we notice that, if σ(v) = σ(w) the last quotient is equal to 1). Notice that, since
exp (−(t− s)σ(v)− sσ(w)) 6 exp(−sσ(w)) for any v,w and any s ∈ [0, t] we have,

Θ
(δ)
1 (t, w) 6

∫

Λδ

k(v,w)m(dv)

∫ t

0
exp (−sσ(w)) ds 6

1

σ(w)

∫

V

k(v,w)m(dv) = 1

for any t > 0, w ∈ V.
To estimate the integral in the right-hand-side of (A.5), we estimate Θδ

1(t, w) distinguishing
between the two cases

w ∈ Λ δ
2

or w /∈ Λ δ
2
.

Assume first that w ∈ Λ δ
2
, i.e. σ(w) > δ

2 . Then, for any v ∈ V , σ(v) − σ(w) 6 σ(v) − δ
2 and,

since the mapping

u ∈ R 7−→
eu − 1

u
is nondecreasing, we get that

exp (t [σ(v)− σ(w)])− 1

σ(v)− σ(w)
6

exp
(
t
[
σ(v) − δ

2

])
− 1

σ(v)− δ
2

.

i.e.

Θ
(δ)
1 (t, w) 6

∫

Λδ

k(v,w)
exp

(
−t δ2

)
− exp (−tσ(v))

σ(v)− δ
2

m(dv), w ∈ Λ δ
2
.
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Now, for v ∈ Λδ ,

σ(v)−
δ

2
>
δ

2
and

exp
(
−t δ2

)
− exp (−tσ(v))

σ(v)− δ
2

6
2

δ
exp

(
−t
δ

2

)

from which we get

Θ
(δ)
1 (t, w) 6

2σ(w)

δ
exp

(
−
δ

2

)
, w ∈ Λ δ

2
(A.6)

where we used that
∫
Λδ

k(v,w)m(dv) 6
∫
V
k(v,w)m(dv) = σ(w). Inserting this into (A.5)

we deduce

‖U
(δ)
1 (t)f‖X0 6

2

δ
exp

(
−t
δ

2

)∫

Td×V

σk+1(w)|g(y,w)|dym(dw)

+

∫

Td×Λc
δ
2

σk(w)Θ
(δ)
1 (t, w) |g(y,w)| dym(dw).

For w /∈ Λ δ
2
, i.e. σ(w) 6 δ

2 , we simply recall thatΘ
(δ)
1 (t, w) 6 1 and of course σk(w) 6

(
δ
2

)k
so

that ∫

Td×Λc
δ
2

σk(w)Θ
(δ)
1 (t, w) |g(y,w)| dym(dw) 6

(
δ

2

)k

‖g‖X0

which, combined with the previous estimate gives

‖U
(δ)
1 (t)f‖X0 6

2

δ
exp

(
−t
δ

2

)
‖σk+1g‖X0 +

(
δ

2

)k

‖g‖X0 ∀δ > 0.

Adding this to (A.4) and with k = N0, we get

‖U1(t)f‖X0 6
2

δ
exp

(
−t
δ

2

)
‖σk+1g‖X0 +

(
δ

2

)N0

‖g‖X0 + δN0‖ϑN0‖∞‖f‖X0 , δ > 0.

Observing that

‖σk+1g‖X0 + ‖g‖X0 + ‖f‖X0 = ‖σ f‖X0 + ‖σ−kf‖X0 + ‖f‖X0 6 (1 + ‖σ‖∞) ‖f‖Xk

and there is a positive constant C > 0 such that

‖U1(t)f‖X0 6 C

(
2

δ
exp

(
−t
δ

2

)
+

(
δ

2

)N0
)
‖f‖XN0

, ∀δ > 0.

Choosing, for t > e,

δ = 2(N0 + 1)
log t

t
we deduce that there is C0 > 0 such that

‖U1(t)f‖X0 6 C

(
1

(N0 + 1)tN0 log t
+ (N0 + 1)N0

(
log t

t

)N0
)
‖f‖XN0

6 C0

(
log t

t

)N0

‖f‖XN0
, t > e

which gives the result. �

We generalise this approach to the other iterates
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Lemma A.3. Let f ∈ XN0 . For any n > 1 there exists some universal constant Cn > 0 (depending
only on K, n,N0 but not on f ) such that

‖Un(t)f‖X0
6 Cn

(
log t

t

)N0

‖f‖XN0
, ∀t > 0.

Proof. The proof uses the same ideas introduced in the proof for n = 1. Given δ > 0, we still

introduce the splitting K = K(δ) + K
(δ)

which gives, by a simple combinatorial argument that,
for n > 1, one can write

Un(t) = U (δ)
n (t) + U

(δ)
n (t)

whereU
(δ)
n (t) is constructed as aDyson-Phillips iterated involving only the operatorK(δ) whereas

the reminder term U
(δ)
n (t) is the some of 2n − 1 operators

U
(δ)
n (t) =

2n−1∑

j=1

V
(j)
n (t)

where, for any j ∈ {1, . . . , 2n − 1}, V
(j)
n (t) is defined by (A.1) for a (finite) family of operators

(K1, . . . ,Kn) where there is at least one i ∈ {1, . . . , n} such that Ki = K
(δ)

(the other ones

being indifferently K(δ) or K
(δ)

). Using Proposition A.1, and recalling that ‖K‖B(X−1,X0) 6 1
one has then

‖V (j)
n (t)‖B(X0) 6 ‖K

(δ)
‖B(X−1,X0).

Therefore ∥∥∥U (δ)
n (t)f

∥∥∥
X0

6 (2n − 1) ‖K
(δ)

‖B(X−1,X0)‖f‖X0

and

‖Un(t)f‖X0
6 ‖U (δ)

n (t)f‖X0 + C(2n − 1) δN0‖f‖X0 , t > 0, δ > 0 (A.7)

where we used (2.7) . We focus now on the expression of U
(δ)
n (t)f . From the subsequent Lemma,

we have

‖U (δ)
n (t)f‖X0 6

∫

Td×V

Θ(δ)
n (t, w) |f(y,w)|dym(dw) (A.8)

where Θ
(δ)
n (t, w) is defined by

Θ(δ)
n (t, w) =

∫

Λδ

n∏

j=1

k(vj, w)m(dv1) . . .m(dvn)

∫

∆t

n∏

j=1

exp (−(sj−1 − sj)σ(vj)) exp (−snσ(w)) ds1 . . . dsn. (A.9)

where we used the convention s0 = t and ∆t denotes the simplex

∆t =
{
(s1, . . . , sn) ∈ R

n
+ ; 0 6 sn 6 sn−1 6 . . . s1 6 t

}
.

We saw in Lemma A.2 that

Θ
(δ)
1 (s,w) 6

2σ(w)

δ
exp

(
−s

δ

2

)
for w ∈ Λ δ

2
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and Θ
(δ)
1 (s,w) 6 1 for any s > 0, w ∈ V. Let us prove a similar estimate holds true for any

n ∈ N. The fact that

Θ(δ)
n (t, w) 6 1 for any t > 0 and any w ∈ V (A.10)

is easily seen by induction since

Θ(δ)
n (t, w) =

∫

Λδ

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)) Θ

(δ)
n−1(s,w)ds.

Let now w ∈ Λ δ
2
be fixed. We estimate, for (v1, . . . , vn) ∈ Λn

δ the integral on the simplex ∆t as

in the previous Lemma starting from the integral with respect to sn. For fixed (s1, . . . , sn−1) we
have, as in Lemma A.2

G1(sn−1, vn, w) :=

∫ sn−1

0
exp (−(sn−1 − sn)σ(vn)− snσ(w)) dsn

6 exp (−sn−1σ(vn))

∫ sn−1

0
exp

(
sn

(
σ(vn)−

δ

2

))
dsn

6
1

σ(vn)−
δ
2

exp

(
−sn−1

δ

2

)
.

Since σ(vn) > δ we get σ(vn)−
δ
2 > 1

2σ(vn) and
∫ sn−1

0
exp (−(sn−1 − sn)σ(vn)− snσ(w)) dsn 6

2

σ(vn)
exp

(
−sn−1

δ

2

)
.

Now, for (s1, . . . , sn−2) given, we multiply this by exp (−(sn−2 − sn−1)σ(vn−1)) and integrate
with respect to sn−1 to get

G2(sn−2, vn−1, vn, w) :=

∫ sn−2

0
exp (−(sn−2 − sn−1)σ(vn−1))G(sn−1, vn, w)dsn−1

6
2

σ(vn)
exp (−sn−2σ(vn−1))

∫ sn−2

0
exp

(
sn−1

(
σ(vn−1)−

δ

2

))
dsn−1

6
2

σ(vn)
exp (−sn−2σ(vn−1))

exp
(
sn−2

(
σ(vn−1)−

δ
2

))
− 1

σ(vn−1)−
δ
2

and, as before,

G2(sn−2, vn−1, vn, w) 6
2

σ(vn)

2

σ(vn−1)
exp

(
−sn−2

δ

2

)

Iterating this process (recalling that s0 = t, we end upwith the following estimate for the integral
over the simplex:

∫

∆t

n∏

j=1

exp (−(sj−1 − sj)σ(vj)) exp (−snσ(w)) ds1 . . . dsn

6
2n∏n

j=1 σ(vj)
exp

(
−t
δ

2

)
∀(v1, . . . , vn) ∈ Λn

δ , w ∈ Λ δ
2
.
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Inserting this into (A.9) yields

Θ(δ)
n (t, w) 6 2n exp

(
−t
δ

2

)∫

Λδ

n∏

j=1

k(vj , w)

σ(vj)
m(dv1) . . .m(dvn)

and, using that

σ(vj) > δ whereas

∫

Λδ

k(vj, w)m(dvj) 6

∫

V

k(vj, w)m(dvj) = σ(w)

for any j ∈ {1, . . . , n} we obtain

Θ(δ)
n (t, w) 6

(
2σ(w)

δ

)n

exp

(
−t
δ

2

)
, ∀t > 0, δ > 0, w ∈ Λ δ

2
. (A.11)

Inserting this, together with (A.10), into (A.8) gives

‖U (δ)
n (t)f‖X0 6

∫

V

1Σ δ
2

|f(y,w)|dym(dw)

+

(
2

δ

)n

exp

(
−t
δ

2

)∫

V

σ(w)n|f(y,w)|dym(dw)

Introducing as before g(x, v) = σ−k(v)f(x, v), we get

‖U (δ)
n (t)f‖X0 6

(
δ

2

)k

‖g‖X0 +

(
2‖σ‖∞
δ

)n

exp

(
−t
δ

2

)
‖f‖X0

and, for k = N0, using (A.7) we end up with

‖Un(t)f‖X0 6 C(2n − 1) δN0‖f‖X0 +

(
δ

2

)N0

‖g‖X0 +

(
2‖σ‖∞
δ

)n

exp

(
−t
δ

2

)
‖f‖X0

6 C1‖f‖XN0

((
δ

2

)N0

+

(
2

δ

)n

exp

(
−t
δ

2

))
, ∀δ > 0.

where C1 depends on n, N0 and ‖σ‖∞ but not on δ. Picking now, for t > e,

δ = 2(n +N0)
log t

t

one gets easily the result as in Lemma A.2. �

We establish here the general estimate allowing the definition ofΘ
(δ)
n (t, w) that has been used

in the previous Lemma. We give a more general result which applies to general integral operator

K and not only to K(δ) . The version for K(δ) being deduced obviously by observing that the

kernel of K(δ) is 1Λδ
k(v,w).

Lemma A.4. For

Kf(x, v) =

∫

V

k(v,w)f(x,w)dw

the norm of the Dyson-Phillips iterated (Un(t))n>0 is such that

‖Un(t)f‖X0
6

∫

Td×V

Θn(t, w) |f(y,w)|dym(dw), ∀t > 0, n > 0
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for any f ∈ X0 where

Θn(t, w) =

∫

V

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)) Θn−1(s,w)ds, n > 1

and Θ0(s,w) = exp (−sσ(w)) . In particular,

Θn(t, w) =

∫

V

n∏

j=1

k(vj, w)m(dv1) . . .m(dvn)

∫

∆t

n∏

j=1

exp (−(sj−1 − sj)σ(vj)) exp (−snσ(w)) ds1 . . . dsn. (A.12)

where we used the convention s0 = t and ∆t denotes the simplex

∆t =
{
(s1, . . . , sn) ∈ R

n
+ ; 0 6 sn 6 sn−1 6 . . . s1 6 t

}
.

Proof. We prove the result by induction. For n = 0, the result is obvious. Assume the result to
be true for some n > 0. Let us fix t > 0, f ∈ X0. Then, from

Un+1(t)f =

∫ t

0
U0(t− s)KUn(s)fds

one has, introducing hn(s, x, v) = Un(s)f(x, v),

Un+1(t)f(x, v) =

∫ t

0
e−(t−s)σ(v)ds

∫

V

k(v,w)hn(s, x− (t− s)v,w)m(dw)

and, introducing the change of variable y = x− (t− s)v, we get easily

‖Un+1f‖X0 6

∫

Td×V

dym(dw)

∫ t

0
e−(t−s)σ(v)ds

∫

V

k(v,w)|hn(s, y, w)|m(dv)

6

∫

V

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)) ds

∫

Td×V

|hn(s, y, w)|dym(dw)

6

∫

V

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)) ‖Un(s)f‖X0ds

which, thanks to the induction hypothesis, gives

‖Un+1(t)f‖X0 6

∫

Td×V

|f(y,w)|dym(dw)

∫

V

k(v,w)m(dv)

∫ t

0
exp (−(t− s)σ(v)) Θn(s,w)ds

from which the desired estimate easily follows. This achieves the proof by induction. One shows
then by direct inspection that

Θn(t, w) =

∫

V

k(v1, w)m(dv1)

∫

V

k(v2, w)m(dv2) . . .

∫

V

k(vn, w)m(dvn)

∫ t

0
exp (−(t− s1)σ(v)) ds1

∫ s1

0
exp (−(s1 − s2)σ(v1)) ds2

× . . .

∫ sn

0
exp (−(sn−1 − sn)σ(vn)− snσ(w)) dsn

which gives (A.12). �
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Combining Lemmas 2.1 and A.3 one deduces easily Proposition 2.3

A.3. Inverse Laplace transform. We establish here a somehow classical result regarding the
inverse Laplace transform where we recall that Sn+1(t) has been defined in (2.9).

Proposition A.5. Under Assumption (2.12), for any n > 5 and any f ∈ X0, one has

Sn+1(t)f =
exp(εt)

2π
lim
ℓ→∞

∫ ℓ

−ℓ

exp (iηt)Sn+1(ε+ iη)fdη, ∀f ∈ X0

for any t > 0, ε > 0 where

Sn+1(λ)f :=
∞∑

k=n

R(λ,A) [KR(λ,A)]k+1 f, ∀Reλ > 0, f ∈ X0. (A.13)

Proof. The fact that the Laplace transform of Sn+1(t)f is exactly Sn(ε + iη)f is a well-known
fact and the complex Laplace inversion formula [2, Theorem 4.2.21] allows to directly deduce
that Sn+1(t)f is the Cesarò limit of the family

(∫ ℓ

−ℓ

exp (iηt)Sn+1(ε+ iη)fdη

)

ℓ

.

One has to work a little bit more to deduce that it is a classical limit. We recall that∫ ∞

0
exp (−λt)Un(t)dt = [R(λ,A)K]nR(λ,A) = R(λ,A) [KR(λ,A)]n .

With this in mind, for any n > 0 and any f ∈ X0, it holds
∫ ∞

0
exp (−λt)Sn+1(t)fdt =

∞∑

k=n

∫ ∞

0
exp (−λt)Uk+1(t)fdt

= R(λ,A)

∞∑

k=n

[KR(λ,A)]k+1 f =: Sn+1(λ)f, Reλ > 0

where we recall that, for Reλ > 0, ‖KR(λ,A)‖B(X0) < 1. Since moreover, for any f ∈ X0, the

mapping t > 0 7→ Sn+1(t)f is continuous and bounded, with Sn+1(0)f = 0, one applies the
complex Laplace inversion formula [2, Theorem 4.2.21] to deduce

Sn+1(t)f =
exp(εt)

2π
lim
L→∞

1

2L

∫ L

−L

dℓ

∫ ℓ

−ℓ

exp (iηt)Sn+1(ε+ iη)fdη, ∀f ∈ X0 (A.14)

for any t > 0, ε > 0, i.e. Sn+1(t)f is the Cesarò limit of the family
(∫ ℓ

−ℓ

exp (iηt)Sn+1(ε+ iη)fdη

)

ℓ

.

Let us prove it is actually a classical limit. Fix ε > 0 and f ∈ X0. Recalling the notation,

Mλ := KR(λ,A), Reλ > 0,

one has, for any Reλ > 0

Sn+1(λ) = R(λ,A)

∞∑

k=n

Mk+1
λ = R(λ,A)Mn+1

λ R(1,Mλ)



COLLISIONAL KINETIC EQUATION 65

where we notice that, for λ = ε+ iη,

‖R(1,Mε+iη)‖B(X0)
6 ‖R(1,Mε)‖B(X0) <∞ .

Since supη ‖R(ε + iη,A)‖B(X0) 6
1
ε
, we deduce that there exists Cε > 0 such that

‖Sn+1(ε+ iη)‖
B(X0)

6 Cε

∥∥∥Mn+1
ε+iη

∥∥∥
B(X0)

, ∀η ∈ R.

For n + 1 > p, one has
∥∥∥Mn+1

ε+iη

∥∥∥
B(XX0)

6

∥∥∥Mp

ε+iη

∥∥∥
B(X0)

, we deduce from (2.12) that there is

Mε > 0 such that

∫ ∞

−∞
‖Sn+1(ε+ iη)‖

B(X0)
dη 6Mε, ∀ε > 0.

This of course implies that

∫ ∞

−∞
‖exp ((ε+ iη)t)Sn+1(ε+ iη)‖

B(X0)
dη 6Mε exp(εt), ∀ε > 0.

In particular, for any f ∈ X0, the limit

lim
ℓ→∞

1

2π

∫ ℓ

−ℓ

exp ((ε+ iη)t)Sn+1(ε+ iη)fdη

exists in X0. Since its Cesarò limit is Sn+1(t)f , we deduce the result. �

Appendix B. Properties of the operator Mλ

We collect in this Appendix some technical results regarding the properties of Mλ.

B.1. Proof of Proposition 4.15. We given in this section the full proof of Proposition 4.15
which regards the norm of derivatives of

Ln(λ) = Mn
λ = [KR(λ,A)]n , ∀λ ∈ C+, n ∈ N.

We focus first one the convergence inX0. One checks easily by induction that, for any f ∈ X0

and any n > 1,

Ln(λ)f(x, v) =

∫

V n

k(v,w1)k(w,w2) . . . k(wn−1, wn)m(dw1) . . .m(dwn)

∫ ∞

0
exp (−σ(w1)t) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)×

× exp


−λ

n∑

j=1

tj


 f


x−

n∑

j=1

tjwj , wn


 dtn,
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for any (x, v) ∈ T
d × V, λ ∈ C+ It is clear then that, for any f ∈ Xp

dp

dλp
Ln(λ)f(x, v) = (−1)p

∫

V n−1

k(v,w1)k(w,w2) . . . k(wn−1, wn)m(dw1) . . .m(dwn)

∫ ∞

0
exp (−σ(w1)t) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)×

×




n∑

j=1

tj




p

exp


−λ

n∑

j=1

tj


 f


x−

n∑

j=1

tjwj , wn


 dtn.

Set then, for any f ∈ Xp and any (x, v) ∈ T
d × V ,

L(p)n (0)f(x, v) = (−1)p
∫

V n−1

k(v,w1)k(w,w2) . . . k(wn−1, wn)m(dw1) . . .m(dwn)

∫ ∞

0
exp (−σ(w1)t) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)×

×




n∑

j=1

tj




p

f


x−

n∑

j=1

tjwj , wn


 dtn. (B.1)

As before, one observes thanks to the change of variable x 7→ y = x−
∑n

j=1 tjwj that
∥∥∥L(p)n (0)f

∥∥∥
X0

6

∫

Td×V

|f(y,wn)|Θn,p(wn)dym(dwn) (B.2)

where

Θn,p(wn) =

∫

V n

k(v,w1) . . . k(wn−1, wn)m(dwn−1) . . .m(dw1)m(dv)×

×

∫ ∞

0
exp (−σ(w1)t1) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)




n∑

j=1

tj




p

dtn .

We recall the multinomial formula


n∑

j=1

tj




p

=
∑

|r|=p

(
p

r

) n∏

j=1

t
rj
j ,

where r = (r1, . . . , rn) ∈ N
n is a multi-index with |r| =

∑n
i=1 ri = p and

(
p
r

)
= p!

r1!... rn!
.With

this, one easily sees that

∫ ∞

0
exp (−σ(w1)t1)dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)




n∑

j=1

tj




p

dtn

=
∑

|r|=p

(
p

r

)∫

[0,∞)n

n∏

j=1

t
rj
j exp (−σ(wj)tj) dt1 . . . dtn

=
∑

|r|=p

(
p

r

) n∏

j=1

(
1

σ(wj)

)rj+1

.



COLLISIONAL KINETIC EQUATION 67

Therefore

Θn,p(wn) =
∑

|r|=p

(
p

r

)∫

V n

n∏

j=1

(
1

σ(wj)

)rj+1

k(wj−1, wj)m(dwn−1) . . .m(dw1)m(dw0) .

Let r ∈ N
n with |r| = p be given. One sees that

∫

V n

n∏

j=1

(
1

σ(wj)

)rj+1

k(wj−1, wj)m(dwn−1) . . .m(dw1)m(dw0)

= σ(wn)
−rn−1

∫

V

k(w0, w1)m(dw1)

∫

V

k(w1, w2)σ(w1)
−r1−1

m(dw1)

∫

V

k(w1, w2)σ(w2)
−r2−1

m(dw2) . . .

∫

V

k(wn−1, wn)σ(wn−1)
−rn−1−1

m(dwn−1).

Using the definition of ϑs in (1.7), one has, since rj 6 p 6 N0,

∫

V

k(w0, w1)m(dw1)

∫

V

k(w1, w2)σ(w1)
−r1−1

m(dw1)

=

∫

V

k(w1, w2)σ(w1)
−r1m(dw1) = σ(w2)ϑr1(w2) 6 ‖ϑr1‖∞σ(w2).

Computing then the integral with respect to m(dw2) and then to m(dwj) for increasing j ∈
{2, . . . , n− 1}, one easily checks that
∫

V

k(w0, w1)m(dw1)

∫

V

k(w1, w2)σ(w1)
−r1−1

m(dw1)

∫

V

k(w1, w2)σ(w2)
−r2−1

m(dw2) . . .

∫

V

k(wn−1, wn)σ(wn−1)
−rn−1−1

m(dwn−1)

6 ‖ϑr1‖∞‖ϑr2‖∞ . . . ‖ϑrn−2‖∞

∫

V

k(wn−1, wn)σ(wn−1)
−rn−1m(dwn−1)

6 ‖ϑr1‖∞‖ϑr2‖∞ . . . ‖ϑrn−1‖∞σ(wn).

Therefore,

Θn,p(wn) 6
∑

|r|=p

(
p

r

)
σ(wn)

−rn

n−1∏

j=1

‖ϑrj‖∞

and

∥∥∥L(p)n (0)f
∥∥∥
X0

6
∑

|r|=p

(
p

r

) n−1∏

j=1

‖ϑrj‖∞

∫

Td×V

|f(y,wn)|σ(wn)
−rndym(dwn).

This proves that ∥∥∥L(p)n (0)f
∥∥∥
X0

6 Cn,p‖f‖Xp

with

Cn,p =
∑

|r|=p

(
p

r

) n−1∏

j=1

‖ϑrj‖∞.
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As in the proof of the previous Lemma, this allows to prove by a simple use of the dominant
convergence theorem that

lim
λ→0
λ∈C+

∥∥∥∥
dp

dλp
Ln(λ)f − L(p)n (0)f

∥∥∥∥
X0

= 0

for any f ∈ Xp. This proves the convergence in X0. To deal with the convergence in Xs, one
simply notices from the above proof that

∥∥∥L(p)n (0)f
∥∥∥
Xs

6

∫

Td×V

|f(y,wn)|Θ̃n,p,s(wn)dym(dwn)

with now

Θ̃n,p,s(wn) =

∫

V n

σ(w0)
−s

k(w0, w1) . . .k(wn−1, wn)m(dwn−1) . . .m(dw1)m(dw0)×

×

∫ ∞

0
exp (−σ(w1)t1) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)




n∑

j=1

tj




p

dtn .

The only difference between Θ̃n,p,s(wn) and Θn,p(wn) lies in the additional weight σ(w0)
−s in

the first integral. But, since
∫

V

k(w0, w1)σ(w0)
−s

m(dw0) 6 σ(w1)‖ϑs‖∞ = ‖ϑs‖∞

∫

V

k(w0, w1)m(dw0)

one sees from the above proof that
∣∣∣Θ̃n,p,s(wn)

∣∣∣ 6 ‖ϑs‖∞Θn,p(wn).This gives (4.21) and achieves

the proof of Proposition 4.15.

Remark B.1. Notice that the above computations actually apply to the case without derivatives
(corresponding of course to p = 0) and, from (B.2), one sees then that, for any N > 1,

sup
λ∈C+

‖Ln(λ)f‖Xs
6 ‖Ln(0)f‖X1 6

∫

Td×V

|f(y,wn)|Θn,0,s(wn)dym(dwn)

where now

Θn,0,s(wn) =

∫

V n

k(v,w1) . . . k(wn−1, wn)m(dwn−1) . . .m(dw1)
m(dv)

(min(1, σ(v))s
×

×

∫ ∞

0
exp (−σ(w1)t1) dt1 . . .

∫ ∞

0
exp (−σ(wn)tn)

=
1

σ(wn)

∫

V n

k(v,w1) . . . k(wn−1, wn)
m(dwn−1)

σ(wn−1)
. . .

m(dw1)

σ(w1)

m(dv)

(min(1, σ(v))s
.

One has then

Θn,0,s(wn) 6 ‖ϑs‖∞ ∀wn ∈ V, s 6 N0.

Consequently,

‖Ln(λ)‖B(X0,Xs)
6 ‖ϑs‖∞ ∀s 6 N0 (B.3)

We also establish the following convergence of derivatives of Mε+iηf
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Lemma B.2. For any k > 0 and any ϕ ∈ Xk+1 one has

lim
ε→0

sup
η∈R

∥∥∥∥
dk

dηk
Mε+iηϕ−

dk

dηk
Miηϕ

∥∥∥∥
X0

= 0.

Proof. For ϕ ∈ Xk+1, ε > 0, η ∈ R one checks easily from (4.9) that

dk

dηk
Mε+iηϕ(x, v) −

dk

dηk
Miηϕ(x, v)

= (−i)k
∫

V

k(v,w)m(dw)

∫ ∞

0
tk [exp (−εt)− 1] exp (− (iη + σ(w)) t)ϕ(x− tw,w)dt

from which we deduce easily that
∥∥∥∥
dk

dηk
Mε+iηϕ−

dk

dηk
Miηϕ

∥∥∥∥
X0

6

∫

Td×V

|ϕ(y,w)| dym(dw)

∫

V

k(v,w)m(dv)

∫ ∞

0
tk [1− exp (−εt)] exp (−tσ(w)) dt .

One has∫ ∞

0
tk [1− exp (−εt)] exp (−tσ(w)) dt 6

∫ ∞

0
tk exp (−tσ(w)) dt = k!σ(w)−k−1

so that ∫

V

k(v,w)m(dv)

∫ ∞

0
tk [1− exp (−εt)] exp (−tσ(w)) dt 6 k!σ(w)−k .

Using that

lim
ε→0

∫

V

k(v,w)m(dv)

∫ ∞

0
tk [1− exp (−εt)] exp (−tσ(w)) dt = 0 for a.e. w ∈ V

and, sinceϕ ∈ Xk , we deduce the result from the Lebesgue dominated convergence theorem. �

Remark B.3. Notice that, if ϕ ∈ Xk+1, one sees that

sup
η∈R

∥∥∥∥
dk

dηk
Mε+iηϕ−

dk

dηk
Miηϕ

∥∥∥∥
X0

6 εΓ(k + 2)‖ϕ‖Xk+1

making the above convergence quantitative.

B.2. Additional properties. Introduce now the operators

Gn(λ) = [R(λ,A)K]n , ∀λ ∈ C+, n ∈ N.

Notice that, Gn(λ) ∈ B(X0) for any λ ∈ C+ since

‖G1(λ)‖B(X0) = ‖R(λ,A)K‖B(X0) 6 ‖K‖B(X0,X1)‖R(λ,A)‖B(X1 ,X0)

with

‖K‖B(X0,X1) 6 ‖σ‖∞‖ϑ1‖∞, and ‖R(λ,A)‖B(X1 ,X0) 6 1.

Therefore,

‖G1(λ)‖B(X0) 6 ‖ϑ1‖∞, ∀λ ∈ C+.

It is striking to observe that ‖Gn(λ)‖B(X0) can actually be estimated uniformly with respect to

n ∈ N. Namely,
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Lemma B.4. For any n ∈ N,

‖Gn(λ)‖B(X0)
6 ‖σ‖∞ ‖ϑ1‖∞ ∀λ ∈ C+.

In particular, for any n ∈ N, k ∈ N

‖Gn+k(λ)‖B(X0)
6 ‖σ‖∞ ‖ϑ1‖∞ ‖Gn‖B(X0)

(B.4)

for any λ ∈ C+.

Proof. One simply observes that, for any n ∈ N,

Gn(λ) = R(λ,A)Ln−1(λ)K

so that
‖Gn(λ)‖B(X0) 6 ‖R(λ,A)‖B(X0 ,X1)‖Ln−1(λ)‖B(X0 ,X1)‖K‖B(X0)

where, as known (see (B.3)),

‖R(λ,A)‖B(X0,X1) 6 1, ‖Ln−1(λ)‖B(X0,X1) 6 ‖ϑ1‖∞, ‖K‖B(X0) = ‖σ‖∞

which gives the result. To prove (B.4) one simply observes that

‖Gn+k(λ)‖B(X0) = ‖Gn(λ)Gk(λ)‖B(X0) 6 ‖Gk(λ)‖B(X0)‖Gn(λ)‖B(X0)

and the estimate follows from the first part of the proof. �

We notice also that

G
(k)
1 (λ) =

dk

dλk
G1(λ) =

[
dk

dλk
R(λ,A)

]
K

and, for k 6 N0 − 1,
∥∥∥∥
[
dk

dλk
R(λ,A)

]
K

∥∥∥∥
B(X0)

6

∥∥∥∥
[
dk

dλk
R(λ,A)

]∥∥∥∥
B(Xk+1,X0)

‖K‖B(X0 ,Xk+1) 6 k!‖σ‖∞‖ϑk‖∞

where we used (4.7). Thus

sup
λ∈C+

∥∥∥G(k)
1 (λ)

∥∥∥
B(X0)

6 k!‖σ‖∞ ‖ϑk‖∞. (B.5)

This shows that, for any f ∈ X0, the mapping

λ ∈ C+ 7→ G1(λ)f ∈ X0

is of class CN0−1. This easily extends to Gn(λ)f and, besides the mere estimates for G
(j)
n (λ), we

also need to understand the decay of G
(j)
n (iη)f as |η| → ∞. We resort to do so to the following

Lemma B.5. For any k ∈ {1, . . . , N0 − 1}, there exists C̄k > 0 such that
∥∥∥G(k)

N (iη)
∥∥∥

B(X0)
6 C̄kN

k ‖G⌊N−k

2k
⌋(iη)‖B(X0) ∀N > 2k + k. (B.6)

Proof. The proof is based upon elementary but tedious computations. We notice first that, since

GN (iη) = (G1(iη))
N , one has for the first derivative:

G
(1)
N (iη) =

N−1∑

r=0

Gr(iη)G
(1)
1 (iη)GN−1−r(iη)

According to (B.5)

‖G
(1)
1 (iη)‖B(X0) 6 ‖σ‖∞‖ϑ1‖∞ = C1
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so that

∥∥∥G(1)
N (iη)

∥∥∥
B(X0)

6 C1

N−1∑

r=0

‖Gr(iη)‖B(X0)
‖GN−1−r(iη)‖B(X0)

6 2C1

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)
‖GN−1−r(iη)‖B(X0)

.

Since N − 1− r > ⌊N−1
2 ⌋ for any 0 6 r 6 ⌊N−1

2 ⌋, we get thanks to (B.4) that

∥∥∥G(1)
N (iη)

∥∥∥
B(X0)

6 2C2
1

∥∥∥G⌊N−1
2

⌋(iη)
∥∥∥

B(X0)

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)
, N − 1 > 2 (B.7)

which results in ∥∥∥G(1)
N (iη)

∥∥∥
B(X0)

6 2C1
3(N + 1)

∥∥∥G⌊N−1
2

⌋(iη)
∥∥∥

B(X0)

since ‖Gr(iη)‖B(X0) 6 C1 for any r and ⌊
N−1
2 ⌋+1 6 N . This proves the result for k = 1. Now,

for k = 2 and N > 4, one has

G
(2)
N (iη) =

N−1∑

r=0

G(1)
r (iη)G

(1)
1 (iη)GN−r(iη) +

N−1∑

r=0

Gr(iη)G
(2)
1 (iη)GN−1−r(iη)

+

N−1∑

r=0

Gr(iη)G
(1)
1 (iη)G

(1)
N−1−r(iη).

Using (B.5),

‖G
(2)
1 (iη)‖B(X0) 6 2‖σ‖∞‖ϑ2‖∞ =: C2,

while we recall that ‖G
(1)
1 (iη)‖B(X0) 6 C1, so that

‖G
(2)
N (iη)‖B(X0) 6 C1

N−1∑

r=0

‖G(1)
r (iη)‖B(X0)‖GN−1−r(iη)‖B(X0)

+ C1

N−1∑

r=0

‖Gr(iη)‖B(X0) ‖G
(1)
N−1−r(iη)‖B(X0)

+ C2

N−1∑

r=0

‖Gr(iη)‖B(X0)‖GN−1−r(iη)‖B(X0) ,

and, as before,

‖G
(2)
N (iη)‖B(X0) 6 4C1

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)‖G
(1)
N−1−r(iη)‖B(X0)

+ 2C2

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)‖GN−1−r(iη)‖B(X0) .
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Now, according to (B.7)

‖G
(1)
N−1−r(iη)‖B(X0) 6 2C2

1‖L⌊N−2−r
2

⌋(iη)‖B(X0)

⌊N−2−r
2

⌋∑

r1=0

‖Gr1(iη)‖B(X0)

and, since ⌊N−2−r
2 ⌋ > ⌊N−2

4 ⌋ for any r 6 ⌊N−1
2 ⌋, invoking (B.4) again we deduce

‖G
(1)
N−1−r(iη)‖B(X0) 6 2C3

1‖L⌊N−2
4

⌋(iη)‖B(X0)

⌊N−2−r
2

⌋∑

r1=0

‖Gr1(iη)‖B(X0)

Thus,

4C1

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)‖G
(1)
N−1−r(iη)‖B(X0)

6 8C4
1‖G⌊N−2

4
⌋(iη)‖B(X0)

⌊N−1
2

⌋∑

r=0

⌊N−1−r
2

⌋∑

r1=0

‖Gr1(iη)‖B(X0)
,

while, as in the proof of (B.7)

2C2

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0) ‖GN−1−r(iη)‖B)(X0)

6 2C2C1‖G⌊N−1
2

⌋(iη)‖B(X0)

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)

6 2C2C
2
1‖G⌊N−2

4
⌋(iη)‖B(X0)

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0).

Consequently,

∥∥∥G(2)
N (iη)

∥∥∥
B(X0)

6 2C2
1‖G⌊N−2

4
⌋(iη)‖B(X0)×

×


4C2

1

⌊N−1
2

⌋∑

r=0

⌊N−2−r
2

⌋∑

r1=0

‖Gr1(iη)‖B(X0) + C2

⌊N−1
2

⌋∑

r=0

‖Gr(iη)‖B(X0)


 .

This clearly gives the rough estimate (using ⌊N−2−r
2 ⌋+ 1 6 ⌊N−1

2 ⌋+ 1 6 N ),
∥∥∥G(2)

N (iη)
∥∥∥

B(X2)
6 2C2

1‖G⌊N−2
4

⌋(iη)‖B(X0)

(
2C2

1N
2 + C2C1N

)
(B.8)

and proves the result for k = 2. By a tedious but simple induction argument, we deduce then
the result for any k ∈ {0, . . . , N0 − 1}. �

We can prove now Lemma 7.1 given in Section 7.
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Proof of Lemma 7.1. Let n ∈ N be fixed. Recall that we defined, for any k ∈ N,

Gk(λ) = (R(λ,A)K)k , λ ∈ C+

and we denoted its derivatives of order j by G
(j)
k (λ). With this operator, we notices that

sn(λ) :=
n∑

k=0

Gk(λ)R(λ,A) λ ∈ C+

Computing derivatives with Leibniz rule we get, for any k ∈ N

dk

dλk
sn(λ)f =

n∑

m=0

k∑

j=0

(
k
j

)
G(j)
m (λ)

dk−j

dλk−j
[R(λ,A)f ] (B.9)

Now, as observed, if f ∈ Xk−j+1, then
dk−j

dλk−j
[R(λ,A)f ] ∈ X0 (see (4.7)) so that (see Eq. (B.6))

G(j)
m (λ)

dk−j

dλk−j
[R(λ,A)f ] ∈ X0.

This easily proves that the mapping

λ ∈ C+ 7−→ sn(λ)f ∈ X0

is of class CN0−1 with

sup
λ∈C+

∥∥∥∥
dk

dλk
sn(λ)f

∥∥∥∥
X0

6 Ck‖f‖XN0

for some positive Ck > 0 depending only on k ∈ {0, . . . , N0 − 1}. Let us now prove

lim
|η|→∞

sup
ε∈(0,1]

∥∥∥∥
dk

dηk
sn(ε+ iη)f

∥∥∥∥
X0

= 0 (B.10)

for any k ∈ {0, . . . , N0 − 1} which will also prove the fact that the mapping η 7→ sn(ε +

iη)f belongs to C
N0−1
0 (R,X0). Starting from (B.9), we notice that, for any k 6 N0 − 1, m ∈

{0, . . . , n}, j ∈ {0, . . . , k}, one easily see that, for any R > 0,

sup
ε∈[0,1]

sup
|η|>R

∥∥∥G(j)
m (ε+ iη)

∥∥∥
B(X0)

6 sup
|η|>R

‖G(j)
m (iη)‖B(X0)

6 C̄kn
k sup
|η|>R

‖G⌊n−k

2k
⌋(iη)‖B(X0)

according to Lemma B.5. from which we easily deduce that

sup
ε∈[0,1]

sup
|η|>R

∥∥∥G(j)
m (ε+ iη)

∥∥∥
B(X0)

<∞.

Combining this with the fact that

lim
|η|→∞

sup
ε∈[0,1]

∥∥∥∥
dk−j

dηk−j
R(ε+ iη,A)f

∥∥∥∥
X0

= 0

(see Proposition 4.1 and Lemma 4.5), we deduce (B.10) from the representation (B.9). The fact

that sn(ε + iη)f converges to sn(iη)f in C
N0−1
0 (R,X0) is then deduced from (B.9) and the

limits established in Proposition 4.1 which easily implies that Gk(ε+ iη) converges to Gk(iη) :=

[R(iη,A)K]k in C
N0−1
0 (R,X0) as ε→ 0, details are left to the reader. �
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Appendix C. About collectively power compact operators

We prove the following result which is likely to be well-known but we were not able to find
in the literature.

Theorem C.1. Let X be a Banach space and let B ∈ B(X) be such that there is n ∈ N such that

Bn is compact. Let ν0 be a semi-simple eigenvalue of Bn and let µ0 ∈ S(B) be such that

µn0 = ν0.

Then, µ0 is a semi-simple eigenvalue of B. Moreover, if ν0 is simple then so is µ0 and the corre-

sponding spectral projection coincides.

Remark C.2. Notice that, under the assumption of Theorem C.1, since ν0 is a simple eigenvalue of

Bn, there exists only one eigenvalue µ0 of B such that ν0 = µn0 .

Proof. Observe that for any λ ∈ C,



n−1∑

j=0

λn−1−jBj


 (λ−B) = λn −Bn.

In particular, if λn /∈ S(Bn) then λ /∈ S(B) and

R(λn, Bn)

n−1∑

j=0

λn−1−jAj = R(λ,B). (C.1)

Let us assume now µn0 = ν0 is semi-simple and let P0 be the spectral projection associated to ν0
(and Bn), then (recall that ν0 is a simple pole of the resolvent R(·, Bn)

P0 = lim
z→ν0

(z − ν0)R(z,Bn) = lim
λ→µ0

(λn − µn0 )R(λn, Bn).

Writing, for λn 6= µ0,

(λ− µ0)R(λ,B) =
λ− µ0
λn − µn0

(λn − µn0 )R(λn, Bn)
n−1∑

j=0

λn−1−jBj

and using that

lim
λ→µ0

λ− µ0
λn − µn0

=
1

nµn−1
0

,

we deduce that the limit

lim
λ→µ0

(λ− µ0)R(λ,B)

exists and is equal to

1

nµn−1
0

P0

n−1∑

j=0

µn−1−j
0 Bj.

Therefore, µ0 is a simple pole of R(·, B) and

Π0 =
1

nµn−1
0

P0

n−1∑

j=0

µn−1−j
0 Bj.
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In particular, Range(Π0) ⊂ Range(P0) and dim (Range(Π0)) 6 dim (Range(P0)) . In particu-
lar, if ν0 is simple then so is µ0 with

Range(Π0) = Range(P0).

Let now ψ ∈ X be an eigenfunction of B associated to µ0 and let ψ
∗ ∈ X∗ be an eigenfunction

of B∗ associated to µ0 with the normalisation

〈ψ∗, ψ〉 = 1.

Then, Range(P0) = Range(Π0) = Span(ψ) and for any h ∈ X , there is αh ∈ R such that

Π0h = αhψ.

One has then 〈ψ∗,Π0h〉 = αh i.e.

αh = 〈Π∗
0ψ

∗, h〉 = 〈ψ∗, h〉

i.e.

Π0h = 〈ψ∗, h〉ψ.

In the same way, P0h = 〈ψ∗, h〉ψ and Π0 = P0. �

References

[1] P. M. Anselone, T. W. Palmer, Spectral analysis of collectively compact, strongly convergent operator

sequences, Pacific J. Math., 25 (1968), 423–431.

[2] W. Arendt, Ch. J. K. Batty, M. Hieber, F. Neubrander, Vector-valued Laplace transforms and

Cauchy problems, Monographs in Mathematics, 96, Birkhäuser Verlag, Basel, 2001.

[3] A. Bernou, N. Fournier, A coupling approach for the convergence to equilibrium for a collisionless gas.

Ann. Appl. Probab. 32 (2022), 764–811.

[4] A. Bernou, A semigroup approach to the convergence rate of a collisionless gas, Kinet. Relat. Models 13

(2020), 1071–1106.

[5] A. Bernou, Convergence toward the steady state of a collisionless gas with Cercignani–Lampis boundary

condition, Comm. Partial Differential Equations 47 (2022), 724–773.

[6] A. Bernou, On subexponential convergence to equilibrium of Markov processes, Séminaire de Probabilités

LI, in press, 2021.

[7] E. Bouin, J. Dolbeault, L. Lafleche, C. Schmeiser, Hypocoercivity and sub-exponential local equilibria,

Monatsh. Math. 194 (2021), 41–65.

[8] H. Brézis, Functional analysis, Sobolev spaces and partial differential equations, Universitext.

Springer, New York, 2011.

[9] M. J. Caceres, J. A. Carrillo, T. Goudon, Equilibration rate for the linear Inhomogeneous relaxation-time

Boltzmann equation for charged particles, Comm. Partial Differential Equations 28 (2003), 969–989.

[10] R. E. Caflisch, The Boltzmann equation with a soft potential. I. Linear, spatially-homogeneous, Comm.

Math. Phys., 74 (1980), 71–95.

[11] J. A. Cañizo, C. Cao, J. Evans, H. Yoldaş, Hypocoercivity of linear kinetic equations via Harris’s theorem,

Kinet. Relat. Models 13 (2020), 97–128.

[12] J. A. Cañizo, A. Einav, B. Lods, On the rate of convergence to equilibrium for the linear Boltzmann equa-

tion with soft potentials, J. Math. Anal. Appl. 462 (2018), 801–839.

[13] J. A. Cañizo, P. Gabriel, H. Yoldaş, Spectral gap for the growth-fragmentation equation via Harris’s

Theorem, SIAM Journal on Mathematical Analysis, 53 (2021), 5185–5214.

[14] J. A. Cañizo, S. Mischler, Harris-type results on geometric and subgeometric convergence to equilibrium

for stochastic semigroups, https://arxiv.org/abs/2110.09650v1, 2021.

[15] K. Carrapatoso, S. Mischler, Landau equation for very soft and Coulomb potentials near Maxwellians,

Ann. PDE 3 (2017), Paper No. 1, 65 pp.

[16] R. V. Chacon, U. Krengel, Linear modulus of linear operator, Proc. Amer. Math. Soc., 15 (1964), 553–559.

[17] R. Chill, D. Seifert, Quantified versions of Ingham’s theorem, Bull. Lond. Math. Soc. 48 (2016), 519–532.



76 B. LODS AND M. MOKHTAR-KHARROUBI

[18] L. Desvillettes, F. Salvarani, Asymptotic behavior of degenerate linear transport equations, Bull. Sci.

Math. 133 (2009), 848–858.

[19] J. Dolbeault, C. Mouhot, , C. Schmeiser, Hypocoercivity for linear kinetic equations conserving mass,

Trans. Amer. Math. Soc. 367 (2015), 3807–3828.

[20] R. Douc, G. Fort, A. Guillin, Subgeometric rates of convergence of f-ergodic strong Markov processes,

Stochastic Processes and their Applications, 119 (2009), 897–923.

[21] R. Duan, Hypocoercivity of linear degenerately dissipative kinetic equations,Nonlinearity, 24 (2011), 2165–

2189.

[22] T. Kato, Perturbation theory for linear operators, Classics in Mathematics, Springer Verlag, 1980.

[23] O. Kavian, S. Mischler, M. Ndao, The Fokker-Planck equationwith subcritical confinement force, J. Math.

Pures Appl. 9 (2021), 171–211.

[24] T. Komorowski, Long time asymptotics of a degenerate linear kinetic transport equation, Kinet. Relat.

Models 7 (2014), 79–108.

[25] B. Lods,On linear kinetic equations involving unbounded cross-sections,Math. MethodsAppl. Sci. 27 (2004),

1049–1075.

[26] B. Lods, M. Mokhtar-Kharroubi, Convergence to equilibrium for linear spatially homogeneous Boltz-

mann equation with hard and soft potentials: a semigroup approach in L1-spaces, Math. Methods Appl. Sci.

40 (2017), 6527–6555.

[27] B. Lods, M. Mokhtar-Kharroubi, Convergence rate to equilibrium for collisionless transport equa-

tions with diffuse boundary operators: A new tauberian approach, submitted for publication, 2021,

https://arxiv.org/abs/2104.06674.

[28] B. Lods, M. Mokhtar-Kharroubi, A new quantitative tauberian approach to long-time asymptotics of

perturbed stochastic semigroups, work in progress.

[29] I. Marek, Frobenius theory of positive operators: Comparison theorems and applications, SIAM J. Appl.

Math. 19 (1970), 607–628.

[30] S.P. Meyn, R. L. Tweedie,Markov chains and stochastic stability, Cambridge University Press, 2010.

[31] M. Mokhtar-Kharroubi, Time asymptotic behaviour and compactness in transport theory, European J.

Mech. B Fluids 11 (1992), 39–68.

[32] M. Mokhtar-Kharroubi, Mathematical topics in neutron transport theory. New aspects., Series on

Advances in Mathematics for Applied Sciences, 46, World Scientific Publishing Co., Inc., River Edge, NJ,

1997.

[33] M. Mokhtar-Kharroubi, Spectral properties of a class of positive semigroups on Banach lattices and

streaming operators, Positivity 10 (2006), 231–249.

[34] M.Mokhtar-Kharroubi,OnL1 exponential trend to equilibrium for conservative linear kinetic equations

on the torus, J. Funct. Anal. 266 (2014), 6418–6455.

[35] M. Mokhtar-Kharroubi, On strong convergence to ergodic projection for perturbed substochastic semi-

groups, Semigroups of operators – theory and applications, 89–103, Springer Proc. Math. Stat., 113,

Springer, Cham, 2015.

[36] M. Mokhtar-Kharroubi, Existence of invariant densities and time asymptotics of conservative linear

kinetic equations on the torus without spectral gaps, Acta Appl. Math. 175 (2021), Paper No. 8, 32 pp.

[37] M. Mokhtar-Kharroubi, J. Banasiak, On spectral gaps of growth-fragmentation semigroups in higher

moment spaces, Kinet. Relat. Models 15 (2022), 147–185.

[38] M. Mokhtar-Kharroubi, On spectral gaps of growth-fragmentation semigroups with mass loss or death,

Commun. Pure Appl. Anal. 21 (2022), 1293–1327.

[39] K. Pichór, R. Rudnicki, Continuous Markov semigroups and stability of transport equations, J. Math. Anal.

Appl. 249 (2000), 668–685.

Università degli Studi di Torino & Collegio Carlo Alberto, Department of Economics and Statistics,

Corso Unione Sovietica, 218/bis, 10134 Torino, Italy.

Email address: bertrand.lods@unito.it

Université de Bourgogne-Franche-Comté, Eqipe de Mathématiqes, CNRS UMR 6623, 16, route de Gray,

25030 Besançon Cedex, France

Email address: mustapha.mokhtar-kharroubi@univ-fcomte.fr


	1. Introduction
	1.1. Assumptions and main result
	1.2. About Assumptions 1.1 and 1.5
	1.3. Related literature
	1.4. Strategy

	2. General strategy and main results
	2.1. Preliminary facts
	2.2. Decay of the Dyson-Phillips iterated
	2.3. Representation formulae for remainder terms
	2.4. Organization of the paper

	3. Consequences of Assumptions 1.1 and 1.5
	3.1. A criterion for collective compactness of some power
	3.2. Decay of KR(,A)K

	4. Regularity and extension results
	4.1. About the resolvent of A
	4.2. Definition and properties of M
	4.3. About the differentiability of M

	5. Spectral properties of M along the imaginary axis
	5.1. Spectral properties of M in the vicinity of =0.

	6. The extension of R(,A+K) to the imaginary axis
	6.1. Existence of the boundary function for R(,A+K)
	6.2. Regularity of the boundary function

	7. The boundary function of Sn()
	Appendix A. Properties of the Dyson-Phillips iterated
	A.1. Continuous dependence with respect to K
	A.2. Decay of the iterates
	A.3. Inverse Laplace transform

	Appendix B. Properties of the operator M
	B.1. Proof of Proposition 4.15
	B.2. Additional properties

	Appendix C. About collectively power compact operators
	References

