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Abstract  
In-beam PET (Positron Emission Tomography) is one of the most precise 
techniques for in-vivo range monitoring in hadron therapy. Our objective was 
to demonstrate the feasibility of a short irradiation run for range verification 
before a carbon-ion treatment.  To do so a PMMA target was irradiated with a 
220 MeV/u carbon-ion beam and annihilation coincidences from short-lived 
positron emitters were acquired after irradiations lasting 0.6 seconds. The 
experiments were performed at the synchrotron-based facility CNAO (Italian 
National Center of Oncological Hadrontherapy) by using the INSIDE in-beam 
PET detector. The results show that, with 3107 carbon ions, the reconstructed 
positron emitting nuclei distribution is in good agreement with the predictions 
of a detailed FLUKA Monte Carlo study. Moreover, the radio-nuclei production 
is sufficiently abundant to determine the average ion beam range with a σ of 1 
millimetre with a 6 seconds measurement of the activity distribution. Since the 
data were acquired when the beam was off, the proposed rapid calibration 
method can be applied to hadron beams extracted from accelerators with very 
different time structures.  
 

Keywords: in-beam PET, hadron therapy, range measurement, short-lived β+ emitters 

 

1. Introduction 

In the 90s at GSI1 Helmholtz Centre, in-beam PET (Positron Emission Tomography) was 
employed for the first time to monitor the dose distributions in patients irradiated with pencil 
beams of carbon ions [1] [2]. Twenty years later, the technique is becoming a medical tool with 
the aim of verifying in-vivo the particle range [3] [4]. From the in-beam PET data, the hadron 
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range in the patient body can be calibrated immediately after a few minutes treatment with 
millimetre precision, an accuracy that cannot be achieved by the standard method of computing 
the electron density– and thus the ion beam range – from CT images [5]. 

An in-beam PET range verification method that could be executed in less than 5-10 seconds, and 
immediately before the therapeutic irradiation, would be a most valuable tool in hadron therapy. 
In this work we present the measurements made at CNAO (the Italian National Hadron therapy 
Centre in Pavia) and prove that the range verification can be obtained using short-lived positron 
emitters produced in the nuclear interactions of carbon ions with human tissues. 

At the ICTR-PHE2016 conference held in Geneva, two of the authors (U.A. and C.C.) proposed to 
detect short-lived positron emitting nuclei produced by a carbon ion beam, ready to treat a 
patient, in a small “calibration volume” inside the tumour target [6]. Monte Carlo simulations had 
been performed with the FLUKA code[7] [8] [9] to determine the individual contributions of the 
short-lived positron emitting isotopes to the overall β+ emitters activity produced by the 
interaction of a 12C pencil beam in a water phantom and evaluate their distribution in space and 
time. A 2 second run was defined consisting in irradiating a water target of 6 cm3 volume with 
3107carbon ions for 0.6 s (corresponding to a delivered dose in the target of 0.2 Gy, i.e. 10% of a 
typical treatment dose), and acquiring the β+ emitters activity in the following 1.4 s. The 
conclusions were that in this 2 second run, 6104 Boron-8 nuclei would be produced, representing 
the main contributor to the β+ emitters activity distribution and a PET detector with a 2% 
efficiency would detect 1200 coincidences resulting in a 1 mm range accuracy. The results of such 
a short “calibration run” could be used to correct the energy of the beam before delivering the 
required dose to the tumour target in the following “treatment run”. 
 

The experiments performed at CNAO and described in this paper prove that the method is 
applicable in a medical environment with the existing INSIDE in-beam PET scanner [10] [11]. 

 

2. Materials and methods 

Experimental setup and data acquisition. 
The INSIDE in-beam PET detector consists in two planar heads with 26.4 × 11.25 cm2 area each. 
They are made of matrices of segmented Lutetium Fine Silicate (LFS) scintillating crystals, 
segmented into 16×16 elements of 3.2 mm pitch and coupled 1:1 to Hamamatsu Silicon 
PhotoMultipliers (SiPMs). Each head consists then of 2×5 modules, with 3.3 mm gaps in between. 
The distance between the two heads is 50 cm. All the signals from the 2×2560 pixels are acquired 
by a Front-End electronics based on the TOFPET ASIC and processed by 20 Xilinx SP605 FPGA 
boards [10] [11]. The efficiency of this detector is about 3%. For more details, the reader should 
consult the original publications [12] [13][14].  

A homogeneous PMMA phantom of dimensions 4.9×4.9×20 cm3 was irradiated with a mono-
energetic carbon ion beam of E=222 MeV/u in a CNAO treatment room, where a horizontal beam 
is available. The irradiation with 3 107 carbon ions lasted 0.6 s. The PMMA phantom was 
positioned at the center of the FOV of the INSIDE scanner and PET signal acquired. 

 

The data acquisition and the time-tagged PET image processing systems, developed by the INSIDE 
collaboration, allow the collection of PET coincidences and the optimal reconstruction of PET 
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images with five iterations of the MLEM (Maximum-Likelihood Expectation-Maximization) 
algorithm, without exploiting the Time of Flight information [15]. 

Filtering options are available both at the events level as well as at the image level. 

For the counting of the number of coincidences over time no energy filter was applied, whereas - 
for the reconstruction of the 2D profiles - an energy window of ± 56keV around the channel of the 
photopeak at 511keV was defined. As discussed in Section 3, this cut reduced the fraction of 
background events, mainly due to the decay of Lutetium nuclei contained in the crystal, by a factor 
4. 

For the reconstruction, the obtained images were smoothed with a three-dimensional ‘median 
filter’ [16] [17] [18], with a kernel of 5 cm wide corresponding to 7×7×7 voxels. The effect of this 
filter is to remove salt-and-pepper noise while preserving the edges. An example of the effect on 
PET images, extracted from the experimental data collected in 231 s, irradiatiating with a mono-
energetic carbon ion beam of E=222 MeV/u, is shown in the Figure 1. After the filtering, the sparse 
hits disappear, and the borders are much better defined. This ‘median filter’ greatly improves the 
determination of the particle range. 

 
Figure 1. Experimental data acquired for a total time of 231 s after irradiation with a mono-energetic carbon 
ion beam (E=222 MeV/u) incident in a PMMA target along z direction without (left) and with (right) the 
application of the median filter. P represents the crossing point between the blue vertical and horizontal axis, 
point of maximum intensity, cited later in the text.  

Monte Carlo simulations. 

The accuracy of the measurements was evaluated performing 49 simulation runs, each one with 
3⋅107 primary 12C ions with an improved version of the INSIDE Monte Carlo (MC) simulation tool, 
following a two steps approach [19] [12]. The tool is based on the FLUKA MC code development 
version 2018, including, in addition to the state-of-the-art physics models embedded in FLUKA 
[20] [21], dedicated improvement for hadron therapy applications [22] [23] [7]. As specific 
settings of those simulations “PRECISIOn” card was used as DEFAULT setting. The experimental 
conditions of the irradiation of a single spot with a mono-energetic carbon ion beam of E=222 
MeV/u were reproduced. In particular, the simulation tool includes the CNAO beam line elements, 
the primary beam characteristics with its temporal structure and the INSIDE detector geometry. 
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Moreover, the simulation runs were also post-processed with the same algorithms used to treat 
the experimental data. 

To determine the main +-emitters produced in fragmentation events and contributing to the 
observed longitudinal peak, the temporal and spatial distributions of the MC simulated 
annihilations in the target were reconstructed, taking into account the parent isotopes. Table 1 
summarizes the main +-emitters produced.  

Isotope T1/2 (s) 
nuclei/12C 

(222 MeV/u) PMMA phantom 
V=4.90x4.90x20 cm3 

15O 122.24 1.27E-02 
14O 70 3.47E-04 
13N 597.9 1.80E-03 
12N 0.011 3.17E-04 
11C 1221.84 7.52E-02 
10C 19.29 3.93E-03 
9C 0.1265 5.03E-04 
8B 0.77 3.58E-03 

Table 1. Production of positron-emitting isotopes in the irradiation with carbon ions of PMMA phantoms. 
The isotopes with yield smaller than 10-4 are omitted. 

Figure 2 shows the activity and annihilation counts, summed over the 49 MC runs and integrated 
over time as functions of time. In addition to the four isotope with higher yield: 8B, 10C, 15O 11C, 
two isotopes with lower yield (12N and 9C )  contribute to the integrated count in the first second. 

 

Figure 2. Simulated activity of the main isotopes produced by 49 x 3107  radioisotopes delivered in a 0.6 s 
irradiation. Left: Acquisition time:  5 s with a 0.05 s binning. Right: Integrated number of counts in a 231 s 
acquisition from the end of the irradiation. 
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Figure 3 shows the longitudinal distributions of the annihilation events along the beam direction 
z, reconstructed at different acquisition times, and gives the isotopes contributing to the 
fragmentation peak. The results confirm the dominance of 8B nuclei during the short irradiation 
in the first 10 s that gives the main contribution to the activity, as obtained from the preliminary 
simulations in 2016.  

  

 
Figure 3.  1D profiles of the annihilations produced in the PMMA target at different acquisition times after 
the irradiation end (binning 1.6 mm).  
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Data Analysis 

Data analysis tools were developed using the ROOT toolkit [24] and MATLAB® [25] with two 
complementary objectives in mind: (i) estimating the fractions of events due to each isotope, by 
using the time-dependence of the measured coincidence rate and (ii) determining the variation 
of the fragmentation peak characteristics as a function of time. 

The first goal was attained by fitting simulated and measured coincidences rates with the 
exponential decays as a function of time. To this end, the total coincidences rate C (t) as a function 
of the time t, measured from the end of the irradiation period, was written as  

𝐶(𝑡) = ∑ 𝐶௢௜
ெ
௜ୀଵ ∙ 𝑒ିఒ೔௧       (1) 

where the quantities λi are the decay constants of each isotope i, M is the number of nuclei species 
that are abundantly produced and are thus included in the fit, and 𝐶௢௜  are the coincidence rates 
of each isotope at the end of the 0.6 s irradiation time.  

In the first analysis, applied to the whole target without either energy cuts on the detected photon 
signals or three-dimensional median filter, equation (1) has been used to fit MC simulated and 
experimental rates with 𝐶௢௜ as free parameters. 

In order to compare the data with the output of the MC runs, the measured constant rate 
background due to the decay of lutetium, contained in the LSF detector, has been considered [26]. 
The background distribution, determined by measurements done before the irradiation, is 
Poisson-like with a mean value of 51.0 coincidences per second with a variability of 0.9 
coincidences per second. 

The first data analysis was performed in four steps. As generally used in experiments with 
relatively low counting rates, where the Gaussian approximation of the Poisson statistics is no 
longer valid, a binned likelihood fitting method was applied [24][27][28]. The quality of the fit 
was determined by computing two parameters: Pearson’s chi-square P2, and Baker-Cousins chi-
square BC2 [29] . 

First of all, a fit to the average of the 49 FLUKA runs was performed to estimate the fit parameters, 
without any artificially added background. The five isotopes giving the largest contributions were 
considered and they are: 9C, 8B, 10C, 15O, 11C. Secondly, in order to quantify the precision of the 
estimated parameters, the 49 runs were fitted separately, obtaining the averaged fitting 
parameters with related errors. Thirdly, a background Poisson noise – with a mean value constant 
in time of (5.10±0.09) events per bin of 0.1 s - was added to each of the 49 MC runs. Each run was 
then fitted with a formula obtained by adding to equation (1) a constant value K=5.1 events/0.1 
s. Finally, the same fitting equation was applied to the experimental data, by keeping the 
parameters which, showing a larger uncertainty, fixed at the values determined with the Monte 
Carlo. The comparison of the output of these fits to the data and to the MC outputs allows an 
estimate of the production rates of the different β+-emitters. 

In the second analysis, for the most important measurement - i.e. the determination of the range 
of the 222 MeV/u carbon ions, the following procedure was applied:  
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1. Sum the counts for various time intervals after the end of the irradiation for both 
the experimental data and the MC . 

2. Application of the median filter to each data set, already filtered in energy. 

3. Extraction of the 1D profiles along the z direction from the 3D images2. 

4. Comparison between the parameters resulting from the Gaussian fits of the data 
and the ones of the MC. 

3. Results 

Coincidences evolution versus time and isotopes contribution 

The results of the first analysis are presented in Figure 4 and Table 2. Figure 4 shows the 
coincidence rate, expressed in number of events per bin of 0.2 s, together with a zoom of the first 
28 s of acquisition. Three coincidence rate histograms are plotted: simulation, simulation with 
added noise (both simulated curves are the distributions of the results for the 49 runs) and 
experimental results. The corresponding fitted curves are also drawn. 

The first important observation is that the experimental data are slightly (15%) larger than the 
MC predictions. In particular, the fitted parameters of equation 1, corresponding to the fractions 
of coincidences due to the main β+ nuclei, are presented in Table 2 and allow to quantify these 
differences. 

Column (a) contains the overall fit of the sum of the 49 runs, giving small errors due to high 
statistics. The χ2 is close to 1.0, thus indicating a good fit.  Since in this case the statistics are high, 
and therefore the Poisson distribution can be approximated with a Gaussian, also the Pearson’s 
χ2 is performing well. Column (b) shows the average of the fit parameters and the corresponding 
standard deviations σ obtained by fitting separately each one of the 49 runs. The central values 
match the ones in column (a) and the statistical errors are roughly 7 times larger, as expected 
because there are 49 MC runs. 

The fit parameters shown in column (c), (d) and (e) were obtained fitting the data with the 
equation (1) modified in order to take into account the constant Poisson noise contribution. The 
resulting averaged parameters from the 49 separated fits of the simulation curves with added 
noise are shown in column (c).  

In the column (d), the parameters coming from the same fits of column (c) are presented but 
fixing the two parameters for 15O and 9C. In this way, the fitting parameters of curves with noise 
are closer to the values in column (c). Finally, the results obtained by fitting the experimental data 
with the same equation are reported in column (e). 

 

                                                        
2 Profiles obtained summing the signal intensity over x  and y   
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Figure 4. Left : Experimental (red) versus the simulated (purple) coincidence rate (bin = 0.2 s), starting from 
the end of the irradiation during the next 231 s. The simulation curve with added noise is depicted in blue. 
The related fitting curves are also shown. Right: zoom of the first 28 s. 

 

Table 2. Parameters 𝐶௢௜of the fitting curves, representing the coincidences count rate over time (Eq. 1). 
Column a) and b) represent simulated data without noise. Columns c), d), simulated data with noise and 
column e) experimental data. The parameters fixed in column (d) and (e) are optimized starting from the 
value from column (b). 

 
(a) Average of 49 runs 

             without noise 
(b) Distribution of 49 runs 

without noise 

P2 1.106 1.210 ± 0.058 

BC2  1.083 1.118 ± 0.043 

8B 12.72 ± 0.31 (12.7 ± 2.4) ± (2.20 ± 0.10) 

10C 2.25 ± 0.04 (2.26 ± 0.26) ± (0.28 ± 0.01) 

15O 0.90 ± 0.03 (0.90 ± 0.23) ± (0.230 ± 0.005) 

11C 0.61 ± 0.02 (0.61 ± 0.11) ± (0.110±0.002) 

9C 22.8 ± 2.1 (23 ± 15) ± (14.6 ± 0.9) 

 (c) MC with noise 
with 5 parameters 

(d) MC with noise 
with 3 parameters 

(e) Experimental 
with 3 parameters 

P2 1.220 ± 0.075 1.220 ± 0.075 1.181 

BC2  1.010±0.045 1.015 ± 0.045 1.008 

8B (12.7 ± 3.0) ± (2.90 ± 0.10) (12.8 ± 2.5) ± (2.14 ± 0.07) 13.6 ± 2.3 

10C (2.30 ± 0.50) ± (0.535 ± 0.005) (2.27 ± 0.31) ± (0.300±0.003) 3.74 ± 0.32 
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15O (0.85 ± 0.52) ± (0.525 ± 0.005) 0.9 0.9 

11C (0.64 ± 0.26) ± (0.265 ± 0.002) (0.61 ± 0.07) ± (0.065 ± 0.001) 0.605 ± 0.065 

9C (24 ± 18) ± (17.0 ± 1.0) 22.5 22.5 

  

By comparing the experimental data with the simulated ones, the quality of the fit corroborates 
the choice of  fixing parameters for the two isotope 15O and 9C. Moreover, by comparing the 
figures of column (e) with the ones of column (a) one can conclude that, within the errors, the 
contributions of 8B and 11C agree with MC predictions, while FLUKA underestimates the 10C 
contribution by a factor 1.65 ± 0.15, which is closed to the factor 2 mentioned in Battistoni et 
al.[9] 

Experimental images and profiles along the beam direction. 

As a first result of the second analysis, the reconstructed PET images, after a 0.6 s irradiation time 
with 3 ·107 ions and with applied energy cuts and median filter, are presented in Figure 5 in time 
intervals of 2, 4, 8, 10, 12, 24 seconds.  

 
Figure 5. 2D maps of the measured PET coincidences reconstructed with MLEM algorithm and applying the 
median filter in time interval equal to 2, 4, 8, 10, 12, 24 s after the end of the irradiation. (Images normalized 
to their maximum value). 

In Table 3 the intensity J of the images in figure 5, in the point P (i.e. the crossing of the two dashed 
lines) is expressed in arbitrary units (a.u.).  
 

Table 3.  The intensity J in the point P of the images in figure 5 and figure 1 

t (s) 2 4 8 10 12 24 231 

J(a.u.) in P 0.01 0.13 0.86 1.07 1.41 4.65 3.30 104 

 

Formatted: Left

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



10 
 

Although the intensity is different, the images in figure 5 show that, by reducing the acquisition 
time, still the region with the maximum intensity of the signal is always the same. 

With reference to Figure 6, the red curve represents the longitudinal profile (laterally integrated) 
of the image along the z axis reconstructed from  231 s data acquisition; the FLUKA prediction, 
obtained from the sums of the 49 simulations and normalized to the peak value, is shown in black. 
The excess in the experimental curve is not fully understood but is irrelevant for the rest of this 
study; it could be due to a residual lutetium background not properly discarded by the median 
filter. 

 
Figure 6. Longitudinal 1D profiles of the reconstructed images at 231 s for the experimental (red) and MC 
simulated (black) data. The vertical dotted line represents the expected position (85.0 mm) of the Bragg Peak 
(BP) at 222 MeV/u in PMMA. 

Figure 7 shows the comparison of the longitudinal 1D profiles of the images reconstructed from 
the events collected in 2, 4, 8 10, 12, 24 s and the corresponding FLUKA predictions. The 
conclusions are that, the contribution ffrom long-lived target fragmentation radionuclei is not 
significant at early times  and that, in the range 8-12 s, the MC reproduces the z-dependence of 
the experimental data with a normalization factor of about 2.5 (sim/exp). 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



11 
 

 
Figure 7. Comparison between Fluka MC simulations (black) and experimental results (red) of longitudinal 
activity profiles reconstructed from events collected in 2, 4, 8, 10, 12, 24 s. The results in z axis are shown in 
the range 3 -13 cm, the target starts in z=0. The MC results are normalized to the experimental data at the 
peak. The normalization factor is about 2.5 (sim/exp).  

The agreement between the simulated and the experimental profiles can be quantified by 
comparing the parameters of their Gaussian fits, as shown in Table 4.  
Table 4. Comparison between the Gaussian parameters in simulated and experimental data for different 
acquisition times. The errors are 1-σ values from the 49 MC runs.  

Fitted 
parameters 

Acquisition time (s) 

2 4 6 8 10 12 24 

zmean (mm)   sim. 76.5±2.6 76.9±1.2 76.7±1.0 76.8±0.7 77±0.7 76.9±0.7 77.1±0.5 

zmean(mm)   exp. 77.0 76.8 76.9 77.2 76.7 76.1 75.6 

σpeak (mm)  sim.  4.6±1.8 4.3±0.6 4.4±0.6 4.3±0.5 4.3±0.4 4.4±0.4 4.5±0.3  

σpeak  (mm) exp. 4.0 3.9 4.5 4.4 4.3 4.4 4.8 

The excellent agreement demonstrates that the FLUKA MC simulations can accurately predict the 
PET activity peak  and its uncertainties. 
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As a further step towards the determination of the accuracy with which the centre of the z-
distribution can be determined, figure 8 shows the longitudinal activity profile distribution of 6 
runs of FLUKA Monte Carlo reconstructed from simulated events acquired in 8 s. The numbers of 
coincidences for each run are shown in the insets. 

  
Figure 8. Longitudinal activity profile of six of the 49 runs of FLUKA MC simulations reconstructed from 
events acquired in the first 8s and 3 ·107 carbon ions. The red lines represent the mean values of the Gaussian 
fits. The numbers of coincidences for each run are shown in the insets. 

Figure 9 gives, for the 49 MC runs, the distribution of zmean at 8 s, i.e. the fitted mean value of each 
simulation run i, and shows a Gaussian shape with a mean value of 76.8 mm and a sigma equal to 
0.7 mm, as indicated in Table 4. Since the carbon ion beam range is 85.0 mm (Figure 6) to compute 
it one has to add (85.0 – 76.8) = 8.2 mm to the measured position of the PET peak. 
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Figure 9. Distribution at 8 s of the mean values zmean of 49 MC runs . The Gaussian fit has a mean µ= 76.8 mm 
and a standard deviation σ= 0.7 mm.  

Both the measured position of the peak zmean and the width of the activity peak σPeak are found to 
be compatible with the corresponding quantities from the simulated runs, as shown in Table 4.  

Finally, as shown in Figure 10, the sigma value of the Gaussian fit of z mean (σz_mean) reduces as 1/√t 
with the increasing of number of coincidences,as expected from Poisson’s statistics, describing 
this process. The Poissonian nature of the decay process implies that σz_mean scales with 1/√N, 
where N is the number of coincidences, which in turn scales (almost) linearly with time (t), 
leading to a 1/√t dependence (Figure 10 right)3. The fitted red curve proves that, with an 
acquisition time of 6 s, the range can be determined with a precision of 1 mm. 

  
Figure 10. Left: Standard deviation, σz_mean, values obtained from the Gaussian fit of zmean  function of 
acquisition times: 2, 4, 6, 8, 10, 12, 20, 24 s. The best fitting curve is proportional to 1/√t. Prediction bounds 
at 95% confidence level are also shown. Right: time-dependence of the number of coincidences in the whole 
target. 

                                                        
3 Indeed in the first 24 s, this quasi-linear trend can be understood from Figure 2 right, where the single contribution 
to the total counts is presented: the 8B, decaying quickly, give a constant contribution to the final count curve, the 11C 
and 15O, having longer half-life, give a linear contribution, instead for 10C the 1- e-λ t contribution is still dominant. 
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4. Discussion  

A PMMA homogeneous phantom was irradiated at CNAO with 12C ion beams at 222 MeV/u for 0.6 
s half second and the 3D-PET signal over time was collected by the INSIDE detector. Although 
similar experiments were performed with INSIDE at CNAO [12], this was the first time that such 
a short 12C irradiation was performed and analysed. In this paper, a detailed analysis of the 
acquired PET signal has been presented in order to extract the contributions of the main isotopes 
(8B and 10C, detectable at short acquisition times, 15O and 11C which start to dominate at longer 
time) and and quantify the error in the measurement of the carbon ion beam range.  

The INSIDE double head PET detector registered, without energy filter, 15700 coincidences in 
231 s. In this number, the intrinsic LFS-related random background is included. From the 
experimental runs with no beam the background noise rate has been measured to be (51.0±0.9) 
coincidences/s, corresponding to 11800 in 231 s, which leaves a signal of 3900 true coincidences, 
only 25 % of the total number of coincidences. With the energy filter, the total number of 
coincidences in 231 s is about 5600 and the background noise rate decreases by a factor of 4, 
corresponding to about 2800 coincidences in 231 s (i.e. about 70% of true coincidences without 
energy filter). The number of true coincidences in this case increases to 50 % of the total number 
of coincidences.  

Despite the luthetium background, the results collected in Table 4 show that in a few seconds it 
is possible to reconstruct a Gaussian-shaped activity distribution with FWHM ≃ 10 mm along the 
beam direction, coming from the short-lived β+ emitters fragments of the 12C projectiles.  

The analysis of experimental and of the FLUKA MC simulated coincidences as a function of time 
has shown that for the short acquisition times considered 8B and 10C are the main contributors to 
the very narrow and clear peaks shown in Figures 7 and 8.  Although the INSIDE detector has not 
been optimized for measurement of cross-sections, fitting analysis suggests an underestimation 
of the 10C production with respect to 8B in the FLUKA version used in this work. This factor has 
been quantified in this analysis to be about 60%.  

In addition, as confirmed by 49 runs of FLUKA simulations, performed in the same experimental 
scenario, the statistical contribution given by the low number of coincidences accounts for 1 mm 
for a measurement time of about 6 s. As shown in Figure 10, with a 10 s calibration run the 
standard deviation can be reduced to 0.75 mm. 
It is worth mentioning that promising results have already been obtained with INSIDE in clinical 
scenarios using inter-spill data at CNAO [12], but the development of a dedicated 
synchronization system, based on CNAO synchrotron time structure was required. The new 
rapid range verification, PET-based method could be included in the panorama of other 
emerging monitoring techniques during hadron therapy, such as prompt photons imaging [30] 
[31], combined PET and prompt -gammas techniques [32,33]and charged secondaries 
techniques [34] [35]. 

In particular, the method could be performed with a two-head detector with any type of ion 
accelerator, following the approach chosen in this work. 

In order to give a low dose (for instance 0.2 Gy) during this calibration run that typically will 
precede the irradiation run, the spot can be moved along a 3-5 cm segment located at the center 
of the tumor and aligned along the axis of the PET detector. The result, computed on-line, can then 
be used to correct the carbon ion beam range during the much longer irradiation run by applying 
a correction to the Treatment Plan that considers the small dose due to the calibration run.  
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5. Conclusions 

Some years ago two of us proposed a method for verifying the range in carbon ion therapy by 
using short-lived positron emitters from a pre-irradiation short, low dose run on a small part of 
the tumor target. The method does not depend on the time structure of the accelerator and on 
complex synchronization systems. 
 
The validity of the method has been verified by experiments performed with the INSIDE detector 
at CNAO, the Italian Centre for Oncological Hadron Therapy in Pavia. In this paper the detailed 
PET analysis of an experiment performed at 222 MeV/u with 3·107 carbon ions impinging for 0.6 
s on a PMMA homogeneous phantom has been presented. 

The comparison of the measured longitudinal β+ activity distributions with the predictions of 49 
runs of complete FLUKA simulations resulted in four main conclusions:  

 the time dependence of the measured activity, in the 24 seconds that follow the 0.6 s 
irradiation, agrees quantitatively with the expected one, once added the luthetium 
background is added to the simulation; 

  the time-fit shows that the main contribution of 8B is well predicted by FLUKA while the 10C 
yield is 60% larger than the prediction, most probably due to an underestimate of the 
production cross-section; 

 once the median filter is applied to the data, the longitudinal z-distributions of the activities 
in in 2, 4, 8, 10, 12 and 24 seconds are almost Gaussian distributions with FWHM ≃ 10 mm, 
in good agreement with FLUKA predictions. 

 from the distribution of the average peak positions of 49 FLUKA runs it can be concluded 
that, with an acquisition time of 6 s, the carbon ion beam range can be determined with a 
precision of  = 1 mm by adding 8.2 mm to the fitted position of the PET signal peak; with a 
10 s calibration run the sigma can be reduced to 0.75 mm. 

Further studies are needed at different energy values of the primary beam in order to assess the 
impact of the different fractions of fragments production and in more complex experimental 
scenarios, in order to consider for example the inhomogeneities of a real target. However this 
work opens an interesting perspective for the in-vivo range verification during a patient 
treatment. 
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