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Abstract

We start with the observation that, while the reason for a countable Borel
equivalence relation not being Borel reducible to another one has always to do
with the Borel structure of them in their globality, this might not be the case
when dealing with uniform Borel reducibility. We show in Chapter [1| that the
impossibility of finding a uniform Borel reductions can be ruled out by global
as well as local phenomena.

As Slaman and Steel’s result that Martin’s conjecture holds for uniformly
degree invariant functions gives limitations to the possible behaviors of uniform
homomorphisms of Turing equivalence to itself, we investigate in Chapter
whether the reason for these limitations can be retrieved locally. We discover
that this is the case for the first part of the result. We then present some
corollaries of this fact, such as the possibility of embedding the structure of real
numbers pre-ordered by Turing reducibility inside the structure of equivalence
relations on N pre-ordered by computable reducibility. Encouraged by these
results, Chapter [3| continues with an investigation about the internal structure
of single Turing degrees provided by Turing reductions, addressing questions
such as: which degrees can we embed in which other degrees? And: what is
the theory for a cone of them?

In Chapter [ we come back to the question whether the second half of
uniform Martin’s conjecture also arises locally, and here we notice that the
answer is harder to give. Still, we provide some partial results, such as the one
joint with Patrick Lutz that a theorem of Lachlan — which was strengthened
by Steel’s proof of part two of uniform Martin’s conjecture — does arise locally.

Finally, in Chapter [5] we study hypotheses that, despite being apparently
weaker than uniformity, still enable one to carry out the uniformity arguments
to prove Martin’s conjecture. We consider several such hypotheses: although
they all seem weaker than ordinary uniform degree invariance, we prove that
most of them actually coincide with it from a global point of view, while, for
most of them, it remains open whether they differ from a local perspective.
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Chapter 1

Introduction

The main topic of this dissertation is uniform Martin’s conjecture and how
much of it follows from local arguments. In this chapter, we give a short
history of how the ideas around Martin’s conjecture were born, as well as our
idea of retrieving uniform Martin’s conjecture locally.

1.1 Introduction to Martin’s conjecture

Martin’s conjecture is one of the most important open problems of computabil-
ity theory. Its aim is to shed a light on one of the most fundamental phenomena
exhibited by Turing degree since the very early days.

Indeed, till the mid ’50s, all known Turing degrees were comparable, and
in fact well-ordered by Turing reducibility, with successors given by the Turing
jump. Most famously, Post proposed, in his 1944 seminal paper [Pos44], the
celebrated problem of finding a computably enumerable set of natural numbers
whose Turing degree is neither [0]7 nor [0)-. The solution provided indepen-
dently by Friedberg and Muchnik one decade later is just as famous. If (¢F);c,
is a standard enumeration of computable-in-z partial functions, where x € 2¢|
W2 = dom(¢?¥) is the i-th c.e-in-z set and RY = W} @ x, then the relativized
version of Friedberg and Muchnik result states the following:

Theorem 1.1.1 (Friedberg-Muchnik). There are a,b € w such that, for every
T €2¥:
Rg ﬁT RZC and Rbm ﬁT Ri
This solved Post’s problem because Rj trivially satisfies x <p R7 <p 2/,
so the Turing degree of R¥ cannot be [z]p (for in that case, we would have
RY <p RY), nor can be [z}, (for in that case we would have R} <p RY).
Corollary 1.1.2. There exists a € w such that, for every x € 2%:

x <p R <r 1.

1
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This solution apparently gives strong evidence for totally rejecting the idea
that [0]7 and [0)% are the only c.e. Turing degrees: it shows that there are
plenty of non-comparable degrees and also there are intermediate degrees be-
tween every degree and its jump, also supplying c.e. operators witnessing both
situations at the same time. To be precise, z — R{ and x — Rf in Theo-
rem [[.1.7] exhibit, given any = € 2, two incomparable c.e.-in-z degrees strictly
in-between the degrees of z and z’. However, if we just give a Turing degree
[z]7, we need to choose a representative in [z]7 in order to have these c.e.
operators give us two incomparable c.e.-in-[x]r degrees strictly in-between [z]r
and [z]/,, and these may vary depending on the choice of the representative.
This observation led Sacks to ask the following question. Say that a func-
tion f: A — 2¥ where A C 2%, is degree invariant or Turing invariant
(abbreviated DI or T1) if, for all 2,y € A one has

r=ry = f(z)=r f(y).

Question 1.1.3 (Sacks, [Sac67|). Does there exist a degree invariant c.e. op-
erator x — WZF such that
x <7 W: <rT x

for allx € 2¥7?

This question is open to this day and, in fact, we are not only unable
of finding a degree invariant c.e. operator always providing an intermediate
degree, but we are also not able of exhibiting any degree invariant function
f:2¥ = 2% such that x <r f(x) <r 2’ for all z € 2¥ without using the Axiom
of Choice. Thus, even though the problem of finding an intermediate degree
between any degree and its jump has been solved for a long time, in a sense we
can say that we still do not know any canonical way of picking one.

This relates to the empirical phenomenon that Turing degrees that corre-
spond to problems occurring in common mathematical practice are organized
in a very simple substructure of the tangled structure of Turing degrees: such
“natural” Turing degrees appear to be well-ordered by <p, and there seems to
be no “natural” Turing degree strictly between a “natural” Turing degree and
its Turing jump.

Martin’s conjecture is a long-standing open problem whose aim was to pro-
vide a precise mathematical formalization of these observations. The leading
idea is to formalize the notion of “natural” Turing degree as a suitable equiva-
lence class of “definable” functions over Turing degrees. The intuition is that, as
Steel explains in the introduction of [Ste82], “natural” Turing degrees are sup-
posed to have a definition that can be relativized, and the process of relativizing
their definition is supposed to induce “definable” TI functions. Precisely, ‘defin-
able’ is formalized setting Martin’s conjecture under the Axiom of Determinacy
(AD).

Before we state the conjecture, we recall the basic definitions that occur in
it. Upward Turing cones, i.e. sets of the form

{ze2¥|z>rz},
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are usually referred to just as cones, in this context. A set A C 2% is said
to be Turing-invariant if it is closed under =7. Turing Determinacy (TD)
denotes the statement that every Turing-invariant subset of 2“ either contains
a cone or is disjoint from a cone. Martin’s celebrated cone theorem |[Mar68|
states that TD follows from AD. The importance of TD lies in the fact that
it enables to define a natural notion of largeness for Turing-invariant sets: the
map

n(A) =

1 if A contains a cone
0 otherwise

defines, under TD, a measure on the o-algebra of Turing-invariant subsets of
2%,
Recall the definition of the Turing jump of z € 2%:

(n) = 1 ifne (?om(gofl),
0 otherwise.

Finally, given two TT functions f, g : 2* — 2%, one defines
f<mg < f(x) <r g(z) on a cone.
Conjecture 1.1.4 (Martin). In ZF + DC 4 AD, the following are conjectured:

L 4f f:2¥ — 2% is Turing invariant, then either f(x) >1 x on a cone or
there exists y € 2% such that f(x) =r y on a cone;

II. the set of TI functions f such that f >y idow is pre-well-ordered by <pr;
moreover, if such an f has <pr-rank o, then [’ (defined by f'(x) = f(x)’)
has <pr-rank o + 1.

Thus, the first of the conjecture seems to be the less relevant, as it just says
the apparent technicality that definable Turing invariant functions that are not
constant on a cone (and hence trivial) must be above the identity on a cone.
On the other hand, the second part seems the most fundamental, as it states
the core of the idea behind Martin’s conjecture. So, for example, part II, and
not part I, implies a strong negative answer to Sacks’ Question [[.1.3] However,
part I, and not part II, re-sparkled the interest on Martin’s conjecture after
the discovery of its profound consequences in the theory of countable Borel
equivalence relations (see |Tho09]).

Although Martin’s conjecture is still open in its generality, some restrictions
of it to particular classes of functions have been proved. The most celebrated
example is arguably that of uniformly degree invariant functions, which we are
going to introduce in the next section.

As a convention, uniform Martin’s conjecture refers to Martin’s conjecture
restricted to uniformly degree invariant functions, projective Martin’s conjec-
ture refers to Martin’s conjecture restricted to projective degree invariant func-
tions only, and so on.
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1.2 Uniform Martin’s conjecture

Let (¢7);en be the standard numbering of partial unary computable-in-z func-
tions, where the oracle z is a function from N to N. Given z,y € 2“ and
i,j € N, we say that z <p y via i if z = ¢!, and we say that z =r y via (4, j)
if x >pyvia i and x <p y via j.

A function f : A — 2%, with A C 2%, is said to be order-preserving if,
for all z,y € A, one has

r<ry = f(z) <7 f(y),

whereas it is said to be uniformly order-preserving (abbreviated UOP) if
every time we have x,y € A such that x <p y via i, we can choose uniformly in
x and y an index j such that f(z) <r f(y) via j. In other words, f is UOP if
there is a function (which we shall call uniformity function for f) v : N — N
such that
v <ryviai — (@) <r f(y) via u(i)

for all z,y € A. Similarly, f is said to be uniformly Turing invariant or
uniformly degree invariant (abbreviated UTT or UDI) if there is a function
(again, called uniformity function) u : N2 — N2 such that, for all z,y € A,

x=ryvia (i,j) = f(z) =r f(y) via u(i, j).

Uniformly degree invariant functions were introduced by Lachlan in a paper
in which he proved that, if we also ask the c.e. operator in Sacks’ question (i.e.
Question [1.1.3) to be uniformly degree invariant, then the answer is negative.

Theorem 1.2.1 (Lachlan, [Lac75]). There is no uniformly degree invariant
solution to Post’s problem; that is, there is no e € w such that the e-th c.e.
operator x — WZ is uniformly degree invariant and satisfies, for all x € 2,

x <y WP <ra.

A few years later, Steel showed that this follows from the fact that part 11
of Martin’s conjecture holds for all definable UTI functions.

Theorem 1.2.2 (Steel, [Ste82|). Part II of Martin’s conjecture holds for the
class of uniformly degree invariant functions.

Slaman and Steel then proved that also the other half of uniform Martin’s
conjecture holds.

Theorem 1.2.3 (Slaman and Steel, |SS88|). Part I of Martin’s conjecture
holds for the class of uniformly degree invariant functions.

UTT functions are especially crucial, not only because they constitute a class
of TI functions for which we can prove Martin’s conjecture, but also because
they are essentially the only definable TI functions that we know. Indeed, in
[Ste82], Steel formulated a conjecture (that strengthens Martin’s, in the light
of the previous results) that postulates that all TI functions are UTT up to
equivalence on a cone, under Determinacy.
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Conjecture 1.2.4 (Steel). Under ZF + DC + AD, every Turing invariant func-
tion [ :2¥ — 2% is =pr-equivalent to a uniformly Turing invariant one.

So it might be that, even though Martin’s conjecture hinges on specific
properties of Turing equivalence that do not generalize easily to others equiva-
lence relations, it is actually the consequence of a principle of uniformity under
Determinacy that is much more likely to be featured by a broad class of equiv-
alence relations. This is the point of view presented in [MSS16|, where it is
shown that the analog of Martin’s conjecture for arithmetic equivalence =4
fails, but the analog of Steel’s conjecture for =4 remains open.

1.3 Uniform Borel reducibility

What renewed the interest on Martin’s conjecture was the discovery of its con-
nections with the theory of countable Borel equivalence relations. Recall that,
if E and F' are equivalence relations on X and Y respectively, a homomor-
phism from F to F' is a function f: X — Y such that, for all z,y € X,

By = f(z) F f(y).
Furthermore, f is called a reduction from FE to F'if, for all z,y € X,
v Ey < f(z)F f(y)

For the rest of this chapter, X and Y will denote standard Borel spaces, that
is, spaces with a Borel structure that can be induced by a complete, separa-
ble metric on the space. If F and F are equivalence relations on X and Y
respectively, and there is a reduction f from E to F which is Borel, then E
is said to be Borel reducible to F' and we write £ <p F. The study of the
structure of <p on certain families of equivalence relations, such as the family
of analytic equivalence relations, has been a trend topic in descriptive set the-
ory sometimes referred to as invariant descriptive set theory (see, for instance,
[Gao08|). The name ‘invariant’ comes from the fact that establishing an easy
reduction from an equivalence relation F to equality means providing easy
invariants for E, whereas establishing an easy reduction from an equivalence
relation E to another equivalence relation F' means providing easy invariants
up to F for E. The latter circumstance can be interpreted as F being no more
complicated than F. For this reason, Borel reducibility is used as a tool to
compare the complexity of classification problems that can be identified with
equivalence relations on Polish spaces.

A particular family on which Borel reducibility <p has been intensively
studied (see, for instance, [JKL02|) is the family of countable Borel equiv-
alence relations: equivalence relations which are Borel (as subsets of X x X,
where X is the standard Borel space providing their domain) and whose equiv-
alence classes are countable.

Definition 1.3.1. A countable Borel equivalence relation F is said to be uni-
versal if, for every countable Borel equivalence relation F', one has F' <p F.
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Of course, Turing equivalence is such an equivalence relation, and an open
problem in this area is whether =7 is a universal countable Borel equivalence
relation, meaning the following:

Conjecture 1.3.2 (Kechris). Turing equivalence =1 is a countable Borel
equivalence relation.

The first observation of a link between Martin’s conjecture and the the-
ory of countable Borel equivalence relations was the discovery that Martin’s
conjecture settles this problem on the negative side.

Theorem 1.3.3 ([DS00]). Part I of Martin’s conjecture contradicts Kechris’
conjecture [1.3.3

Deeper connections were discovered by Thomas, who showed in [Tho09)
that part I of Martin’s conjecture would have many major consequences on
the structure of weak Borel reducibilityﬂ between countable Borel equivalence
relations.

Like in the setting of Martin’s conjecture, where uniformly Turing invariant
functions play an important role, the notion of uniformity for Borel reductions
also gained attention. In an unpublished work, Montalbéan, Reimann and Sla-
man studied the notion of uniformity with respect to group actions in order
to disprove a suitable uniform version of Kechris’ conjecture. Their starting
point was the observation that all known proofs of universality for countable
Borel equivalence relations generated by a group action always yield to uniform
universality (we shall explain what this means in a moment). Thus, they de-
fined a group action whose orbit equivalence relation is Turing equivalence and
proved that the latter is not uniformly universal with respect to the former.
This result, plus their initial empirical observation, might suggest that Kechris’
conjecture does not hold. Let us explain the notion of uniform universality.

By a theorem of Feldman and Moore, countable Borel equivalence relations
are exactly the orbit equivalence relations of the Borel actions of countable
groups.

Theorem 1.3.4 (Feldman-Moore). If E is a countable Borel equivalence re-
lation on a standard Borel space X, then there is a countable group G and a
Borel action -

GExX =X

such that, for all x,y € X,
r By < Jge€G:g-x=y.

Vice versa, it is obvious that every orbit equivalence relation of a Borel
action of a countable group is a countable Borel equivalence relation. For orbit
equivalence relations, the notion of uniform homomorphism / reduction is the
following:

LA weak Borel reduction is defined as a countable-to-one Borel homomorphism.
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Definition 1.3.5. Suppose that, for ¢ € {1,2}, E; is the orbit equivalence
relation of the Borel action -; of the countable group G; on the standard Borel
space X;, and let f be a homomorphism / reduction from F; to F;. We say f
is a uniform homomorphism / reduction (with respect to -1 and -5) if there is
a function u : G4 — (G5 such that

grr=y = u(g) 2 f(x)=f(y)
forall g € Gy and =,y € X7.

When there is a uniform Borel reduction from (Ei,-1) to (E2,-2), we say
that (E1,-1) is uniformly Borel reducible to (Es,2). Thus, a countable Borel
equivalence relation F is said to be uniformly universal with respect to a
countable Borel actiorEI -g generating it, if for all countable Borel equivalence
relation F' and countable Borel action -p generating it, (F,-r) is uniformly
Borel reducible to (E, -g).

Notice that the definition of uniformly Turing invariant function is not too
far from Definition [[.3.5] Let us say that « Ey y via g with respect to -; when
g1 =vy. Then, f: X; — X5 is a uniform homomorphism when there is
u : G1 — G such that

x Fj y via g with respect to 1 = f(z) Ea f(y) via u(g) with respect to -o.

The problem in reducing the definition of uniformly Turing invariant function
to Definition [I.3:5] is that there is no group action - such that

T =TY via (Z,J) — (7’3]) r=Yy

for all (i,j) € w? and x,y € 2*. There are indeed two problems, namely the
presence of the inverse and most importantly the seriality of the action: there
exists (i,7) € w? such that

e for some x € 2¢ there is some other y € 2¢ for which z =7 y via (4, 5);
e for some z € 2 there is no w € 2¢ for which z =¢ w via (3, j).

The concept of generating family of partial Borel functions introduced in [MSS16]|
has exactly the aim of overcoming these issues and unifying these two defini-
tions of uniformity into a single one.

Definition 1.3.6. Let X be a standard Borel space. A generating family of
partial Borel functions on X is a countable family {v; },.,, (the indexing
is often omitted for brevity) of partial Boreﬂ functions on X that contains
the identity function on X and is closed under composition. The quasi-order
generated by such a family {4); } is denoted by <y, 1 and is defined by

T2y = Jkcw: dp(z) =y.

2By this, we mean a Borel action of a countable group.
3Precisely, their their graph is Borel.
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The equivalence relation generated by {; } is the symmetrization of <,
i.e.

@ Byy,yy = 3(i,5) € w?: (Yi(x) =y and ¢;(y) = ).

If ¢n(x) = y, we say & >14, 1 y via k, whereas if ¢;(x) = y and ¢;(y) = =, we
say that x Fy 1 y via (4,7). Then, a homomorphism / reduction f from Ey ., 1
to Efg,} is uniform (with respect to {4 } and {6;}) if there is a function
u: w? — w? such that

x Egy,yyvia (i,5) = f(z) Eqg,y f(y) via u(i, j).

The function u is again called uniformity function. We shall call a homo-
morphism which is uniform with respect to {#; } and {6; } a “{; } to {0;}
uniformly invariant function” (or just “{; } to {6; } UI function”).

A Borel action - of a countable group G = {g; },.,, on a standard Borel
space X naturally induces the generating family of partial Borel functions
{1g, }, where 9, is the total function on X defined by 1, () = g;-x. Observe
that, in the hypotheses of Definition f is a uniform homomorphism /
reduction with respect to to -1 and -5 if and only if it is uniform with respect
to the generating families of Borel functions that -; and -5 induce.

Moreover, [MSS16| suggests using the generating family of partial Borel
functions { ®; } on 2¢ defined as

() o if o7 € 2%, i.e. if ¥ is total and is { 0,1 }-valued
() =

’ undefined otherwise

so that F{g,3 = =7 and homomorphisms from =7 to =7 which are uniform

with respect to {®;} coincide with uniformly Turing invariant functions. To
see that this family is in fact closed under composition, let ¢(¢, j) be the pro-
gram that, on input n and with oracle z tries to computes ¢7(n) and, if that

computation converges, tries to compute and output @fj (n). Notice that, for
all x € 2%,

Pty €2Y < ¢; €2 and gofi €2

and, in that case, ¢ (; ;) and <p;-p"f are equal. Thus,

i)

B = g&fj cpfé?“’andcpijQ“’
o) undefined otherwise

which means that ®(; ;) coincides with the composition ®; o ®;. Notice that

¢ is a computable function; in fact, sometimes (e.g. in [Marl7]) it is required

that there is a computable operation on indices providing the index for the

composition.
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1.4 Concrete examples on equality mod finite

In this section, we present different families of Borel partial functions generating
the simplest non-trivial countable Borel equivalence relation, namely equality
mod finite, which are not uniformly Borel bi-reducible to each other. The
main point of these toy examples is that, in some cases, the reason for the
non-existence of a uniform Borel reduction can be retrieved locally, i.e. from
the structure induced by the generating family of Borel functions on single
equivalence classes, whereas other times there is a global obstruction to the
existence of such a reduction even though the structure induced by the two
different families of Borel functions is indistinguishable.

Recall that equality mod finite, denoted Ejy, is the relation on 2“ defined
by

zEpy <= 3In € w,Ym >n:z(m)=y(m).

It is easy to see that Ej is Borel and its every equivalence class is countable:
the equivalence class of x € 2¢ can be obtained considering the overwriting of
each of the countably many s € 2<% onto z. Overwriting can indeed be viewed
as a way of generating Ey: for s € 2<%, let ow, be the function overwriting s
onto its argument, that is

owa() () = {s(n) n < |s|
x(n) otherwise.

It is clear that each owy is Borel and owg o ow; is ow, where r is gotten over-
writing s onto tE| Furthermore, if € denotes the empty string, then ow, is the
identity function. Hence, {ow, } o< is a generating family of partial Borel
functions and Fy o,y = Eo.

Another natural way of generating FEj is the following: think of x € 2¥ as
a formal series

se

e o]

Zx(n)2"

n=0

Then, for instance, 011011011 ... would represent the formal series
2 122 424 125 12T 128 | (1.4.1)

Think of the additive action of Z on the space of these formal series: so for

example 5 acts on (L1.4.1)) giving
(20423 4 (28 +22 42 25 427 428 ) =
=20 421 4 2.22 490 125 4 27 4 98
=204 9t 493491 495 427 4 98 |

40f course, 7 is just s if s is loner than t.
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Analogously, the action of —5 on (1.4.1) is
(=20 —2%) 4 (2t 422 424 425 427 428 ) =
=2042% 425427428

Translating this in 2“, we get that 5 and —5 act on 011011011... giving
110111011... and 100011011... respectively. It is easy to verify that this
is indeed a group action and that, for all z and y in the same Fy-class, there is
some k € Z acting on x giving y as a result. This action is dubbed odometer.
Its orbit equivalence relation coincides with FEy with the exception that the
constant sequences 000... and 111... are in the same odometer orbit whereas
they are of course in different Ey-classes. Odometer orbit equivalence and Fj
thus coincide on X5 := 2%\ ([000...]g, U[111...]g,). To avoid this problem,
let us stipulate from now on that Ey has X, as its domainﬂ

Like every group action, the odometer induces a generating family of Borel
functions, so that we can talk about uniformity with respect to the odometer.
Let ody be the map adding 1 in the sense of the odometer. Notice that this
function has an inverse ods ™" which is the map subtracting 1 in the sense of
the odometer. Let us denote, as usual,

odgo---00dy k>0
k
Odgk = 0d2_10.~00d2_1 k<0
—k
idx, k=0.

Then, {Odgk }rez is a generating family of Borel functions that generates Ey
on X,. For brevity, if Oko(IE) = y, we just say that x Ey y via k instead of
x Ep y via (k,—k).

Overwriting and odometer are two essentially different ways of generating
FEy, as witnessed by the following:

Proposition 1.4.1 (folklore). There is no uniform Borel reduction from Ey
equipped with the odometer to Ey equipped with overwriting.

The most interesting thing about Proposition is that it has a local
reason, that is, it arises from the differences that single Ey-classes feature when
they are equipped with odometer rather than overwriting.

Lemma 1.4.2. Every uniform homomorphism from a single Ey-class equipped
with the odometer to a single Ey-class equipped with overwriting is constant.

From this lemma, it follows that every uniform reduction from Ey equipped
with the odometer to Ey equipped with overwriting must be a reduction from
Ey to =2v, so Proposition follows from the following basic fact in De-
scriptive Set Theory (see [HKLI0]).

5This is harmless since Eg on 2% (i.e. the usual Fp) and Ep on X2 are Borel bi-reducible,
as witnessed by the map =z — 01" z.
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Figure 1.1: od2° on a Ep-class: an
arrow goes from z to y if and only
if x Ey y via 0 with respect to the
odometer.

Figure 1.2: ods on a Eyp-class: an
arrow goes from x to y if and only
if x Ey y via 1 with respect to the
odometer.

Figure 1.4: FEp-class via a fixed
(s,t) € 2<% x 25¥  (s,t) # (g,¢).
There is an arrow from z to y iff

Figure 1.3: od2? on a Fo-class: an x Eo y via (s,t) with respect to
arrow goes from z to y if and only overwriting. If (s,t) = (¢,¢), then
if z Ey y via 2 with respect to the the picture would look the same
odometer. as figure E

Fact 1.4.3 (Non-smoothness of Ey). There is no Borel reduction from Ey to
—ow.

Then, let us prove Lemma (1.4.2

Proof of Lemma[L.42] Let f : [x]g, — 2 and u : Z — 2<% x 2<% such that,
for all y, z € [7]g,

y By z via k with respect to the odometer = f(y) Fy f(z) via u(k) with respect to overwriting.

In other words, f is a uniform homomorphism and u is a uniformity function
for it; notice that ran(f) is necessarily contained in a single Fy-class.

Recall that we denote by € the empty string. The key point is that « must
map every k € Z to (g,¢): x admits y and z in the same Ej-class such that
z Fy y via k and y Eg = via k, so this implies f(z) Fy f(y) via u(k) and
f(y) Eo f(x) via u(k). But this means u(k) = (g,¢), because Ey via any other
(s,t) € 2¥ x 2¥ does not feature pre-predecessors (see figures [L.1H1.4]). Thus,
for all y in [2]g,, f(z) and f(y) are Ep-equivalent via (e,¢), that is, they are
equal. O

Proposition 1.4.4. Fy equipped with overwriting is uniformly Borel reducible
to Ey equipped with odometer, as witnessed by the identity function.
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Figure 1.5: Overwriting the string s on a
single Ey-class: there is an arrow x to y if
and only if ows(z) = y. The presence of
fixed points is the key for Remark @

Proof. First notice that, if z Ey y via (s,t), we can suppose that s and ¢ have
same length. For if, say, s is shorter than ¢, then z(n) = y(n) = t(n) for
|s] < n < |¢t|. Thus, if we call st the result of overwriting s onto ¢, then
s*tis as long as t and x FEy y via (s xt,t). Then, if we view s x¢ and s as
two natural numbers written in base 2, it is obvious that there is an integer k
which, added or subtracted to s xt, gives t. Hence, x Ey y via k with respect
to the odometer. O

Remark 1.4.5. Sometimes, it happens that a uniform homomorphism or reduc-
tion f admits a uniformity function u : w? — w? of the form

w: (4, 5) = (v(i),v(4)),

with v : w — w. This cannot be the case for a Borel uniform reduction from
FEy with overwriting to Ey with the odometer, and the reason for this is again
local. Indeed, for all s € 2<% and all z, ows(z) is in [z]g, and is fixed by
owg, i.e. ows(owg(x)) = owg(x). Then, v(s) must be 0, because it must fix
flows(z)), and no other k € Z does. Then, v must be identically zero, and this
means, like in the argument for proving Proposition that f would be a
Borel reduction from Ey to =9«, which is impossible by Fact

There are also cases in which the reason for the non-existence of a uniform
Borel reduction cannot be detected locally. This is the case of the odometer
on 3“ and on 2% respectivelyﬁ

60f course, odometer on 3* works as addition with carry in base 3 instead of base 2.
‘When we consider the odometer on 3 we actually have to remove the Ep-classes of constant
sequences. Fg on this new set is Borel bi-embeddable with Fy on 3“ and, hence, with Ey on
2%,
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Theorem 1.4.6 (Marks, private communication). There is no uniform Borel
reduction from Ey on 3“ equipped with the odometer to Ey on 2% equipped with
the odometer.

Proof. Suppose by contradiction that there is such a uniform Borel reduction f
and w is a uniformity function for it. We stress that odometer on 2 is actually
defined on

X5 :=29\ ([000...]g, U[111...]g,)

and similarly the odometer on 3“ is defined on the set X3 of elements of 3“
that are not eventually constant. So f is actually a function from X3 to Xs.
Let ods denote the map over X3 that adds 1 in the sense of the odometer in
base 3. Of course, this map is continuous and has an inverse (the map that
subtracts 1), which is also continuous. This means, ods is a homeomorphism of
X3 onto itself. Define a graph G on X3 by saying that x,y € X3 are adjacent
iff ods(z) = y or ods(y) = z. We can exploit the uniformity of f to give a
2-coloring of G, that is, a map ¢ : X3 — 2 that sends adjacent vertices to
different numbers (colors). Indeed, if x,y € X3 are adjacent in the graph G,
ie. x Egy vialory Ep x via 1, then f(x) Ey f(y) via u(1) or f(y) Eo f(x)
via u(1). Notice that u(1) cannot be 0, otherwise f would be a Borel reduction
from Ey to =gw, so if k is the first non-null digit in the binary representation
of u(1), f(z) and f(y) differ in the k-th digit. This means that

c: X3 — 2,2 f(x)(k)

is a 2-coloring of the vertices of G. This 2-coloring is also Borel, because f is.
By the Baire Category Theorem, either ¢=1(0) or ¢~1(1) has to be non-meager.
Since this non-meager set is Borel, it has the Baire property and is therefore
comeager on some basic open set

Ny ={z € X3 |z extends s }.

If ¢ is the length of s, notice that 0d33£ [Ns] € N and od373£ [Ng] € Ng, so
that 0d332 [N, is a homeomorphism of N, onto itself. Since 3¢ is odd, 0d33£
sends vertices of one color to vertices of the other color: 0d33é [c™1(0) N Ng] =
¢ (1)N N and ods?’ [c™1(1)NNg] = ¢1(0)N Ny, so we have a homeomorphism
that maps a comeager set onto a meager set, contradiction. O

Even if not uniformly, Fy on 3 is Borel reducible to Ey on 2“, as they both
are hyperfinite non-smooth Borel equivalence relations (|[DJK94]).

1.5 Local vs global obstructions

Our point in discussing these examples on FEj is that the obstruction to the
existence of uniform Borel reductions can be local or global. In the case of
Proposition [1.4.1} it is local, because it can be detected from the structure in-
duced by the generating families of Borel functions on single equivalence classes:
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the obstruction to the existence of a “global” Borel uniform reduction can be
derived — using a general fact (namely, Fact — from obstructions to the
existence of non-trivial uniform homomorphisms defined on single equivalence
classes. On the other hand, the obstruction given by Theorem [I.4.0]is purely
global, as the structures induced by { ods* }, and {Odgk }, on single equiva-
lence classes are isomorphic: for all Ey-classes C' C X3 and D C X5, there is a
bijective f : C'— D such that

ods*(z) =y < oda"(f(2)) = f(y),

for all z,y € C and k € Z. The reason why one cannot extend such local iso-
morphisms to a global uniform reduction is that one can build isomorphisms
between (Fp on 3“)-classes and (Ep on 2¢)-classes once representatives are
chosen among those classes, and Fact tells us we cannot choose a repre-
sentative in each Ejy-class in a Borel way.

We point out that Theorems [[.2.1], [[.2.2] and [I.2.3] are also establishing
obstructions to the existence of certain kinds of uniform homomorphisms: this
time, the equivalence relation is Turing equivalence and the generating family
of partial Borel functions is given by Turing reductions. So, the main question
we are going to investigate in the next chapters is the following:

Question 1.5.1. Are the obstructions established by Theorems[1.2.]] and
local?

We are going to prove that the answer is positive for Theorems and
respectively in Chapters [ and 2] Moreover, in Chapter [4] we are going
to investigate what happens for [[.2.2]



Chapter 2

Part I of uniform Martin’s
conjecture, locally

In this chapter, we answer Question [[.5.1] for what concerns part I of uniform
Martin’s conjecture, showing that the obstruction proven by Theorem [1.2.3
arises locally similarly to how the obstruction to Proposition turned out
to be local in Chapter

2.1 The result

The proof given by Slaman and Steel in [SS88| of part I of uniform Martin’s
conjecture makes use of the Axiom of Determinacy, as they use a variation of
a Wadge g‘ameE| such that the existence of a winning strategy for player I or
IT implies f >ps idow or f <jps idaw respectively, and then they present two
different arguments that prove that f <js idow implies that f is constant (up
to =r) on a cone.

Here, we shall present a proof of the following improvement of their result
which does not use games and that clearly displays a local cause.

Theorem 2.1.1. Assume TD and let f :2¥ — 2% be UTI on a cone. Then,
either f(x) > x on a cone, or there exists y € 2% such that f(z) =y on a
cone.

Let us stress the differences between the results: Slaman and Steel showed
that, under AD, UTI functions are either increasing or constant up to Turing
equivalence on a cone. By contrast, Theorem [2.1.1] tells us that, under the sole
assumption of TD, UTI functions are either increasing or literally constant on
a cone.

In Chapter [I we showed that Proposition is a global obstruction
which is caused by the local obstruction Lemma[[:4.2] via a general property of

ISteel had already used variations of Wadge games to prove part II of uniform Martin’s
conjecture in [Ste82].

15
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reductions which are Borel, namely Fact In a very similar way, our proof
of Theorem [2.1.1] will show that the global dichotomy in part I of uniform
Martin’s conjecture arises from an analogous local dichotomy via a general
property of TT functions under TD.

Theorem 2.1.2. Letx € 2 and f : [z]p — 2% be UTI. Then, either f(z) >r x
or f is constant.

We shall refer to this Theorem as the local uniform Martin’s conjecture part
I. Before we prove it, let us show how easily Theorem [2.1.1] descends from it.

Proof of Theorem 211 from Theorem[2.1.2] Suppose f is UTI on the cone
above z. Consider

A={x€2¥] f|[z]r is constant }.

Of course, A is Turing-invariant, so by TD either 2\ A or A contains a cone. In
the former case — say 2¢\ A contains the cone above w — given any x > zPw,
we can apply Theorem and deduce f(x) >7 z. Otherwise, if A contains
a cone, next folklore Fact applies. O

Fact 2.1.3. (ZF + CCg + TD) Suppose f : 2* — 2 is such that the following
holds for all x,y in a cone:

v=ry = [f(z)=f()
Then, f s literally constant on a cone.

Recall that CCg stands for the Axiom of Countable Choice for Reals, which
assert that every function F' from natural numbers to non-empty sets of reals
admits a choice function, that is a function ¢ from natural numbers to reals
such that, for all n € w, ¢(n) € F(n).

The easy yet classic argument for Fact is probably found for the first
time in [SS88|, in the form of a remark that AD implies there is no choice
function on the Turing degrees. We present it here for the reader’s convenience.

Proof of Fact[21:3] Suppose that the hypothesis holds in the cone based in z.
Then, the sets of the form

{z2rz]f(=)@) =7}

are Turing-invariant, and so TD implies that, for all 7, there’s a cone of x’s on
which the i-th digit of f(x) is constant. Use CCg to choose, for all i € w, a
z; € 2% such that x — f(z)(¢) is constant on the cone above z;. Hence, f is
constant on the cone above €, zZE| O

2For the definition of € z;, see page
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Another advantage of Theorem is that it enables to calibrate the
strength of the statement of part I of uniform Martin’s conjecture over ZF.
We now have two different statements for uniform Martin’s conjecture part I,
namely the original Theorem [I.2:3] and our slight improvement Theorem [2.1.1]
However, it is an easy corollary of Theorem [2.1.2] that they are both equivalent
to TD over ZF + CCg. If we exploit a recent result of Peng and Yu, we can
prove that the equivalence holds over ZF alone.

Theorem 2.1.4 (Peng and Yu, [PY20]). ZF + TD implies CCg.
Corollary 2.1.5. The following statements are equivalent over ZF:
(a) TD;

(b) the statement of Fact '

(¢) for all f:2¥ — 2% which is UTI on a cone, either f(x) >r x on a cone,
or f is literally constant on a cone;

(d) for all f:2¥ — 2% which is UTI on a cone, either f(x) >1 x on a cone,
or f is constant up to =1 on a cone.

Proof. (a) = (b) because Fact [2.1.3| can be proved in ZF + TD + CCg, and
hence in ZF + TD by Theorem m:l\fotice that also (b) implies (a) because,
to prove that a Turing-invariant A C 2% either contains or is disjoint from a
cone, it is enough to prove that its “characteristic function”

1l... z€A
f“‘(x):{ooo... rd A

is constant on a cone.

To see (b)) = (c), it is enough to know that Theorem [2.1.2]is provable in
ZF and the proof of Theorem from Theorem only used (b) and TD,
which follows from (b) as we just showed.

(¢) = (d) is trivial. Let us prove (a) from (d). Fix A C 2¥ which is
Turing invariant (i.e. closed under =r), and define

0=000... z€A
S

Of course, f is UTI: it is easy to witness f(x) =7 f(y), as this only happens
when f(z) and f(y) are equal. Clearly, f Za idaw, so by (d) we get that
f is constant on a cone up to =p. Then, either f(z) =r 0 on a cone, or
f(z) =r 0’ on a cone. In the former case, A contains a cone, in the latter one,
the complement of A does. O

In [CWY10], the authors calibrated the strength of part II of uniform Mar-
tin’s conjecture for projective functions.
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Theorem 2.1.6 (Chong, Wang and Yu, [CWY10|). Over ZFC, part II of
projective uniform Martin’s conjecture is equivalent to Projective Determinacy
(which, by unpublished work by Woodin, is equivalent over ZFC to Projective
Turing Determinacy).

Using the same proof of Corollary one can easily get that, under ZFC,
projective Turing Determinacy is equivalent to (either statement of) part I of
uniform Martin’s conjecture. Putting all together, we get the following:

Theorem 2.1.7. The following are equivalent over ZFC:
e Projective Determinacy;
e Projective Turing Determinacy;
e part I of projective uniform Martin’s conjecture;

e part II of projective uniform Martin’s conjecture.

2.2 The proof

We now address the proof of Theorem The argument itself is very short
and easy, but we need a few preliminaries and notation first. Recall that the
join (or merge) of x,y € 2, is the element of 2* denoted by x ® y and defined
by

x (%) if n is even,

y ("Tfl) if n is odd.

(z@y)(n) = {

Moreover, the join (or merge) of a sequence (,)nen of elements of 2% is the
element of 2 denoted by @, =, defined by

<@ ffn> ((2,5)) = 2;(9),

where (-,-) is a computable bijection between N? and N chosen once for all.
We shall say that z; is the j-th column of &, x,, while n — z,(7) is its i-th
row. The following fact easily descends from the existence of a universal oracle
Turing machine.

Fact 2.2.1. Fiz y € 2¥ and a computable t : N — N. If
Dl
n
is 1n 2%, then it is Turing reducible to y.

Lemma 2.2.2 (Computable uniformity function lemma). Let A C 2% be such
that, for all x € A, the concatenations 0"z and 17 x belong to A as well.
Let f: A — 2% be either UOP or UTI. In either case, there is a computable
uniformity function for f.
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Proof. First, suppose f is UOP and u is a uniformity function for it. Let
a,b,c € N be such that o7 =17z, pf =072 and

for all x € 2¥ (0°1 is shorthand for 0...01). The argument will essentially be

€
that the behavior of w is ruled out in a computable way by u(a), u(b) and u(c).
To see this, let ij denote the composition of computer programs ¢ and j, so
that

©5 P
@’ = pij-
There’s no ambiguity in writing ijk as this operation is associative. Now, fix

x € A and e € N such that ¢? is in A and notice that we have ¢? = ¢¥,...
Therefore,

(@) = f(@iee) <1 f(Phe.) via u(a),

for %.. <r ¢f.. via a and ¢f., = 0°1"x is in A by the hypothesis on A,
because z is A{’| By iterating this, we finally reach

f(pd) <r f(z) via u(a)u(b) u(c).

Thus, setting v(e) = u(a)u(b)¢u(c), we get that v is a uniformity function for f,
and since u(a), u(b), u(c) are three fixed natural numbers and the composition
of computer programs is computable, v is computable, too.

When f is UTI, the argument is analogous. This time, define

(1, 5)(k, 1) = (ik, 1j)
and let d € N be such that, for all z € 2,
QY 11T — 71071

Also pick m € N such that ¢¥ (n) = z(n + 1) for all n, so that we have
x =7 17z via (¢,m) and 1™z =7 z via (m, c).

Now observe that, for z,y € 2¢:

x =7y via (i,j) < (010717 2) =7 (0710°17y) via (d, d)
— x =7 (0710°17y) via (d,d)(b,m)" (b, c)(b,m)? (c, m)

= x =7y via (m,c)(m,b)"(m,c)(m,b)? (d,d)(b, m)" (b, c)(b,m)’ (c,m).

Thus, if u is a uniformity function for f, we can set

v(i, §) = u(m, c)u(m, b) u(m, c)u(m, b) u(d, d)u(b, m)u(b, c)u(b, m) u(c,m)

and the same argument as before gives us that v is a computable uniformity
function for f. O

3The author wishes to thank Kirill Gura for pointing out the necessity of the hypothesis
that A is closed under initial appending of 0’s and 1’s in order to carry on this argument.
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Proof of Theorem[2.1.2] Suppose f is not constant, so that there is z =p «
such that f(x) # f(z). Obviously, there is a computable function r such that

. )z ifxzn)=1,
LI PRT; z(n) =0.
Also obviously, there is e € N such that
P = pe = 1.

If we call @7, = @n, we thus have x =r y, via (r(n),e). So, if u is a com-
putable uniformity function for f (which exists by Lemma [2.2.2)), we get

f(@) =1 f(xn) via u(r(n), e).

o) = f(z) ifx(n) =1,
fan) {f(z) if z(n) = 0.

So, supposing that f(z) and f(z) differ on the k-th digit, the k-th row of
,, f(zy,) is either x or ¢ +— 1 — x(7), and hence

@f(xn) >r x.

Notice that

But also f(x) >7 @,, f(xn) by Fact because f(z) > f(z,) via the first
coordinate of u(r(n), e), which is a computable function of n. O

2.3 The arithmetic case

Since there exist many reducibility notions in computability theory, hence fam-
ilies of partial Borel functions generating quasi-orders (hence equivalence rela-
tions), we could ask how much of the local phenomenon we discovered about
Turing degrees also holds for these similar notions of degrees. We shall notice
that Theorem [2.1.2]is actually quite peculiar of the Turing case.

An example of such a similar reducibility is arithmetic reducibility. Recall
that a real z is said to be arithmetically reducible to a real y — and this is
written & <4 y if there is some n € w such that z <, y(. By Post’s theorem,
this is equivalent to z being definable in first-order arithmetic with a parameter
for y. Of course, x and y are called arithmetically equivalent when they are
arithmetically reducible to each other, and this is denoted by z =4 y. As
for Turing reducibility and equivalence, we can formulate a “via” version for
arithmetic reducibility and equivalence: we can say that * <p y via (i,n) if
z <7 y(™ via . This enables to talk about uniformly arithmetically invariant
(UAI) functions and formulate an arithmetic analog of Martin’s conjecture in
the uniform version as well. However, Slaman and Steel proved in the early
’90s (even though the proof was only published in [MSS16]) how to construct a
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counter-example for part I of the arithmetic uniform Martin’s conjecture, that
is, a uniformly arithmetically invariant ¢ : 2* — 2“ which is neither constant
on a cone up to =4, nor such that g(x) >4 z on a coneE| Of course, since part
I of the arithmetic uniform Martin’s conjecture fails globally, it also has to fail
locally: the best we can do to generalize Theorem [2.1.2] to the arithmetic case
is the following:

Proposition 2.3.1. If f : [z]a — 2 is uniformly arithmetically invariant,
then either f is constant or x <r f(;v)(w).

Proof. If f is uniformly arithmetically invariant, then f) is arithmetic- to
many-one- uniformly invariant, hence uniformly Turing invariant. Then, by
Theorem either f(a:)(w) >7p x or f(*) is constant on [z]4, and in the
latter case f itself must be constant. O

In fact, the analog of Fact 2.2.1] that would need to generalize the proof of
Theorem to the arithmetic case would be that, for total computable s

and t,
(s(n))
EB Pin)
n

is Turing reducible to y“). We cannot do any better than that (essentially,
because there is a universal Turing machine but no universal arithmetic reduc-
tion).

Notice we proved Proposition [2.3.1] from and not like Theorem [2.1.2] using
the above analog of Fact 2.2} indeed, there is one more point of the proof of
Theoremthat does not (at least, not immediately) adapt to the arithmetic
case, namely Lemma [2.2.2] There is no problem to adapt it to uniformly
arithmetically order-preserving functions, though.

Lemma 2.3.2. Let A C 2% be closed under arithmetic equivalence, and suppose
f A = 2% is uniformly arithmetically order-preserving. Then, there is a
computable uniformity function for f.

Proof. The same as the proof of Lemma for uniformly (Turing) order-
preserving functions, but instead of just considering Turing (hence, arithmetic)
reductions a, b and ¢ defined there, also use an arithmetical reduction ¢ that
takes every z € 2¢ to the Turing jump of . Then, clearly, z <7 y™ via i
if and only if <4 y via ab’cé™; furthermore, if 2 and y are in A, then A
also contains all the intermediate reals that are gotten by applying reductions
a,b,c,d in ab’cé™ one after the other. Thus, the proof continues as that of
Lemma without a hitch. O

4Here, ‘cone’ might mean either Turing upward cone or arithmetical upward cone, since
g is arithmetically invariant and the arithmetical cone above z coincides with the closure
under =4 of the Turing cone above z.
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A hitch, however, occurs when trying to the same result for UATI functions.
Of course, there is no problem in getting invertible arithmetic reductions that
play the role of a, b, ¢ and §, but the matter is: how to combine them effectively
when we are given ¢, j and m, n such that (M) >, y via ¢ and y(") >r x via i?
The trick of appending a code for i, j, m,n at the beginning of the reals does
not seem to help because — again — there is no universal arithmetic reduction,
which means there is no arithmetic reduction that performs the n-th iteration
of the jump, according to the n that finds coded at the beginning of the oracle.
A solution could be found if we could compute from input 7, j, m,n an output
i, 3, m’,n’ such that (™) =5 y(™) via (¢, 7"). However, this is impossible in
general, as shown by the following result.

Theorem 2.3.3 (Sacks, [Sac67]|). There exists x € 2 such that, for alln € w,
0 < () < gntD)

The = in the previous theorem is arithmetically equivalent to 0, but no
finite jump of x is Turing equivalent to no finite jump of 0. Hence, we ask the
following:

Question 2.3.4. Is there a uniformly arithmetically invariant function that
admits no computable uniformity function?

Going back to Martin’s conjecture, we said the argument in [MSS16] that
disproves the arithmetic analog of Martin’s conjecture does not disprove part
IT alone. In other words, it does not disprove the statement that the set of
arithmetically invariant functions f such that f(z) >4 = on a cone is pre-well-
ordered by the relation <%:

f<hg <= Fy, Ve>ay: f(x) <ag(x).

As the authors note, the arithmetic analog of Steel’s Conjecture —
that is, the conjecture that every arithmetically invariant function is arith-
metically equivalent on a cone to a uniformly arithmetically invariant one —
remains open. So Steel’s conjecture might be the right conjecture to generalize
to other notions of reducibility, whereas Martin’s seems to be peculiar of Turing
reducibility.

2.4 Variance functions

If we examine the proof of Theorem we can observe that it holds not
only when f : [z]r — 2 is uniformly Turing invariant, but it suffices that f
admits a computable function v such that, for all y,

x=ryvia (i,j) = f(z) =r f(y) via v(3, j). (2.4.1)

In other words, v need not be a uniformity function for f, as the previous
formula need not hold for all elements of [z]r, but just for . That is, f only
need admit a computable variance function in x, in the sense of the following
definition.
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Definition 2.4.1. If z € A C2¥ and f: A — 2%, we say v : w? — w? is a
variance function of f in z (with respect to Turing equivalence via) if, for

all y € A, (2.4.1) holds.

Observe we do not require f to be Turing invariant, but if it has a variance
function in z, then it must map the degree of x into a single degree.

Actually, in the proof of Theorem [2.1.2] we do not even need all of v to be
computable, but just its first component to be so. Let us call the projection
on the first coordinate of a variance function a downward variance function.

Definition 2.4.2. If x € A C 2% and f : A — 2“ is Turing invariant, we say
v:w? = w is a downward variance function of f in x if, for all y € A4,

v =7 yvia (i,j) = @) 21 f(y) via v, ).

On the other hand, we say v is a upward variance function of f in z if, for
ally € A,

x=ryvia (1,7) = f(z) <r f(y) via v(i, 7).

Then, notice that the argument we used to prove Theorem actually
leads to:

Theorem 2.4.3. If v is a downward variance function of f in x, then either
f is constant or f(x) ®v > .

We shall say more about variance and downward variance functions in
Chapter [5] but now let us generalize this notion with respect to arbitrary
generating families of reductions, which will be useful later on.

Definition 2.4.4. Let f : X — Y be any function, { ¥; } and {; } be gener-
ating family of reductions on X and Y respectively, and fix r € X and y € Y.
We say v : w — w is a variance function of f in (z,y) with respect to { ¥, }
and {€; } if, for all z € X and e € w:

T >y} zviae = y>rq,1 f(2) via v(e).

We say v : w — w is a variance function in zx if it is a variance function in

(z, f ().

Definition [2:4.2] is essentially Definition [2:4.4] with respect to the family of
Turing bi-reductions. This is our default choice when we say ‘variance function’
unless other generating family of reductions are specified explicitly or implicitly
from the context. Furthermore, note that a downward variance function is just
a variance function with respect to Turing bi-reductions on the domain and
Turing reductions on the codomain.
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2.5 Left inverses of UTI functions

We present here another application of the local version of part I of uniform
Martin’s conjecture. Let us start observing that uniformly Turing invariant
functions defined on single degrees are either constant or injective.

Lemma 2.5.1 (Kirill Gura’s injectivity lemma, private communication). If f :
[z]7 — 2% is uniformly Turing invariant and non-constant, then f is injective.

Proof. Suppose, towards a contradiction, that there are y, z € [x]r, y # z such
that f(y) = f(z). By the hypothesis that f is non-constant, there must be an
element in [z]7 whose image is not f(y), for instance f(z) # f(y). Notice that
x differs from y and z as it has a different image via f. Let n be such that
z|n#yln,andlet k,I € w be such that ¢ =y and ¢} = z. Consider ¢ such
that, for all w € 2%,

w_ ey fwln=z]n,
v @}”  otherwise.

Thus, we have ¢ = y and ¢! = z. Analogously, we have j such that gojy- =z
and ¢% = y, so that z =7 y via (4,5) and y =7 z via (4,j). By uniformity
of f, there is (i',j') € w? such that f(x) =r f(y) and f(y) =r f(z) both
via (', ). Hence, o1/*) = f(y) and o = f(2), but f(x) # f(4) = f(2),
contradiction. O

Remark 2.5.2. When we consider functions which are defined on more than
one degree, we can find UTI function that are constant on some degrees and
injective on others. For example, consider f that maps computable reals to
000... and every non-computable real y to 17 y. This function is uniformly
order preserving on every degree: let v(i) be the program that checks whether
the first bit of the oracle is 0, and in that case outputs 0 on every input,
otherwise acts as program 4 on the oracle with the first bit chopped off. If
x,y € 2% are both computable or both non-computable, and z > y via i, it
is clear that f(z) >7 f(y) via v(7). Hence, f is uniformly Turing invariant via
(4,7) = (v(i),v(j)). Moreover, it is constant on a degree and non-constant on
all other degrees.

Remark 2.5.3. Also observe that, although there is no distinction between being
UTT on every degree and being UTI everywhere, this function is an example
of a function that is UOP on every degree but not everywhere: if it were, then
for every non-computable y, one could decide whether ¢! is computable or not
by checking whether gai(jj’ (0) is 0 or 1, where v is a computable uniformity
function in the order-preserving sense (which would exist by Lemma . In
other words, we would have a function computable function r that maps every
index i such that ¢? is total to 1, if ¢! is computable, to 0 otherwise. Let ¢ be
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a computable function such that

0 otherwise,
where y'[n] denotes the approximation of 3’ at stage n, so that SDZ(@‘) equals y

if i € y/, otherwise it is eventually constantly 0. Since y is not computable, we

get
(e(0)) = {1 e

0 otherwise,

whence we get y' <r 0, contradiction.

The proof of Lemma does not tell us that if f is UTT and injective on
every degree, then it is injective everywhere, whereas the proof of Theorem|2.1.2
does, and also tells us that the left inverse is provided by a Turing reduction.

Proposition 2.5.4. If A is a Turing-invariant subset of 2 and f : A — 2%
is a UTI function which is non-constant on every Turing degree C A, then f
s injective and there is a Turing reduction providing a left inverse of it, i.e.
there is 1 € w such that
fl@) _
$i =

for all x € dom(f). Moreover, the index i of this Turing reduction can be
effectively produced from an index of a computable uniformity function of f.

Proof. The proof is essentially the same as that of Theorem[2.1.2] By Lemma[2.2.2]
take a computable uniformity function « for f, and let ¢, be the projection on
the first coordinate of u, so that, for all z,y € A,

r=yvia (i,j) = [f(z) 21 fy) via ¢c(i, ).
Let a,b,m € w be such that
x =7 0"z via (a,m) x =p 17z via (b,m)
and let r be a computable function such that, for all n € w,
z =1 x(n) "z via (r(n), m).

Note that a,b,m and r do not depend on anything else. Now, for all z €
A, f(z) can compute x as follows. First, it searches the first k € w such
that f(07"x) differs from f(17x) on the k-th digit; f(x) can compute f(0"x)
and f(17z) as @i(fi’m) and @i(fi_m) respectively. If f(07z)(k) = ig and

f(1™x)(k) = i1, let t be a function sending ip to 0 and i; to 1. Then, notice
that n — t(f(x(n)"z)(k)) coincides with z and f(z(n)"z) = goé[(m) (r(n),m)
So this algorithm computes x from f(z) and its code is clearly computable
from e. O
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When working with UTI functions in the usual global setting, that is, on
pointed perfect sets (see Appendix [B] for the definition), it is trivial to refine a
cone on which f(x) >7 x to a uniformly pointed perfect set on which f(z) >r
via the same i, i.e. on which f admits a computable left inverse. With uni-
formly Turing invariant functions, we now know that no refinement is needed.
Lemma [5.4.9] will also guarantee that this holds not only for cones and, more
generally, for all Turing-invariant sets, but for any Turing-invariant subset A
of a uniformly pointed perfect set: if f is UTI on A and such that f(z) > «
on A, f has computable left inverse on A.



Chapter 3

The structure of single Turing
degrees

Although Turing degrees are usually viewed as the “atoms” of the main struc-
ture investigated in computability theory, namely (D, <r), Turing reductions
provide each Turing degree with a quite interesting structure, as witnessed by
the fact that a deep result like uniform Martin’s conjecture part I can be de-
duced from the study of such structures. Thus, in this chapter, we collect some
results and questions about Turing degrees regarded as structures themselves.

3.1 Homomorphisms between Turing degrees

Given A C 2¢, we call “Turing reducibility via” on A the following two-sorted
relation:
{(e,z,y) ewx AxAly<pazviae}.

Turing equivalence via on A is defined analogously.

Even though, single Turing degrees are trivial structures when equipped
with Turing reducibility or equivalence, they are mot trivial when endowed
with Turing reducibility via or Turing equivalence via. So, for instance, we
might want to understand, if the complexity of [z]r as a structure depends on
the computational complexity of [z]r as a Turing degree, or how the structure
on [z]|r relates to the structure on a different [y]7.

Definition 3.1.1. An embedding of [z|r into [y]r with respect to Turing
reducibility via is a pair of functions (f,u), with f : [z]7 = [y]r and v : w = w
such that
i=j = uli) = u(j)
y=z < fly) =f(2)
y<rzviai < f(y) <r f(z) via u(i),

for all i,j € w and y, z € [z]7. In other words, we view ([z]r,w) and ([y]T,w)
as two-sorted structures with Turing reducibility via as the only relation on

27
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them, and embeddings are functions between the domains (one for each sort)
preserving the truth of atomic formulas in both ways.

An embedding of [x]r into [y]r with respect to Turing equivalence via is
defined analogously: is a pair of injective functions ( f, ) which preserve Turing
equivalence via in both directions.

Theorem 3.1.2. For all Turing degrees [x]r and [y]r, the following are equiv-
alent:

1. the structure on [z]p is embeddable in the structure on [y|lr, when the
structure is given by Turing reducibility via;

2. the structure on [x]r is embeddable in the structure on [y|r, when the
structure is given by Turing equivalence via;

3. there exists a non-constant UTI function f : [x]7 — [y]r;
4.z <ry.

Proof. 1 = if (f,u) is an embedding with respect to Turing reducibility
via, then (f,u x ) is an embedding with respect to Turing equivalence via,
where u x w is the map (7, 5) — (u(4),u(j)).

= [3 if (f,u) is an embedding of [z]|r into [y]r with respect to Turing
equivalence via, then f is an injective (hence non-constant) uniformly Turing
invariant function from [z]7 to [y]r.

Bl = [4} we get x <7 y from Theorem [2.1.2

[[] = [II define f : [z]r — [y]r, 2 — 2z @ y. Observe that f is injective
and its range is indeed included in [y]7 because x < y. It is easy to see that
there is an injective u : w — w such that, for all z1, 29,23 € 2¢ and all i € w,
we have

21 <7 zg via i <= (21 @ 23) <7 (22 ® 23) via u(i).

Thus, (f, ) is an embedding of [x]r into [y]r with respect to Turing reducibility
via. O

The failure of analog of local uniform Martin’s conjecture part I for similar
reducibilities such as <4, as we observed in section leaves open questions
like the following:

Question 3.1.3. Are there pairs of distinct arithmetic degrees that are bi-
embeddable with respect to arithmetic reducibility via?

3.2 Reducing Turing reducibility to computable
reducibility

Recall that, given two binary relations R and S on sets X and Y respectively,
a homomorphism from R to S is a function f : X — Y such that

xRy = f(x)S f(y), Vz,yeX.
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Furthermore, such f is a reduction if
Ry < f(z) S f(y), Va,yeX.

In the first chapter, we talked about Borel homomorphisms and reductions
between equivalence relations on standard Borel spaces, whereas now we are
going to talk about computable homomorphisms and reductions between equiv-
alence relations on w. When X =Y = w and there is a computable reduction
from R to S, one says that R is computably reducible to S, and writes
R <.S. When R <, S and S <. R, one says that R and S are computably
bi-reducible, and writes R ~. S.

Similarly to Borel reducibility, computable reducibility is a well-established
tool to compare the complexity of equivalence relations (on w instead of 2¢),
and thus measure the difficulty of the classification problems those equivalence
relations embody (see, for example, [CHM11]).

Computable reducibility and bi-reducibility are themselves a Borel quasi-
order and a Borel equivalence relation respectively, whether they are considered
on the Polish space 2¢*% of all binary relations, or they are considered on the
closed subset (hence, Polish space itself) ER C 2¢*“ of all equivalence relations
on w. For the rest of the paper, we refer to <. and ~, as being defined on ER.

As we are going to show, essentially the same argument that led to The-
orem m entails that <p is Borel reducible to <., and hence =7 is Borel
reducible to ~..

Definition 3.2.1. For xz € 2¢, define ~7 to be the equivalence relation on w
such that ¢ ~7 j if and only if ¢} and ¢ are the same partial function.

Theorem 3.2.2. The map = — =% is a Borel reduction from <p to <. (and
hence from = to ~.).

Proof. Suppose that x <p y, say, via k. Then,
. . . oY . .
inT ] == irgt = (ik) &% (k)
where ¢k denotes the composition of computer programs as in the proof of
Lemmam Thus, ~%. is computably reducible to ~4 via the map i — ik.
Vice versa, suppose (~%.) <. (&) as witnessed by the computable reduc-
tion v. We exploit the same idea as in Theorem Choose any two a,b € w

such that a %% b and hence, since v is a reduction, v(a) %% v(b). This means
there is some k such that ¢ (k) % @} (k). Thus, ¢ (k) and @} (k)

v v(a
cannot be both undefined, so suppose, for example, that @Z(a)(k) is defined
and equals, say, m; then, whether is defined or not, <pg(b)(k’) does not equal m.

Take now a computable function r such that, for all n,

P T (O E O
r(@n) of ifx(n) =0 r(@n+1) ©* ifx(n)=0.
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Using the fact that v is a reduction (in particular, a homomorphism), we get

. 905(@) if z(n) =1 ’ B gpg(b) if x(n) =1
@l = Polr =
U(7 (2n)) @Z(b) 1f w(n) = 0 v(7(2n+1)) SO'Ly)(a) 1f x(n) = O

Now, to know if x(n) equals 1 or 0, it suffices for y to parallel compute
apz(r(%))(k) and <pg(r(2n+1))(k) and wait for m to come out as the output of
either computation. If m comes from wg(r(gn))(k), then z(n) = 1, otherwise, if
: . Y _
it comes from apv(r(%ﬂ))(kj), then z(n) = 0.

Since v and r are computable and there exists a universal oracle Turing
machine, the function n — wg(T(n)) is computable in y, and hence the procedure
above describes a program that computes x from y.

Illus? we Ila" S
y)
T

and the Borelness of the map is clear. O

~
~

r<ry = (=7) <.

—~

Remark 3.2.3. The connection between Theorem and Theorem is
the following. If we examine the proof of the former, we can observe that it
holds not only when f : [z]y — 2% is UTI, but it suffices that f admits a
computable function u such that, for all y,

x=ryvia (i,j) = f(z) =r f(y) via u(s, j).

So f need not be UTT as the above formula holds for a fixed z, but not neces-
sarily for an arbitrary one.

On the other hand, consider the set of partial, unary, computable-in-z func-
tions { ¢? | e € w }: a homomorphism v from ~%. to ~4. defines a function

fileclecwt = {pllecw}

by
f(p?) = ‘Pz(e)a Ve € w

and vice versa. Then, v is a computable variance function for f in (z,y), in
the sense of Definition Moreover, f is also injective when v is not only
a homomorphism, but also a reduction. Thus, we can view the proof that
(~%) <. (%) implies z <7 y as the argument for Theorem applied to
such f.

Remark 3.2.4. The reduction provided by Theorem is uniform in both
directions in a computable way. Let us be more clear. If E and F' are equiv-
alence relations on w, let us say that £ <, F via i if ¢; is a reduction from
E to F. Then, the proof of Theorem [3.2.2] gives us two computable functions
u,v : w — w such that @ <p y via i if and only if (&%) <. (=%) via u(i) and
(~%) <. (&%) via j if and only if © <7 y via v(j). Note that, in the analogy
between Theorem and Theorem the existence and computability of
the function v is the analog of Proposition
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Remark 3.2.5. In [CHM11|, the authors indicated a way to turn an equivalence
relation E on 2“ to an equivalence relation E°¢ on w, defined by

iEcej — WL'EW]‘,

where W; denotes the i-th computably enumerable set, i.e. dom(y;). In par-
ticular, they studied =¢. Of course, the same process can be done relative to
any oracle x € 2“: we could define

P BT ] = W EWY.

Then, it is easy to see that (=°%) ~, (&%) for all z, so the map z — (=7%)
is an equivalent Borel reduction from <7 to <..

It would be interesting to understand the behavior of the map T that takes
a countable Borel equivalence relation E to the Borel equivalence relation T'(E)
that makes the map z — E°” a reduction from T'(E) to ~.. Our result just
tells us that T'(=qv) = =7.

In the theory of countable Borel equivalence relations, a fundamental re-
sult by Adams and Kechris revealed the intricacy of the structure of <p on
countable Borel equivalence relations.

Theorem 3.2.6 (Adams-Kechris, [AS00|). The partial order of Borel sets un-
der inclusion can be embedded in the quasi-order of Borel reducibility of count-
able Borel equivalence relations, i.e., there is a map A — E4 from the Borel
subsets of R to countable Borel equivalence relations such that A C B <=
E4 <p Ep. In particular it follows that any Borel partial order can be em-
bedded in the quasi-order of Borel reducibility of countable Borel equivalence
relations.

This theorem disclosed at once many features of <p on countable Borel
equivalence relations, like — for instance — that it features antichains of size
280 and chains of size N;.

Theorem [3.2.2] can be viewed as something similar for the theory of equiv-
alence relations on w. Indeed, we know from computability theory that there
are many orders that we can embed into the Turing degrees.

Theorem 3.2.7 (Sacks, [Sac6l]). Every partial order of cardinality < Xy in
which every downward cone is countable can be embedded into the Turing de-
grees.

Corollary 3.2.8. Let ER be the set of equivalence relations on w. FEvery
partial order of cardinality < Ny in which every downward cone is countable
can be embedded into (ER/~, <.).

We also know that there are antichains of Turing degrees of size 2% (for
example, that given by minimal Turing degrees).

Corollary 3.2.9. There are 280 equivalence relations on w that are mutually
<.-incomparable.
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In [ABM21|, the authors give further evidence of the intricacy of the struc-
ture (ER, <.), proving that its first-order theory is computably isomorphic to
second-order arithmetic, just like the theory of (2, <r) (a celebrated result of
Simpson, [Sim77]).

Another outstanding recent result was found by Patrick Lutz and Benny
Siskind LS|, who proved part I of Martin’s conjecture for order-preserving
functions. Their proof gives part I of Martin’s conjecture for Borel order-
preserving functions assuming Projective Determinacy PD. As a consequence,
at least assuming PD, the order-preserving version of Kechris’ Conjecture|1.3.2
is false, i.e. <7 is not a universal countable Borel quasi-order. This does not
disprove Kechris’ original conjecture, but might indicate the insight behind it
be not so sound. However, we have (<7) <p (<), so <, can still be universal.

Question 3.2.10. Is <. a universal countable Borel quasi-order, and hence
~c a uniersal countable Borel equivalence relation?

3.3 The theory of single Turing degrees

Viewing each Turing degree as a two-sorted structure arises many questions
about their theory, i.e. the set of true first-order sentences they satisfy. In
particular, it would be nice to understand what is the theory that almost all
of them — in the sense of Martin’s measure — satisfy.

Proposition 3.3.1 (observed by Montalban). Let L be either the language of
Turing reducibility via, or of Turing equivalence via. Then, there is a cone of
Turing degrees that have the same L-theory.

Proof. Of course, the set of first-order sentences in £ can be easily enumerated,
therefore the theory of a Turing degree can be easily identified with an element
of 2¢. Let t : 2¥ — 2 be the function taking x to the L-theory of [z]r. It is
easy to see that t(z) <7 ) via a fixed i, for all z; in particular, ¢ is Borel.
Moreover, clearly,

r=rYy — t(.’ﬂ) - t(y)v

so, by Fact and Borel Determinacy, we deduce that ¢ is constant on a
cone. O

There is a number of questions we can ask about this almost certain theory.

Question 3.3.2. Is the almost certain theory of single Turing degrees decid-
able? If not, what is its Turing degree?

Question 3.3.3. Are all Turing degrees elementary equivalent, with the lan-
guage of Turing equivalence via?

We did not ask the previous question with respect to the language of Turing
reducibility via because we already know the answer would be negative.
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Proposition 3.3.4. The sentence
3i Fz Vy (z <7 y via i)
is true in [O0]r and false in every other Turing degree.

Proof. The truth of the sentence in [0]r is trivial. Now assume it is true in [2]r,
and let us prove that [z]z = [0]7. So suppose that we have i € w and z = 2
such that x = ¢?, for all y = z. Then we can compute x without oracles: for
arbitrary n, run ¢ (n) for k steps, varying the finite string o and k € w until we
find an output. This output will actually be found and will be z(n). Indeed, it
is obvious that such ¢ and &k must exist as, for instance, p?(n) converges (and
equals x(n)), and vice versa if ¢¢(n) = 7, then j = 7 *(n) = x(n). O
Question 3.3.5. Are all non-zero Turing degrees elementary equivalent, with
the language of Turing reducibility via?

Proposition 3.3.6. All sentences in the language of Turing reducibility via
with parameters and without quantification over reals have the same truth value
in all Turing degrees, and their truth value is decidable.

Proof. If we have such a sentence 6, we have a finite number of reals to take
into account (those that appear as parameters in ), say x1,...,z,, and we
have to decide whether a sentence about reducibilities between them is true or
false. Of course, we can assume that the x;’s are pairwise distinct. We show
how to decide the truth value of # with an algorithm that does not depend
on the Turing degree we are working with. The key point is that the possible
relations that a Turing reducibility can induce on zi,...,z, are all of the
(n + 1)™ conceivable possibilities. Each zj can be sent by Turing reduction i
to one of the x;’s, or to none of them. To see that each possible combination
is induced by an actual Turing reduction, we can use an argument similar to
the one for Lemma m For all j,k € {1,...,n}, fix a Turing reduction i;
taking x; to xj. Fix £ large enough to have z1 [ £,...,z, | £ pairwise distinct.
Then we can build a Turing reduction that maps oracles starting with x; [ £ to
the desired zy, or to a fresh element of the Turing degree.

This tells us that quantifiers over indices of reductions only range in this
set of (n 4 1)" possible configurations, so the truth value of sentence
can be decided by brute force. O

Corollary 3.3.7. All sentences in the language of Turing reducibility via where
quantifiers over reals are to the left of quantifiers over indices have the same
truth value in all Turing degrees, and their truth value is decidable.

Proof. Let n be a sentence as in the hypotheses, and let theta be n without the

initial quantifiers over reals. Let z1,...,z, be the variables of the sort ‘real’
that appear in 6 (which are, thus, all free). Observe that the formula
on N wi#a (3.3.1)

1<i<j<n
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is either true for all assignments or false for all assignments to the variables
T1,...,%n, and this truth value can be decided by the algorithm in the last
proof. Observe also that 6 is equivalent to the disjunction of all formulas of

the form
(i,4)€A (i,4)€IF\A
where I,, = {1,...,n} and A is a symmetric, non-reflexive subset of L2

Each formula of the form can be transformed into an equivalent to a
formula of the form exploiting the equalities to diminish the number of
real parameters (or could result immediately false if we get by transitivity of
equality that z; = z; but (4,7) € A). If turns out to be false, then we
can just remove it from the disjunction, whereas if it turns out to be true we
can substitute it with

/\ xi;«ézj/\ /\ Ti = Tj.
(i.5)€A (1) EIZNA

This algorithm transforms 6 into a quantifier-free formula in the empty lan-
guageﬂ hence transforms 7 into a sentence in the empty language. O

Remark 3.3.8. The previous two results are also valid for the language of Turing
equivalence via, as formulas in this language can be seen as particular formulas
in the language of Turing reducibility via.

IThe only atomic formulas are equalities.



Chapter 4

Part II, locally?

Since we showed that part I of Martin’s conjecture for UTI functions follows
from a local obstruction — namely that no Turing degree [x]7 can be mapped
in a non-constant UTI way into a degree 27 [x]r —, it comes natural to ask
whether something similar happens with part II. The implication from [{] to[3
in Theorem tells us there is no such strong local obstruction for part II
of uniform Martin’s conjecture. For instance, the reason for the non-existence
of UTT functions which are globally in-between the identity function and the
Turing jump cannot be the non-existence of such intermediate functions on
single degrees, as there do exist injective uniformly Turing invariant functions
from any Turing degree [z]r into any degree [y]r. However, there is still a
chance that a more subtle local obstruction exists that — possibly using a
more complex argument than just applying Turing Determinacy and Fact [2.1.3]
— implies at least part of Steel’s Theorem [1.2.2] such as the non-existence of
uniformly Turing invariant functions globally strictly in-between an iteration
of the jump and the successive iteration.

In this chapter, we shall explore this possibility. But before we get into
that, recall that Steel’s Theorem [I.2.2] had a forefather, namely Lachlan’s The-
orem [[.2.] Thus, we start this chapter by asking ourselves whether the latter
result follows from a local obstruction. We are going to prove that it does, and
in a strong way as part I of uniform Martin’s conjecture does. This is joint
work with Patrick Lutz.

4.1 Lachlan’s theorem, locally

Theorem 4.1.1 (joint with Patrick Lutz). If the c.e. operator
We:zm—= W7

is continuous at x, then W2 <p x @ 0’. On the other hand, if W, is discontin-

wous at x and uniformly Turing invariant on [x]r, then W =1 a’.

Proof. First, note that, for all m € w, we have W¥(m) = 1 iff there is a finite
initial segment o of = s.t. W7 (m) = 1, and hence W7(m) = 1 for all z extending

35
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o. We write 0 < z to say that z extends . Thus, W, is continuous at z iff
vm(W:(m) =0 <= Jo<avr(W "(m) = o)). (4.1.1)

Suppose first that W, is continuous at x. Since the property VT(We" " 7(m) = 0)
is decidable in 0’, we have in this case that W7 is co-c.e. in z @ 0'. Of course,
WZ is also c.e. in « and hence WZ <p 2z @ 0.

Now, let’s suppose that W, is discontinuous at x and uniformly Turing
invariant on [z]r. Note that the right-to-left implication in always
holds, so in this case, we must have some m € w such that W7(m) = 0 and for
all o < x there is some 7 such that W7 7(m) = 1. Note that, there’s in fact
an effective procedure that, given such a o, finds a suitable 7. Let’s denote 7,
the 7 found in this way.

So, if we denote by 2'[l] the I-th approximation of the jump of z, we can
define a computable r such that

- x negax
(pr(n) =

(x [1)"7en "z if I is the least such that n € 2'[l].
Let’s call gpf(n) = x,. There’s also a computable s such that @len
all n, because to compute the k-th digit of x from x, we could first check if
n € (x,)'[k]: if no, we just output the k-th digit of x,; if yes, we take the
first [ such that n € (x,)'[l]. Then we know that z,, [l = x [ l. So we can
compute 7,; and we know that x, = (z [ )77, "2, so we now can output
w(k) = zn(k + 1+ |72n])-

Thus, we have x = z,, via (r(n),s(n)) with r and s computable and
W2n(m) = 1iff 2/(n) = 1. So the argument in the proof of Theorem [2.1.2]
gives us W2 >p x’. We shall recall it here for the reader’s convenience. We
can choose a computable downward variance function v of W, in z, so that
we have, for all n, W& >p W2 via v(r(n), s(n)). Since n — v(r(n), s(n)) is
computable, WZ¥ can compute n — WZn(m) = 2'(n).

):;vfor

Notice that, in the previous theorem, we work with the hypothesis of con-
tinuity / discontinuity in x of We, viewed as an operator from 2¢ to 2¢, but
we also aim to work with operators defined on single Turing degrees. However,
there is no possibility of confusion, in the light of the following;:

Remark 4.1.2. Given a c.e. operator W, : z — WZ, a dense subset D of 2“
(such as a Turing degree) and = € D, it is equivalent that W, is continuous at
x or that W, [ D is continuous at x.

The left-to-right implication is trivial. For the other one, we automatically
have WZ(m) = 1 <= 3o < z(WZ(m) = 1), for all m. Moreover, the
continuity of W, | D at x gives us that WZ(m) = 0 iff there is 0 < x such that,
for all 7 that extend ¢ and that can be extended by some z € D, W7 (m) = 0.
But every 7 can be extended by some z € D for D is dense, so this gives the
continuity of W, at x.
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Applying Theorem to uniformly Turing invariant c.e. operators on
degrees >7 0’ we get a local version of Lachlan’s theorem.

Theorem 4.1.3 (joint with Patrick Lutz). Suppose that x >7 0’ and the c.e.
operator on x|

I/V8 : [’JJ}THZW
z— WZ

s uniformly Turing invariant. If this operator is continuous at x, then either
it is constantly equal to a c.e. set, or W¥ =p x. On the other hand, if it is

[
discontinuous at z, then W2 =p «'.

Proof. The last statement is given by Theorem [4.1.1] On the other hand, if
c.e. operator W, is continuous at z, Theorem gives us W2 <r 2 & 0/,
but since we are now assuming = >¢ 0/, we have WZ <p z. Since z — W¢ is
uniformly Turing invariant on [z]7, by Theorem we know that it’s either
constant on [z]r or W7 > x. In the latter case, WZ = z. In the former
one, WZ(m) = 1 iff there is some z =p x and some initial segment o of z such
that W2 (m) = 1. Thus, since every Turing degree is dense in 2*, we have that

[x]T 2 z — WZ is constantly equal to the c.e. set
{mew|Joe2s :Wi(im)=1}. O

Remark 4.1.4. We stated Theorem and Theorem for UTI c.e. oper-
ators for aesthetic reasons, but we could have stated them with the (strictlyﬂ)
weaker hypothesis that the c.e. operator admits a computable downward vari-
ance function in x.

Remark 4.1.5. Observe that, as a consequence of the results above, a uniformly
degree invariant c.e. operator on a degree [z]r greater than 0’ is equivalently
continuous at one or at each point of [x]r, as this is equivalent to have WZ <
x. This is not true for degrees that are not above (', for example for 1-generic
degrees. Indeed, if x is 1-generic, the Turing jump is continuous at x but not
at x @ x, even though clearly x =1 x & .

Clearly, we can obtain Lachlan’s Theorem [I.2.1] by our result in the same
way we got uniform Martin’s conjecture part I from Theorem if W :
x — WZ is uniformly degree invariant, consider the set of Turing degrees above
0’ on which W, is continuous: by Turing determinacy, this set has to either be
disjoint from or include a cone. In the former case, W7 =¢ 2’ on a cone, by
Theorem [I.1.3] Otherwise, applying Turing determinacy again, there is either

a cone on which W2 =¢ x, or there is a cone of degrees on each of which W,

1We shall say more about this in Chapter we are going to show that being UTI
and admitting a computable downward variance function are globally equivalent properties,
although we are exhibiting in Proposition (computable, hence c.e.) functions on single
degrees that admit computable variance functions (hence downward variance functions) but
are not UTL.
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is constant, which means that W, is constant on a cone by Fact This
new proof of Lachlan’s theorem requires the same determinacy assumptions as
Lachlan’s, but it arguably sheds a new light on the reason why his result holds.

Despite we’ve been able to trace back the dichotomy of Lachlan’s theorem
to a local dichotomy that takes place in every Turing degree in the cone above
0’, we are left with the curiosity of knowing what behaviors are possible for
uniformly degree invariant c.e. operators restricted to degrees outside that cone.

Question 4.1.6. Are there e € w and x € 2% such that W, is continuous on
the whole Turing degree of x but W* L x?

€

4.2 The whole part II, locally?

Now let us explore the possibility that not only Lachlan’s theorem, but the
whole part II of uniform Martin’s conjecture is implied by local phenomena.
The first problem is that it is not immediate to figure out a property about
arbitrary UTI functions on single degrees that could imply a statement about
the set of global UTI functions being pre-wellordered by <,; and the Turing
jump providing the successor. For UTI c.e. operators on degrees above 0’ we
got the dichotomy “either below the identity or above the jump” because we
exploited properties of c.e. operators, but for arbitrary UTI functions on single
degrees, as we said, there is no such dichotomy as shown by Theorem [3.1.2}
the UTT image of a degree [z]r can be inside any degree >t [z]r. However,
Theorem furnishes us an idea of how we can rephrase the dichotomy
“either below the identity or above the jump” to make it plausible also locally,
that is: “either continuous or above the jump”. In fact, in Theorem [3.1.2] we
used continuous functions of the kind z — 2z @& y in order to exhibit a UTI
function from any [z]r to any [y]r in the cone above [z]p. Furthermore, it is
well-known that, if A C 2¥, it is equivalent for a function f : A — 2“ to be
continuous or to admit ¢ € w and p € 2 such that, for all z € A:

fl@) <prz®pviai.

This means it is equivalent that f <jp; idow or that f is globally continuous,
i.e. continuous on a uniformly pointed perfect setEI This leads us to our first
conjecture.

Conjecture 4.2.1. If f : [z]r — [yl is uniformly Turing invariant, then
either f is continuous or f(x) >r .

Let us try to use this idea to get a local conjecture that would imply part II
of uniform Martin’s conjecture. A consequence of Slaman and Steel’s work is
that the restriction of Steel’s Conjecture [1.2.4] to Borel functions is equivalent
to the following:

2See Appendix [B| for reference on what we mean by ‘globally’ and on uniformly pointed
perfect sets; implication left-to-right uses Corollary to get an i € w and a uniformly
pointed perfect set P such that f(z) <7 x via ¢ on P.
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Conjecture 4.2.2 (Borel Steel’s conjecture). If f : 2¥ — 2% is a Borel TI
function, then either the degree of f(x) is constant on a cone, or there exists
o < wy such that f(z) =1 () on a cone.

Remark 4.2.3. In [MSS16, Theorem 1.8], the authors report as an easy con-
sequence of Slaman and Steel’s work the equivalence between Borel Martin’s
conjecture, Borel Steel’s conjecture and Conjecture However, while the
equivalence between the latter two is indeed easy to deduce from uniform Mar-
tin’s conjecture (and Becker’s work, see section , we take the opportunity
to point out that the equivalence with Borel Martin’s conjecture is not that
easy to derive, and there is actually no known proof for it.

In order to make a local version of Conjecture it might be convenient
to rephrase it as a dichotomy at each o < wy.

Conjecture 4.2.4 (Borel Steel’s conjecture — alternative version). Fiz o with
1 < a <wi. Then, for every Borel TI function f : 2 — 2% such that the degree
of f(x) is not constant on a cone, either there is B < o such that f(x) <r (%)
on a cone, or f(x) >r () on a cone.

Of course, the statement that every non-constant Borel UTI f : [z]p — 2
either satisfies f(x) <7 2(®) for some 8 < o or f(z) >7 x(®) is false for every
a < wy: by Theorem we know that, for every y >p x, there is a non-
constant continuous UTI function f : [z]y — [y]r. However, the property
f(z) <7 (®) on a cone is equivalent to the condition that f is globally Baire
class 3, as this means that exist i € w such thatf(z) <r (z @ 2)®) via i
globallyP|

Recall that the a-th jump of z is not necessarily defined if o > w{; however,
given any a < wi, it suffices to consider the cone above a real coding a well-
order of w of order-type a to get a cone of reals x such that o < w?, and hence
z(® is well defined. Putting everything together, we can make the following
attempt for a local conjecture.

Attempted Conjecture 4.2.5. Fix o with 1 < o < wy. Then, for all x in a
cone, every non-constant Borel UTI function f : [x]r — 2% satisfies one of the
following:

e f is Baire class B for some B < «, or
L] f(a;) > x(”‘).

Unfortunately, this conjecture is true but this doesn’t help in any way to
prove the previous conjectures. The reason why it is true is actually trivial:

Remark 4.2.6 (Lutz). Every function f on a countable domain { z, },, C w* is
Baire class 1. Indeed, such an f is the pointwise limit of (f,,)n, where f, is the

3See Appendix [B|to recall what we mean by ‘globally’
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continuous function defined as follows. For all n, let s,, be a natural number

such that xq [ Sn,. .., Tn | sp are all different. Then define,
f(xm) if x € Ny, 15, for some m <mn,
your favorite real otherwise.

Then of course each f, is continuous and f, — f pointwise as f,(z,,) =
f(zy,) for all m and n > m.

This Remark tells us we cannot expect to easily deduce the global Borel
Steel’s conjecture from such a triviality. However, Conjecture [4.2.1]is still open,
and we are about to show that it does imply the global conjecture easily.

Proposition 4.2.7. (ZF +TD) Suppose f : 2 — 2¥ is a Turing invariant
function such that, for every degree [x|r, either f is continuous on [x|r or

f(z) =7 «'. Then, there is cone C such that either f is continuous on C or
fl@) > 2’ forallx e C.

Proof. First, use TD to get a cone C such that either f is continuous on every
degree C C, or f(x) >r o’ on C. Of course, in the latter case we are done,
whereas in the former one, we do not know whether f is continuous on C'. For
any continuous function g from a subset of 2* to 2*, define p, to be a real that
codes the function from 2<% to 2<%

o — the longest 7 not longer than o such that g(N,) C N..

Then, it’s easy to see there is ¢ € w (independent of g) such that, for all z in
the domain of g,
g(z) <p z & py via i.

Going back to our f, in the case f | [x]r is continuous for all z in a cone C,
use Fact 2.1.3] to get a cone D on which the function

Cc—2¢

z = Prifa]r

is constant. Then, we have p € 2* and ¢ € w such that f(z) <y z & p via i for
all x € D, and this clearly implies f is continuous on D. O

Remark 4.2.8. We just proved that if f is Baire class 0 (i.e. continuous) on
every degree in a cone, then is Baire class 0 on a cone, and we also pointed out
that every function is Baire class 1 on any Turing degree, whereas of course
there are plenty of them which are not Baire class 1 globally. This shows that,
even though for all o < w; we have i, € w such that

f is Baire class a <= 3p € 2%, Vo € dom(f): f(z) <r (z ® p)® via in,

there is a canonical way of choosing p in the left-to-right direction if and only
if @« = 0. So, for example, f(z) = 2 is not Baire class 1 globally, so for every
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degree [y]7, we do have a p € 2% such that 2"/ < (z@®p)’ via i1, but we do not
have, under TD, a function that maps every degree to such a p. Indeed, in the
construction in Remark [£.2.6] we had to choose an enumeration of the countable
domain, that is, we essentially need to choose a representative of the degree
in order to perform the construction of Remark [£.2.6] on that degree. Thus, a
vague insight for a better conjecture than Attempted Conjecture [£:2.5] would
be: either we can find a parameter witnessing f.[z]r — 2¢ is Baire class 8 with
< o without having to choose a representative inside [x]r, or f(x) >p ().

If we want to deduce Conjecture [£:2.4] from a local fact in the fashion of
Proposition [£.2.7] we might conjecture that such local fact be

Attempted Conjecture 4.2.9. Fiz o with 1 < a < w;. Then, for all x in a
cone, every non-constant Borel UTI function f : [x]r — 2% satisfies one of the
following:

o there exist f < «, p € 2¥ and i € w such that
fy) <ryP @pviai (4.2.1)
for all y € [x], or
o f(z) 2r ().

Observe that the difference between this and Attempted Conjecture
is that is a stronger requirement than asking f to be Baire class 3, as
the latter would translate to: there exist p € 2“ and i € w such that, for all
y e [x]T7

fly) <r (yop)? viai.

However, this attempt is doomed to failure, too.

Proposition 4.2.10 (joint with Patrick Lutz). For all z € 2%, there exists
x > z such that, for noi € w and p € 2 we have

(y@x) <ry &pviai (4.2.2)
for ally € [z]p.

Proof. First, we prove the result for z computable, and then we show how the
proof can be relativized. Let x be l—genericﬁ Suppose for contradiction that
there are some ¢ € w and p € 2% such that we have for all y € [z]7. For
y 1-generic, we can compute %’ uniformly in y @ 0’, and hence y’ @ p uniformly
in y®0 @ p. So we have, for a suitable j € w and for ¢ = p & 0, that
(y@z) = ap?@q for all 1-generic y € [x]7. There is some n such that the n-th
bit of (y @ x)" is 1 if z = y and 0 otherwise. Since gp}”@q(n) =(z®2z)(n) =1,

there is some k € w (the use of the computation cp;'?@q(n)) such that @?@q(n)

4For the notion of 1-genericity, we refer the reader to textbooks on computability theory
such as [Soal6].
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converges and equals 1 for all y extending x [ k. But it is easy to find a 1-generic
y =7 x sothat z [k =y [k but x # y. For this y we have a contradiction,
because (y @ z)'(n) = npg@q(n) = 1, but also (y ® x)'(n) = 0, because x and
y are not equal. To relativize this proof in the cone above z, take = 1-generic
relative to z, and use x @ z everywhere instead of x. O

This tells us how to build a counterexample to Attempted Conjecture [£:2.9]
with o > 2 in every cone: given any z € 2%, it tells us we can find x > z and a
uniformly Turing invariant f : [z]7 — [2/]7 which is not of the form y s @?®P
nor y — <pli’/®p, and hence not of the form y — (p%’(a)@p for any 3, but also f(z)
is not Turing reducible to z(® for any countable ordinal o > 2, as f(x) =p 2.
Thus, whereas Attempted Conjecture [1.2.5] is useless as it is trivially true for
a > 2, Attempted Conjecture [£:2.9]is useless as it is blatantly false for o > 2.
For o = 1, however, they both coincide with Conjecture which, on the
contrary, seems reasonable and would be useful as shown by Proposition
In section we try to propose some other idea to detect some Martin’s-
conjecture-part-II-like phenomenon for UTT functions at local level, whereas in

section [£.4] we shall present some partial results towards Conjecture [1.2.1]

4.3 Becker’s theorem, locally?

In [Bec88|, Becker reproved part II of uniform Martin’s conjecture in a partic-
ularly perspicuous way: he used the descriptive set-theoretic notion of “reason-
able pointclass” and proved that, under AD, every UTI f >j; idsw is Turing
equivalent on a cone to a I'-jump operator

Jr : & — a universal I'(z) subset of N

for some reasonable pointclass I'. Reasonable pointclasses are indeed lightface
pointclasses that can be relativized to arbitrary z € 2“ and admit univer-
sal sets. For example, the Turing jump x +— 2’ is a X{-jump operator, the
relativization of Kleene’s O, x — O%, is a II}-jump operator, and so on.

Part II of uniform Martin’s conjecture then follows from the link between
the ordering <j; on pointclass jump operators and Wadge reducibility <y on
2¢. Kihara and Montalban’s [KM18| proved a version of Becker’s result for
Turing to many-one uniformly invariant functions, pushing even further this
connection.

Thus, we might ask whether these results arise locally. In fact, Becker’s
theorem tells us that, up to Turing equivalence on a cone, there exist no other
UTTI functions besides constant functions, identity function and pointclass jump
operators (under AD), so it is natural to ask whether any UTI functions that
have nothing to do with constant functions, identity function and pointclass
jump operators can exist locally.

Question 4.3.1. Fiz a Turing degree [x]r, and consider the smallest family
Tz of functions f : [x]r — 2“ that contains
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e all constant functions from [z]r to 2%

° id[

CE]T

e all pointclass jump operators defined on [x]p

and closed under joins and Turing functionals. Do all UTI functions from [z|r
to 2¢ belong to J,?

4.4 Partial results on the “continuous or above the
jump” dichotomy

We have already seen a partial result towards Conjecture namely Theo-
rem which proves true the conjecture for c.e. operators. We shall prove
it here for other special cases. In subsection [.4] we are proving a special case
of the “continuous or above the jump” dichotomy, namely a “constant or above
the jump” dichotomy under certain hypotheses. Before we do that, we remark
an interesting topological analogy.

A topological analogy

Theorem 4.4.1 (Carroy, [Carl3]). If f : 2¥ — 2 is a Borel function, then
either its range is countablef’| or there are continuous maps o : 2 — 2% and
T :ran(f) — 2% such that idgw =70 foo.

Theorem 4.4.2 (Solecki dichotomy for Borel functions, |[PS12]). Let X be
an analytic subset of a Polish space, and Y be a separable metrizable space.
For a Borel function f : X — Y, either the domain of f can be partitioned
into countably many pieces such that f is continuous on each piece, or there
are topological embeddings ¢ : (w+ 1)¥ — X and ¢ : w* — Y such that
o P = fop, where P is the Pawlikowski function.

The Pawlikowski function P applied to € (w + 1)¥ is defined as

P(a)(n) = {fj(") e
z(n) = w.

Recall that (w + 1)¢ is endowed with the product topology and that w + 1 is

endowed with the usual topology generated by intervals of the form [a; ), so

that every point of (w + 1)* is isolated except w, which is a limit point. The

Pawlikowski function is thus a discontinuous function, and is related to the

Turing jump. Indeed, every real z can be mapped to

F((e, 5)) 1 if ¢¥(e) converges in less than s steps,
Z((e,s)) =
’ 0 otherwise

5Notice this means we can partition the domain of f into countably many sets such that
f is constant on each set. This will entail that f is constant on a uniformly pointed perfect
set (see Appendix.
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and then Z can be mapped continuously to §(Z) € (w + 1)“, where

5()(e) = {min{s <w|Z({e,s)) =1} if this s.et is non-empty,

w otherwise.
Now it is easy to see that P(J(Z)) is another way of writing the Turing jump
of z in w*: instead of writing 1 when ©Z(e) converges, we write s + 1 where s
is the number of steps that it takes to converge).

This is why we view Theorem [4.4.2]a topological analog of the “continuous or
above the jump” dichotomy. In fact, following a suggestion of Carroy, Kihara
showed in an unpublished work that it is possible use Solecki dichotomy to
easily derive the following;:

Theorem 4.4.3 (Kihara). If f: 2% — 2% is Borel and order-preserving, then
either f is continuous on a uniformly pointed perfect set (and hence f <jr idgw)
or f >¥ (idgw)’, where

g<}g = Ipe2Y Vx>rp:g(x)<r h(z)®p.

Analogously, Theorem can be viewed as a topological analog of the
“constant or above the identity” dichotomy, and indeed one can use that to
prove the following, in the same fashion as Kihara’s result.

Proposition 4.4.4. If f : 2° — 2% is Borel and order-preserving, then either
[ is constant on a uniformly pointed perfect set, or f > idgw.

The Turing to many-one case

In [KM18|, Montalban and Kihara proved an interesting version of uniform
Martin’s conjecture for Turing to many-one uniformly invariant functions. Re-
call that we say x € 2% is many-one reducible to y € 2¢ via i (denoted = <,,, y
via i) if x = y o p;, and as usual x =, y via (4,j) if x >, y via i and x <,,, y
via j. Then a function f : w* — 2% is called Turing to many-one uniformly
invariant (or just Turing to many-one UI) if there is a function u : w? — w?
such that, for all z,y € w* and (i, j) € w?,

z=pyvia (i,j) = f(z) = f(y) via u(i, j).

Montalban and Kihara considered the pre-order on the set of Turing to many-
one uniformly invariant functions given by

<l g << Fpew Ve>rp: f(z) < g(x),

where <P denotes many-one reducibility relative to oracle pﬁ They proved
that <7, induces, on the set of =) -classes of Turing to many-one uniformly

6That is, if =,y € 2¢, we have = <F, y if and only if there is a computable-in-p function
w such that z = yow.
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invariant functions, a semi-well-order which is isomorphic to Wadge degrees
of subsets of w®” ordered by Wadge reducibility. A particular consequence
of this is the following. Let TJ denote the Turing jump operator, and (-)
denote complementation when applied to subsets of w (or elements of 2¢), and
pointwise complementation when applied to functions into 2.

Theorem 4.4.5 (Kihara and Montalban, [KM18|). If f : w* — 2% is Turing
to many-one lﬂiformly invariant, then either f is constant on a cone, or f >Y,
TJ, or f >V TJ.

So, of course, we asked ourselves if we could prove this fact locally. We
have some results in this direction, which can also be regarded as partial results
towards Conjecture [£.2.1] but we need to take into account partial functions.

Check Appendix [A] to see definition and notation on non-deterministic
Turing reducibility. We just recall here that we denote by w<“ denote the
set of all partial functions from w to w. For shortness, we abbreviate ‘non-
deterministically Turing’ as ‘NTuring’. Our result holds both for deterministic
and non-deterministic Turing equivalence, so we merge the two statements into
a single one using shorthand ‘(N)Turing equivalence’ and ‘=)z ’.

Theorem 4.4.6. Letp € w<*. If f : {q € w<* | q =1 p} — 2% is (N)Turing
to many-one uniformly invariant and non-constant, then either f(q) >m ¢

for all ¢ € dom(f) or f(q) >m ¢ for all ¢ € dom(f), where ¢’ denotes the

(N)Turing jump of q

We start noticing that we can prove the computable uniformity function
lemma also for Turing to many-one uniformly invariant functions, with the
observation — which will come in handy in a while — that we may suppose it
to range only into indices of total computable functions.

Lemma 4.4.7. If f is (N)Turing to many-one uniformly invariant on a Turing
invariant set, be it a subset of WEY, w¥, or 2%, f admits a computable unifor-
mity function u such that, for all i,j, both coordinates of u(i,j) are indices of
total functions.

Proof. We just need to recall the proof of the computable uniformity function
lemma and check that, applied to our hypotheses, gives us our thesis.
There are (a1, b1), ..., (an,by) “generating” the Turing bi-reductions, meaning
that every (i,7) has a canonical word in the letters (a1,b1),..., (an,b,) that
always acts like (4,7). We take any computable function v of f and we define
a computable uniformity function u setting (i, j) as the canonical word for
(,7), but with letters (a1,b1),..., (an,b,) replaced by v(ai,b1),...,v(an,by).

"The definition of ¢/ € 2¢ is the usual one: ¢’(n) = 1 <= @i(n) converges, but <p(')
will denote either the deterministic or non-deterministic n-th Turing reduction depending if
we are considering the deterministic or non-deterministic statement.
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Since on the codomain we have the many-one action, the operation between
the letters v(ay,b1),...,v(an,by,) is now the operation * defined by

(K1, 11) * (k2,l2) = (c(k1, k2), c(l2, 1)),

where @k, k) = Pk, © Pk, - It is clear that both coordinates of each v(a;,b;)
have to be indices of total functions, since there surely exist z and ¢ in the
domain of f such that p =7 ¢ via (a;,b;), and so f(p) = f(q) via v(as,b;).
Thus, both coordinates of (7, ) are indices of total functions, too, as they
index a composition of total functions. O

Proof of Theorem [4.4.6] First, we remark that we just need to prove f(q) >m
or f(z) >, ¢ for one g € dom(f): indeed, if we have, for instance, f(q) >,
for some ¢ € dom(f), we also have

(a=yrsand f(q) >m d) = f(s)=m f(@) >m d =m s

Let v be the projection on the first coordinate of a computable uniformity
function of f. First, let us assume that p is computable, so that the empty
function @ belongs to the domain of f. Then, there must be ¢ € dom(f) such
that f(q) # f(0). Then, we have a computable function 7 : w — w such that

: /

0 if p'(n)=0.
Here, @E') denotes the i-th deterministic or non-deterministic Turing reduc-
tion, and p’ is the jump defined based on deterministic or non-deterministic
Turing reductions, according to the statement we are proving. Also, since p
is computable, there is a program e that does not query the oracle and com-
putes p, 50 p =(n)r Pn Via (r(n),e), for all n. Thus, @,, f(pn) coincides with
D, (f(p) o gpv(r(n)’e)), which also coincides with

f(p) o (@ @U(r(n),e))- (441)

Let k € w be such that f(q)(k) # f(0)(k). The careful reader has surely noticed
that core of the argument is the same as in Theorem we shall find either

p' or p’ on the k-th row of (4.4.1). If f(q)(k) =1, then f(0)(k) = 0 and so the
function m — f(pm)(k), that is the function

mi—= (f(p) © @ (p'u(r(n),e)(<ka m>)> 5 (442)

is exactly p'; this entails f(p) >, p’. Otherwise, if f(q)(k) = 0, then (4.4.2) is
p’, so that f(p) >, p'.
Now, let us assume p is not computable. We claim there are ¢, s € dom(f)

that are incompatibltﬂ and such that f(q) # f(s). Indeed, pick ¢ € dom(f)

8This means there exists n € dom(q) N dom(s) such that q(n) # s(n).
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such that f(p) # f(q). Let s be in dom(f) and incompatible with both p and
q: for instance, choose mg € dom(p) and m; € dom(q) with mg # m; (we can
find them because now elements of dom(f) are non-computable), and set

p(n) if n & {mo,m1}
s(n)~ ¢ p(mo)+1 ifn=mg
qg(mo) +1 ifn=my.

Since f(p) # f(q), either f(p) # £(5) or f(q) # £(s), so we are done.

Without loss of generality, let us assume p and s are incompatible and have
a different image via f. We claim that, for all ¢ € dom(f) incompatible with p,
we have f(q) # f(p). Indeed, if f(q) = f(p) we could use an argument as in the
injectivity lemma[2.5.1] to find a contradiction. Let us show this. Since p and ¢
are incompatible, i.e. there is m in the intersection of their domains such that
p(m) # q(m), both deterministic and non-deterministic Turing reductions can
distinguish between them in a finite time. So we can find ¢ such that ¢ = p
and ¢? = s. Moreover, since s is incompatible with p, we can find in the same
way j such that @7 = p and <p§ = ¢q. Then, the contradiction is the same as
in the injectivity lemma: f(q) >,, f(p) via v(i,j) and f(p) >m f(s) via v(i,j)
but f(q) = f(p) # f(s).

Now fix m € dom(p), and let p denote p with the m-th digit replaced by
p(m)+1, and p denote p with the m-th digit undefined. By our previous claim,
f(p) # f(p). This entails either f(p) # f(p) or f(p) # f(p). Without loss of
generality, we can assume that f(p) # f(p). Now, we can repeat the same
argument to prove either f(p) >,, p’ or f(p) >,, p’: there is a computable r
with which we can define

» {p if p'(n) =1

P = %) = p otherwise.

Indeed, the program indexed by r(n) can do the following: just output the i-th
digit of the oracle p for every input i # m, while for i = m first run ¢?(n)
before outputting p(m). Of course, there is also a natural number e such that
P =Ny Pn Via (r(n),e) for all n. If k is such that f(p)(k) # f(p)(k), then

([4.4.2)) is either p’ or p’. O

The connection between NTuring and enumeration reducibility we men-
tioned in Appendix [A] enables us to rephrase Theorem in terms of enu-
meration degrees.

Corollary 4.4.8. Fiz A Cw, and let f : [A]. = 2¥ be enumeration to many-
one uniformly invariant and non constant. Then, either f(B) >,, (Sg)’ for all

B € [Ale, or f(B) > (SB)' for all B € [A]., where (Sg)’ denotes the NTuring
Jump of Sp

9Sp denotes the semi-characteristic function of B, see Appendix
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Proof. From Appendix we know that the map p — gr(p) is NTuring to
enumeration UT and maps [S4]yr into [gr(Sa)]e = [A].. Call f the composition
f o gr, which is thus a NTuring to many-one UI function from [Sa]y7 into 2¢.
From of Appendix [A] we know B =, gr(Sp), so that, for all B € [4].,
we have ~
f(B) =m f(SB).

Thus, if we manage to apply Theorem to f , we are done. We just need
to prove that f is non-constant. For this, notice that B =, gr(Sg) via a fixed
(i,4), so that f(B) =, f(Sp) via u(i,j) for all B € [A]., if u is a uniformity
function of f. Then, choose B such that f(A) # f(B) and note that it would
be contradictory if f(Sa) = f(Sp). O

We would like to improve the statement of Theorem [£.4.0] in several ways:
first of all, proving it for functions defined on the set of total functions Turing
equivalent to . A nice way to do that would be to prove that every Turing to
many-one Ul function f on a Turing-invariant subset A of w* can be extended
to a NTuring to many-one UI function f on the =yp-closure of A C wS«:
this would match our insight that all Turing to many-one UI functions can be
gotten as explained in section [£.3] but — and this is the only difference with
UTT functions — without employing the identity function.

Another (perhaps) improvable aspect of our proof is that it does not lead
to an analog of Proposition with many-one reductions, although — as
an empirical observation — we always have one single many-one reduction
providing the left inverse of every Turing to many-one Ul function we know.

Remark 4.4.9. An interesting feature of our proof of Theorem [4.4.6]is that it
does not merely use the computability of a downward variance functions like the
proofs of Theorem [2.1.2] or Theorem but it actually needs a uniformity
function in the case dom(f) # {q € w=¥ | ¢ =7 0} in order to carry out the
argument in Gura’s injectivity lemma [2.5.1] fashion.

If we want to get a similar statement that just uses a computable downward

variance function, we can take inspiration from the argument to prove the thesis
in the case dom(f) = {q € W= | q =1 @}E

Proposition 4.4.10. Let p € w<* and let v be a variance function in p, with
respect to (N)Turing reducibility via (on w<*) and Turing reducibility via (on
2¥). of the function f : {q€ wS* | q<r p} — 2¥. Then either f is constant
or f(p) ®v >r p', where p' denotes the (N)Turing jump of p.

Proof. Let ¢ € dom(f) be such that f(q) # f(#). We have a computable
function r : w — w such that

Pno=¢b = ¢ ifpi(n)=1
n r(n) 0 ifp'(n) =0.
We carry out the usual argument. O

ONote that {g € wE¥ |g=r 0} ={qg € ws¥ |g=nT 0}
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We point out that this statement is a generalization of Rice’s theorem. In
fact, index sets relative to x € 2 (i.e. ~%-invariant sets, where ~%. is as in
Definition can be viewed essentially as variance functions (in the order
preserving sense) of 2-valued functions.

Theorem 4.4.11 (Rice, relativized version). Fixz x € 2¥. Let A C w be an
index set relative to x. Then, either A is trivial (i.e. A=0 or A=w), or A is
undecidable in x, and in particular A > x'.

Proof from Proposition [f4.10] Define f: {q € w<* | ¢ <7z} — 2% by

Flo?) = 111... ifie A,
vi) = 000... otherwise.

Notice this is a well-posed definition because A is ~7-invariant. Now, choose
i,j € w be such that ¢} =y for all y and @;'*+ = 000.... We can define a
variance function (in the order preserving sense) v of f in x as follows: if i € A,
then and let v : w — w map A to ¢ and w \ A to j, otherwise let v map A to j
and w\ A to i. Of course, v =1 A. Observe that f is constant if and only if A
is trivial. If this is not the case, then Proposition givesus v >p a’. O

For those who are annoyed by partial functions and rather fancy a statement
about Turing to many-one Ul functions defined on a usual Turing degree, we
can state the following result. We need to ask for a variance function v that
makes f satisfy — instead of just the usual forward implication — a two-sided
implication. A little bit like in Definition [3.1.1] but we do not need v to be a
uniformity function.

Proposition 4.4.12. Let x,y € 2°. Suppose f : [x]r — [y]m and v : w? — W?
are such that
x =7z via (i,j) <= f(x) =n f(2) via u(i,7)

for all z € [z|r and (i,j) € w?. Then y®v >r '

Proof. Consider a computable r : w — w such that

{a: if2'(n)=1

Ty = @F =
Pr(n) (0 otherwise.

Also consider e such that ¢? = p for all p € w<¥, so that z/(n) = 1 iff z =
via (r(n),e) iff f(z) =, f(z) via v(r(n),e). Then, if s(n) and ¢(n) are the first
and the second component of v(r(n), e) respectively, we have that s and ¢ are
computable and

ff/(n) =1 «— (f(f) = f(z)o Ps(n) and f(z) = f(x)o @t(n))~

By the previous remark, also for those n such that a’(n) = 0, we can assume
that ¢4(,) and @y, are total. (This is the only point in which the hypothesis
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that f is Turing to many-one uniformly invariant; in fact the proof also works
if many-one is substituted with truth table, for example).
So from f(x) @ v we can compute wy and wy, where

wo = @ f() o @sn) wy = @f@) O Pt(n)s

and enumerate the n’s such that either the n-th column of wy or the n-th
column of w; differ from f(z). In this way we enumerate 2’/ from f(z) ® v.
On the other hand, notice f is not constant. Indeed, note that f(z) =, f(z)
via v(e,e), so if f(z) = f(z) then we would have x =7 z via (e,e), that is
x = z. Hence, f is non-constant and we can apply Theorem to conclude
that f(z) ® v >r x, and thus that 2’ is enumerable from f(z) ® v. So, since
both 2’ and 2’ are enumerable from f(x) @ v, we conclude f(z) ® v >7 2’ by
Post’s theorem. O

Those who are annoyed by partial functions may have noticed that we
avoided their cause of annoyance only in the statement, but not in proof. In
the latter, in fact, we dealt with the empty function even though it was not
in the domain of our function, but we have been able to tell that the indices
leading to it would behave well thanks to the two-sided implication we had in
the hypotheses.



Chapter 5

Weakened uniformity assumptions

In this chapter, we also deal with the classic global case of Martin’s conjec-
ture.We examine various weakenings of uniformity that are enough to prove
Martin’s conjecture and in many cases we prove they coincide globally with
uniformity, although they might differ from each other locally.

If we look closely to the proof of part IT and I of uniform Martin’s conjecture
in [Ste82] and [SS88|, as well as our own proof of part I of uniform Martin’s
conjecture locally, we can notice a number of other hypotheses can be assumed
alternatively to uniform degree invariance in order to carry out the argument.
In this chapter, we delve into some of these alternatives of uniformity that still
enable to prove Martin’s conjecture with the same techniques as in the uniform
case. The first example is one that we already pointed out, namely having a
computable variance function.

5.1 Admitting computable variance functions

We say that function f : 2“ — 2 satisfies a property “globally” if f satisfies it
on a uniformly pointed perfect set (see Appendix . As usual in the Martin’s
conjecture context, when we are interested in global properties of functions, we
assume Determinacy.

The first thing we point out about the property of having a computable
variance function in x is that it can be a proper weakening of uniformity only
locally, as it globally coincides with it.

Proposition 5.1.1. Under AD, the following are equivalent for any Turing
nvariant function f 2% — 2%

1. f is UTI on a uniformly pointed perfect set;

2. there is a uniformly pointed perfect set P such that, for all x € P, there
s a computable variance function of f | P in x.

The proof will be shown at page as it relies on some properties that
will be developed in section Indeed, we could give the proof of 2 = 1

o1
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right now, but for I = 2 we need a generalization of Lemma to
uniformly pointed perfect sets — namely Lemma [5.4.9 — we still don’t have.
Anyways, we now show that admitting a computable variance function actually
is a proper weakening of uniformity from the point of view of single degrees.

Proposition 5.1.2. For all x and y in 2¥ with x <t y, there exists a function
f izl = |yl that admits a computable variance function in x but is not
uniformly Turing invariant.

Proof. Define f(z) = 2(0)"y. Thus, if z <p z via e, then f(z) = ¢Z(0)"y
and f(x) = 2(0)"y. Since x is computable in y, it is easy to see there is a
computable function v such that, for all e € w for which ¥ € 2¢:

©e(0)"y <7 x(0)"y via v(e).

Then, v is a computable variance function of f in x in the order-preserving
sense. Obviously, ©Z(0)"y > 2(0)"y via a constant function, so f admits a
computable variance function in x in the usual, Turing invariant sense as well.
By Proposition [5.2.2] it also admits a computable variance function in every
point in [z]r. Finally, f is not uniformly Turing invariant by Lemma as
it is neither injective, nor constant. O

Note that, if there is a computable variance function for f : [z]r — [y]r,
then we have to have z <p y by Theorem [2.4.3] so we found counterexamples
everywhere we could. However, it would be interesting to know if we could find
counterexamples without using Lemma [2.5.1

Question 5.1.3. If f : [z]r — [y]r admits a computable variance function
and is injective, must it be uniformly Turing invariant?

Observe that in uniformity arguments such as in Theorem or Theo-
rem m (although not in Theorem as we pointed out in Remark ,
the computability-in- f(z) of the variance function would suffice. Actually, we
do not even need the computability-in- f () of the whole variance function, but
just of a downward variance function.

5.2 Computable downward variance functions

The computability-in-f(z) of a downward variance function is enough for the
uniformity arguments we mentioned earlier. Moreover, this is equivalent to the
computability tout court of a downward variance function.

Proposition 5.2.1. Let A C 2%, f: A — 2% and x € A. If there is a
computable-in-f(x) downward variance function of f in x, then there is a com-
putable one, too.
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Proof. Suppose e € w is such that, for all y € A,

z=pyvia (i,j) = f(x) > f(y) via o) ((i, 5)).

The consequent means
i@
Pt iy~ TW)

But note that there is d € w such that, for all a,b € w and z € 2%

Poz(b) = Pooullas))”

So let v : w? — w be the function that takes (i, j) to wa({e, (i,7))) and note
that v is computable and satisfies

x=pyvia (i,j) = f(x) > f(y) via v(i, 7). O

Note that the same proof does not work for upward variance functions, and
thus for variance functions, either. Now, let us show that the existence of a
computable variance function in one point  implies the existence of computable
variance functions in every point in the degree of x; this works for any kind
of variance function (tout court, downward or upward) and for computability
relative to any oracle.

Proposition 5.2.2. Let A C 2%, f: A — 2% Turing invariant, x,y € A with
x =1y and p € 2%. If there is a computable-in-p downward variance / upward
variance / variance function of f in x, then there is also a computable-in-p
downward variance / upward variance / variance function of f in y.

Proof. Let us prove the downward variance function case. The upward case is
analogous and the variance tout court one descends from these two. So let v
be a computable-in-p downward variance function of f in z. Choose (k,1) such
that x = y via (k,1). Since f is Turing invariant, we can also pick e € w such
that f(y) >r f(z) viae. If y =r 2z via (4,4), then x =7 2z via (i 7 k,l 7 j),
where *p is a computable binary operation that gives, for all w € 2¢ and
m,n € w,
P’ = P

Hence, f(z) >7 f(z) viav(ixrk,lx7j) and f(y) >1 f(2) viav(ixrk, lxrj)*Te.
Thus, the map

(i,5) = v(i xp k,U*p §) *7 €

is a computable-in-p downward variance function of f in y. O

This is why we are just going to say that f : [z]r — 2% “admits computable
variance functions” without specifying if we mean in one point or in all points.
There are a couple of interesting things that we can deduce from this proof. The
first one is that the mass problem of finding a downward variance / upward
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variance / variance function of f in x is Medvedev reducible (and, hence,
equivalent) to that of finding one in yE|

The second thing we can observe is that we can cook up an index for a
computable-in-p downward variance function in ¢ from an index of a computable-
in-p downward variance function in  and an index e that computes f(z) from
f(y). In the case p is computable, this tells the following: if we think that
is fixed, the problem of finding a function w that maps (k,) to an index of a
computable downward variance function of f in y, where x =7 y via (k, 1), is
a mass problem that can be Medvedev reduced to the problem of finding an
upward-variance function of f in x (needed to get the index e that computes
f(z) from f(y)).

These mass problems are actually Medvedev equivalent: if we have that
w(k,l) is an index of a computable downward variance function in y if z = y
via (k,l), then we have that

r=ryvia (k1) = f(y) 27 f(z) via @y (k).

In conclusion, if there is a computable downward variance function in z, then
there are computable downward variance functions in all y € AN [z]p; further-
more, upward variance functions can be as easy as a function representing how
an index of a computable downward variance changes when we vary y € AN[z]r
can be, and vice versa. In the light of this, we ask the following:

Question 5.2.3. Are there xz,y € 2¥ and f : [x]r — [y]r such that f admits
a computable downward variance function, but no computable upward variance
function (hence, no computable variance function tout court)?

Note that the role of downward and upward variance functions can be
switched in the observation above, but not, for instance, in Proposition [5.2.1
Moreover, while having a computable downward variance function is enough
to carry out uniformity arguments such as that of Theorem the com-
putability of an upward variance function doesn’t seem to be useful for that
scope. However, globally, these notions again coincide with uniformity.

Remark 5.2.4. If v : w? — w that is a downward / upward variance function
of f: A— 2¥in all z € A, then ¥ defined by 9(i,j) = v(j,¢) is an upward
/ downward variance function of f in all x € A; hence f is uniformly Turing
invariant on A.

Thus, if P is a pointed perfect set and f : P — 2% is such that, for all
x € P, there is a computable downward / upward variance function of f in z,
then under AD f is UTI on a pointed perfect set.

The second part of the remark is proved proceeding as in Proposition [5.1.1
and taking a pointed perfect set P; on which f admits the same downward /

1Recall that any A C w¥ is called a mass problem, and, given mass problems A and B,
A is said to be Medvedev reducible (or strongly reducible) to B — denoted A <, B — if
there is an e € w such that, for all x € B, ¢ € A. If A and B are Medvedev reducible to
each other, they’re said Medvedev equivalent.
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upward variance function, and then conclUTIng that f is UTI on P; by the
first part of the remark.

When a function v is downward variance function of f in every point of the
domain of f, we say v is a downward uniformity function of f. We now
introduce another notion.

5.3 Preserving uniform Turing reducibility

Definition 5.3.1. If f : A — 2¥ with A C 2%, we say f is uniform reducibility
preserving if, for all x € A and all (z,,),, € A%, we have

> @Pan = f@) 20 P flan). (5.3.1)

Note that an equivalent way of phrasing this is:

(Eli cw,Vn€w: x>rx, via gol(n))
= (BeewVnew: f(z)=>r f(z,) via pc(n)).

So the reason for this name is that, if we define the “relation” of uniform
Turing reducibility as

(<ur) = { ((@n)n,z) € (29)7 x 2 | Je:Vn:x, <r x via p.(n) },

we can say that uniform reducibility preserving functions are the homomor-
phisms of <, 7. For this reason, we also call them <,r-preserving functions.

Remark 5.3.2. Notice that all uniform reducibility preserving functions are
order-preserving. On the other hand, all uniformly order-preserving functions
are uniform reducibility preserving because of Lemma [2.2.2] Indeed, if f has a
computable variance function (in the order-preserving sense) v in x and = >
x, via r(n) with r computable, then f(x) >7 f(z,) via v(r(n)).

Thus, uniformity reducibility preservance is a weakening of order-preserving
uniformity and it provides the core of the arguments used to prove the order-
preserving uniform Martin’s conjecture. However, we want to introduce a sim-
ilar weakening of degree-invariant uniformity.

One possibility could be weakening and asking that, for all z, xg, z1, . ..
in the domain of f:

r=r Pan = f&) 20 P flan). (5.3.2)

For Turing invariant functions, this is of course equivalent to saying that

f <@$n> 2T @f(xn)a
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for all sequences (z,,),, of points of the domain of f such that €, z,, is also in
the domain of f. From we say that this is equivalent to saying that, if
x >y7 (n)n and @, x, >7 @, then f(z) >ur (f(2n))n. This is implied by f
being UOP but it’s not immediately implied by f being UTT; moreover, there’s
something weaker than this that still makes the arguments work. So we define
uniform Turing equivalence as

(Zur) = { ((a:n)n,x) € (2¥)Y x 2¥ | Ji,j:Vn:xz, =r x via (@i(n),cpj(n)) }

and we define (=,7, <,r)-preserving functions as the homomorphisms from
=, to <,r, that is, functions that map sequences that are uniformly Turing
equivalent to z, to sequences that are uniformly Turing reducible to f(z).

Notice that if (z,), is uniformly Turing equivalent to z, then it’s also
uniformly Turing equivalent to all y is the same Turing degree as x, that is also
the Turing degree of all z,’s. So we can think of =, as a unary relation on
(2¢)%, saying that a sequence is included in a Turing degree and is uniformly
Turing equivalent to any of its elements. An analogous observation holds for
<ur, (Eur, <ur)-preservance only has to do with the sequences: it’s about
sending uniformly equivalent sequences to uniformly reducible sequences.

This property is the core for Steel’s and Slaman and Steel’s arguments to
prove uniform Martin’s conjecture, as well as the arguments presented in this
thesis to prove Theorem [2.1.2] and Theorem [£.1.3] Indeed, the main feature
of all of them is that, to prove that f(x) computes a given real z, one builds
up a sequence (), =,r  such that, for some computable function r, z(n) =
f(zn)(r(n)) for all n. Then, one only needs the (=7, <,r)-preservance of f
to conclude f(x) >,1 (f(2n))n and hence f(z) >r 2.

Remark 5.3.3. (=ur, <ur)-preserving function are automatically Turing invari-
ant and, if f has a computable downward variance function in all points of its
domain, then f is (=,7, <,r)-preserving. In fact, we have the following. Say
that @ >,7 (zn), via e if, for all n, x > x, via @.(n), and (2,), =.r = via
(1,7) if, for all n, z, =r x via (¢;(n), ¢;(n)). Then f has a computable down-
ward variance function in z if and only if there is a computable map r : w? — w
such that

(Tn)n Zur x via (i,j) = (f(;vn))nguT f(x) via r(i, j).

One verse is obvious, while for the other one: let ¢ — cost(i) be a computable
function sending 7 to an index of the function constantly equal to i. Then
y =7 x via (i, 7) implies (y),, =u1 x via (cost(i), cost(j)) and (f(y))n <ur f()
via r(cost(i), cost(j)) implies f(y) <r f(z) via ‘Pr(cost(i),cost(j))(o)~

Notably, whereas for the previous weakenings of uniformity we were able to
establish the coincidence — at least globally — with uniform Turing invariance,
we are not able to do that for (=,r, <,r)-preservance, which is the core of
uniformity arguments.

Notice that if we strengthen (=,r,<,r)-preservance asking that, for all
x € dom(f) and all (i,j) € w?, there exists e € w such that, for all (z,), €



5.4. VARIANCE FUNCTIONS WITH NON-FPF DEGREES o7

dom(f)*

{newlz=rz, via(pi(n),pj(n) } C{necw| f(z) 27 f(z.) via pc(n) }

(whereas (=7, <,r)-preservance only asks the previous inclusion to hold when
the left-hand set is w), then we get a property that is equivalent to having a
computable downward variance function in every point. Indeed, given x €
dom(f), if we consider (7,7) such that ¢;((k,l)) = k and ¢;((k,1)) = [, then
the e given by this property would be an index for a computable downward
variance function in x.

Remark 5.3.4. (<., <ur)-preservance for functions from w<* to w<* coincides
with admitting computable variance functions in the order-preserving sense,
i.e. with respect to Turing reducibility via. Indeed, in wS* we clearly have
x Zur (OF)n, so f(x) >yt (gofl(w))n would mean there is a computable variance

function of f in = in the order-preserving sense.

5.4 Variance functions with non-FPF degrees

We now consider functions such that, for all x in the domain, there is a down-
ward variance function v in x that does not compute a function without fixed
points relative to z, that is: for all total h <7 v, there is e € w such that

@sz(e) = Qe

Even enough is not enough to carry the usual uniform invariance arguments,
we are considering this notion because we are going to prove that it coincides
globally with uniform invariance.

First of all, let us note that, in the above hypothesis on f, we are essentially
asking the degree of v not to be FPF relative to x, which means the following:

Definition 5.4.1. A function h : w — w is called FPF (fixed point free)
relative to a parameter z if, for all e € w,

@i(e) 7& QDZC

A Turing degree is called FPF relative to z if it contains an FPF relative to x
function.

Remark 5.4.2. Tt is equivalent, for all z,y € w*, that y computes a FPF relative
to z function, or that y is Turing equivalent to such a function. Indeed, if y
computes an FPF rel. to x function h, then it can also compute h, where, for
all n, h(n) is a program is obtained by h(n) adding in the beginning some
fake instructions that code y(n) but don’t change the behavior of the program.
Thus, & is FPF rel. to z as well, and h =r y. Hence, a Turing degree is FPF rel.
to x equivalently if it contains a FPF rel. to x function or if its every element
computes such a function.
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FPF degrees are a well established subject in literature. For example, FPF
rel. to x degrees above x coincide with DNR rel. to x degrees above z (see
[Joc+89, Lemma 4.2]). A Turing degree is DNR relative to z if it computes a
diagonally non-recursive-in-z function, that is, a function h such that h(e) #
©%(e), for all e. However, since we don’t want to assume that the downward
variance function in z has to compute x, we do not have the equivalence between
these two notions in our setting.

The proof of that the property of admitting downward variance functions in
x of non-FPF degree rel. to x coincides globally with uniform Turing invariance
uses AD and relies on a game that we are going to define. We shall need some
facts about uniformly pointed perfect sets.

Generators of Turing bi-reductions on uniformly pointed
perfect sets

In the proof of Lemma [2.2.2] we essentially used the fact that Turing reductions
have a property that could be described as being effectively generated by finitely
many generators, meaning the following:

Definition 5.4.3. Let A C 2¥ and G C w?. We say that Turing bi-reductions
on A are (effectively) generated by G if there is an (effective) procedure
that maps every (i,7) € w? to a word

((ajo’ bjo)> R (ajm7 bjm))
with every letter (aj,,b;,) € G and with the property that, for all z,y € A,

x =7y via (k,1) < there are 2q,...,2mt1 € A with 20 =, 2;p11 =y

and Vk < m : zp =7 241 via (aj,, b5, ).

Let us explain our choice for the nomenclature in this definition. If we
denote by ®; the i-th Turing reduction, so that ®; is a partial function from
2 to 2¢ such that ®;(x) = y if and only if x >r y via i, we denote by
®; ; the partial function from 2 to 2¢ such that ®; ;(x) = y if and only if
x =7 y via (i,7), and we call ®; ; the (i, j)-th Turing bi-reduction. Note that
{®,;; }(w.) is a family of partial Borel functions generating Turing equivalence,
as well as a monoidEI under composition. Then, Turing bi-reductions on A are
generated by G in the sense of Deﬁnitionif and only if {(in’j [A }(i,j)€w2

is generated as a monoid by { ®; ; | A }(i jyeg- The fundamental detail is that
all of zg,...,2m+1 in Definition belong to A. In that case, i)k,l equals

q)ajm bim © 7770 q)ajo’bJo'

Definition [5.4.3] can be trivially generalized to any generating family of partial
Borel functions.

20ne almost has inverses, except that ®; jo®;; = ®;;0®; ; equals the identity function
on the domain of ®; ;, which is not the neutral element of the monoid unless ®; ; is total.
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Definition 5.4.4. Let {1); }, be a generating family of partial function&ﬁ on
aset X, and let A C X and G C w?. We say that the family {¢; }, on A is
(effectively) generated by G if there is a(n effective) procedure that maps
every (i,j) € w? to a word

((ajm bj())’ ey (ajm,bjm))
with every letter (a;,,b;,) € G and with the property that, for all z,y € A,

T By, 3y via (k,1) <= there are zq,...,2m4+1 € A with z0 =z, 241 =y
and Vk <m : zp Efy,y 2141 via (aj,,j,).

We say that a generating family is finitely (effectively) generated if it
is (effectively) generated by a finite set. We now need a generalization of what
we proved in Lemma[2.:2.2} what we proved there is that Turing reductions are
finitely effectively generated on 2*, now we are proving that they are on every
uniformly pointed perfect set.

Lemma 5.4.5. There are computable functions ag,...,aq and by, ..., by such
that, given a uniformly pointed perfect set P with index i, Turing bi-reductions
on P are effectively generated by (ao(i),bo(i)), ..., (as(i), ba(i)).

Proof. The idea of the proof is as in that of Lemma[2.2.2] This time, we cannot
simply append 0’s and 1’s in front of reals to code programs, nor simply erase
initial digits to get rid of those codes, because we don’t want to get out of
the uniformly pointed perfect set. However, when we have x on a uniformly
pointed perfect set P, with an index i of P we can have x compute the tree of
P, and once we have that, we can perform h and h~!. So, if b, c and m are in
the proof of Lemma[2.2.2] we can define b(i) so that

Finally, let d(i) be the program that, with oracle z € P (where P is a
uniformly pointed perfect set with index i), looks for k,I € w such that z =
spzb/(i)’cc(i)b(i)lc(i)’ and then outputs @f(%),c(i)b(i)kc(i). We are using the same ideas
of the proof of Lemma but we are moving on an arbitrary uniformly
pointed perfect set rather than on 2¢; notice that if P = 2%, then h = h™! =
idow and b(i), ¢(7), m(i) and d(i) coincide respectively with b, ¢, m and d of
that proof. So, analogously to there, here we have, for all x,y € P, x =7 y via
(k,1) if and only if

x =7 y via (m, ¢)(m, b)*(m, ¢)(m, b) (d, d)(b,m)* (b, ¢)(b,m)! (¢, m),

3See Definition [1.3.6; we do not need the partial functions to be Borel here, but we do
adopt Marks’ convention that there is a computable operation on indices providing the index
for the composition.




60 CHAPTER 5. WEAKENED UNIFORMITY ASSUMPTIONS

where, for brevity, we wrote b instead of b(), ¢ instead of ¢(i), etc. This shows
that any uniformly pointed perfect with index i is effectively generated by

(b(i),m(3)), (m(3),b()), (c(i), m(3)), (m(i), c(3)), (d(i), d(i)). O

Lemma [5.4.5] asserts that the generating family of Turing bi-reductions is
computably finitely effectively generated on uniformly pointed perfect sets, in
the sense of the next definition.

Definition 5.4.6. We say that a generating family of functions { ¢; } is com-
putably finitely (effectively) generated on uniformly pointed perfect
sets if there exist finitely many computable functions g, ..., %, and jo,. .., jn
such that, for every e € w and every uniformly pointed perfect set P with index
e, we have that, on P, {; } is (effectively) generated by

(io(e)vjo(e))v R (Zn(e)ajn(e))

Definition 5.4.7. We say that a Turing invariant function f : A — 2%, with
A C 2% preserves a pair of indices (i, j) if there exists e € w such that, for
all x,y € A,

Ve, y € A: (x =ryvia (i,j) = f(z) >7 f(y) via e). (5.4.1)

Then, a function is UTI when it preserves all indices. The second half of
the argument in the proof of Lemma [2.2.2] is synthesized by the following:

Remark 5.4.8. Note that, if Turing bi-reductions on A C 2¢ are generated by
G and f : A — 2% preserves all members of G, then f is uniformly Turing
invariant. Moreover, there is an algorithm that, using an oracle p & ¢, where

e pisafunction that takes every (i, ) € w? to aword ((aj,,bj,), - - -, (aj,.,b;.))
with each letter (a;,,b;,) in G satisfying the properties described in Def-

inition [5.4.3}
e ¢ is a function that takes every (i,7) € G to an e via which (5.4.1)) holds;

computes a uniformity function for f.

Therefore, if Turing bi-reductions are finitely and effectively generated on
A, then there is a computable function p as above, and every function ¢ as
above is computable since it is finite. Hence, there is a computable uniformity
function for f.

Note that if { «; } is finitely (effectively) generated on A and B C A is closed
under Ey,, 3, then {;} is also finitely (effectively) generated on B. Thus,
from Lemma we deduce that Turing bi-reductions are finitely effectively
generated on every Turing-invariant subset of a uniformly pointed perfect set.
Thus, we have found the following generalization of Lemma [2:2.2]

Lemma 5.4.9. If P is a uniformly pointed perfect set, A is a subset of it that is
closed under =7 and f : A — 2% is UTI, then there is a computable uniformity
function of f.
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This was the missing ingredient to prove Proposition [5.1.1

Proof of Proposition[5.1.1 2 = 1 follows from the fact that, under AD, any
function from 2“ to w is constant on a pointed perfect set. Thus, f will be
uniformly invariant on any pointed perfect set on which the map

p(x) = the first e such that ¢, is a variance function of f [ P in x

is constant. The converse implication is the reason why we give this proof only
now. Indeed, now we can exploit Lemma All we need to do is to refine
the pointed perfect set P on which f is UTI to a uniformly pointed perfect set
U C P (using Fact , notice that f is a fortiori UTI on U and then use
Lemma O

Definition 5.4.10. We call uniformly pointed perfect degree the inter-
section between a uniformly pointed perfect set and a Turing degree.

Remark 5.4.11. Lemmal5.4.9|guarantees that all theorems about UTI functions
on one Turing degree proved in the previous chapters, such as Theorem [2.1.2]
and Theorem [£.1.3] hold for UTI functions on one uniformly pointed perfect
degree.

In the paragraphs culminating in Question we pointed out the diffi-
culty of generalizing the computable uniformity function lemma to the arith-
metic case, but we also stressed there is no problem in generalizing it to the
arithmetic order-preserving case. Also here, we can notice we have the same
problem: the family of arithmetic reductions is computably finitely effectively
generated, so we can prove Lemma for uniformly arithmetically order-
preserving functions, but we ask:

Question 5.4.12. s the family of arithmetic bi-reductions computably finitely
effectively generated on uniformly pointed perfect sets?

Since every function from a <p-cofinal subset of 2 is clearly constant on a
<r-cofinal set, by Fact every such function is — under AD — constant
on a uniformly pointed perfect set. For this reason, if f is a Turing invariant
function, given any finite set I of pair of indices, f preserves I on a uniformly
pointed perfect set P;. We also know that every uniformly pointed perfect set
P is generated by a finite set of pair of indices Jp that can be computed from
an index of P. If Jp, = I, then f is UTI on the uniformly pointed perfect set
P;. This is the idea that leads to the game we are defining next.

A game to prove uniformity

The game we are going to introduce is a variation of the game that produces
a uniformly pointed perfect set inside a cofinal set as in Fact [B.1.1] but with
extra-conditions that insure that the function f preserves the generators of
Turing bi-reductions on that uniformly pointed perfect set. Hence, let us review
the original game.



62 CHAPTER 5. WEAKENED UNIFORMITY ASSUMPTIONS

Proof of Fact[B.1.1l Consider the game

where I wins if and only if x € A and x >p y via i. If 7 is a strategy for 11,
then pick x € A with  >7 7. Note that there is a computable function r such
that, for all i € w x computes 7(i"x) (that is, the response given by 7 to i~ x)
via (7). Now, if 7 is a fixed point relative to z of r (in the sense of the Fixed
Point Theorem, that is: gof(;) = ¢¥), then I wins against 7 playing i,

Hence, by AD, I has a winning strategy o for this game. If ¢ is the first
move given by o, then the set

U={ze€2¥|Fye2:i"z=0ydo)}

is a uniformly pointed perfect set included in A: it’s closed because it is the
continuous image of a compact in a Hausdorfl space; o is injective (because
o(y) >7 y via i and o(z) >7 z via i, so if o(y) = o(z), then y = z), thus U
does not contain isolated points, as if it did have one, then o(- @ o) would be
constant on a basic open set. Thus, U is perfect. Moreover, every x € U can
compute o using ¢, and with ¢ one can compute the tree of U. So there’s in
fact a computable function s such that, for all winning strategies o of a game
of this kind, s(c(()) is an index for the set U constructed using this o. O

Definition 5.4.13 (The game Gy p). Given a uniformly pointed perfect set
P and a TI function f: A — 2 with P C A C 2¥, let Gy p be the game

I (i,€0,...,64) x(0) x(1)
11 y(0) y(1)

in which the conditions for I to win are the following two:
1. x € Pand x >p y via
2. for all z € P and for all k < 4:
x =7 z via (a0 (i), b, 0 s(i)) = f(x) >7 f(z) via ey,
where s is a computable function described in the following:

The game is built so that if T has a winning strategy o and we let (i, €) =
o (D), then the set

Up={ze€2¥|3ze€2:(i,e) " x=0(2d0)}

is a uniformly pointed perfect set whose index can be computed from i: indeed,
any = € U, computes z @ o via 7, for some z € 2, and once o is computed,
all of U, can be computed. Thus, an index of U, can be effectively found
starting from 4, where i is the first component of o(0) = (i,ep,...,e4). The
function s in player I’s second winning condition is any computable function
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providing this effective procedure, that is mapping every ¢ € w to an index of
U,, where o is any winning strategy for I such that, for some eg,...,e4 € w,
a(@) = (i,eq,...,es). Therefore, by Lemma the generators of Turing
bi-reductions on U, will be

(ap 0 s(i), b 0 s(4)), - .., (as 0 s(i), by 0 s(7)),

which we shall denote more shortly by

go(i),- - -, ga(i).

Hence, if there is a winning strategy o for I, the first winning condition guaran-
tees that U, is a uniformly pointed perfect set, while the role of second winning
condition is guaranteeing that that the generators of Turing bi-reductions on

U, are preserved by f. This makes f UTI on U, by Remark [5.4.8if T has a
winning strategy.

Proposition 5.4.14. (AD not required). Let P C 2¥ be a uniformly pointed
perfect set and f be a function defined on a superset of P. If 1 has a winning
strategy for Gy p, then f is UTI on a u.p.p. set U C P. Vice versa, if f is
UTI on P, then 1 has a winning strategy for Gy p.

Proof. We have just proved the former statement. For the latter, suppose
fis UTI on P and let u be a downward uniformity function of f [ P. Let
h : 2¥ — P denote the standard homeomorphism between 2¢ and P. Let i € w
be s.t. h(y) > y via i for all y € 2. Then a winning strategy o for I is the
following: the first move is

<i7 U(go(i)), s ,U(g4(i))>

and then o responds to y by playing h(y) (it is indeed immediate that the first
k bits of y determine the first k digit of h(y)). O

Proposition 5.4.15. Let P C 2% be a uniformly pointed perfect set and f any
function defined on a superset of P. If for cofinally many x € P there is a
downward variance function v of f [ P in x whose Turing degree is not FPF
relative to x, then player 11 doesn’t have a winning strategy in G p.

Proof. Suppose o is a strategy for II. Choose x € P such that x >p ¢ and
there is a downward variance function v of f [P in « as in the hypothesis. Given
i,€0,...,64 € w, o((i,€) "x) is computable from x via r(i, €), where r is a suit-
able computable function. Let ey (i) be v(gx (7)), so that player I can guarantee
her second winning condition is satisfied if she plays (i, (i)) "z, for whatever
i € w. Since i — 7(i,€(i)) is computable from v, it must have a fixed point
relative to @: there must exist j such that ¢f = @7 ; -y = 0((j,€(j)) "2). In
other words,  >7 o({j, €(j)) "x) via j, thus I’s first winning condition is also
satisfied. Hence, o is not winning. O
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Application of the game

Now we can get the main result of this section as an immediate corollary of
the previous propositions.

Theorem 5.4.16. Assume AD and let f : 2 — 2¥ be a Turing invariant
function. The following are equivalent:

1. there is a uniformly pointed perfect set on which f is UTI;

2. there is a uniformly pointed perfect set P such that, for all x € P, there
18 a downward variance function v of f | P in x whose Turing degree is
not FPF relative to x.

Notice that this is a strengthening of the more immediate Proposition [5.1.1
which is used to prove I = 2, while of course 2 = 1 follows from the
previous results on the game Gy p. It is easy to see that the previous result
remains true if replace ‘downward variance function’ with ‘upward variance
function’ in its statement, as it suffices to use a modified version of Gy p in
which we replace ‘f(x) > f(z) via ex’ with ‘f(z) <r f(z) via e’ in I’s
second winning condition. In fact, Theorem [5.4.16| remains true when Turing
bi-reductions are replaced, in the codomain of f, by any generating family of
partial functions (see footnote (3.

Theorem 5.4.17. Assume AD. Let {1;} be a generating family of partial
functions on a set X, and {6;} be a generating family of partial functions
on 2% which — like the family of Turing reductions — is computably finitely
effectively generated on uniformly pointed perfect sets. Let f : 2¥ — X be a
homomorphism from Eyg,y to Egy,y. Then, the following are equivalent:

1. there is a uniformly pointed perfect set P such that f [ P is a uniform
homomorphism from Egg,y to Egy, y;

2. there is a uniformly pointed perfect set P such that, for all x € P, there
is a computable variance functiorﬁ of f1 P inx;

3. there is a uniformly pointed perfect set P such that, for all x € P, there
is a computable-in-f(x) variance function of f | P in x;

4. there is a uniformly pointed perfect set P such that, for all x € P, there
is a downward or upward variance function v of f | P in x such that [v]r
is not FPF relative to x.

Proof. [l = [2lis based on Lemma [5.4.9] which only uses the fact that the
family of Turing reductions is finitely effectively generated on every uniformly
pointed perfect set and that there is a computable operation on indices pro-
viding an index for the composition, and we assume this in the definition of
generating family of functions.

40f course, with respect to {6; } and {; }.
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= [J]is trivial. Note that [3] = [Z]follows from Proposition [5.2.1] and
and [2 = [ follows from Remark Hence, [7 [J and [3 are equivalent.

Another trivial implication is [2] = [/] Lastly, for [f] = [ first notice
that we can refine P to either a uniformly pointed perfect set (which we still
call P with an abuse of notation) in which all downward variance functions
have the desired property, or to a uniformly pointed perfect set in which all
upward variance functions do. Say, for instance, we are in the first case, i.e.
all downward variance functions v of f | P in x are such that [v]r is not FPF
relative to z, for all x € P. Then, we only need to define a variation of Gy p
in which the second winning condition for I is

r Egg,y 2 via (ck(s(z)),dk(s(z))) = Yr(f(x)) = f(2),

for all £ < n and all z € P. Then, it’s easy to check that the analogs of
Proposition [5.4.14] and Proposition [5.4.15| hold. O

Remark 5.4.18. If, in the statement of Theorem[5.4.17, { 6; } is just computably
finitely generated on uniformly pointed perfect sets, not necessarily effectivelyﬂ
then we lose implication[Z] = [Z] but still that[]limplies[/l On the other hand,
if we have that {6; } is just finitely effectively generated on every uniformly
pointed perfect set, then we lose implication = [{] but we still have the
equivalence between [7} [4 and [3

Remark 5.4.19. Note that all items in Theorem [5.4.17|are saying that f globally
satisfies some nice property (see Definition and the following part of
Appendix [B), so Proposition furnishes further equivalent items to those
in Theorem [5.4.17

Thus, Theorem [5.4.17 gives a characterization of global uniformity not only
in the Turing case, but also for other kinds of uniformity that have been found
interesting in literature: uniformity for Turing- to many-one- invariant func-
tions (see [KM18]), and uniformity for arithmetically order-preserving functions
(see [MSS16]J]

Observe that refining the domain of a function enlarges the set of possible
variance functions for it. Also in cases different from the Turing one, global
uniformity is characterized by the possibility of refining the domain of the
function to a uniformly pointed perfect set which makes it possible to find, in
its every point, variance functions that are computable, or not too impossible
to compute. So we ask the following:

5This means there exists a computable function that, on input e, outputs a finite number
of indices that generate {6; } on any uniformly pointed perfect set P with index e, but
there might not be an effective way to witness that these indices generate {6; } on P, i.e.
no computable function to associate every (i,5) to a word in these indices so that 6; ; is the
same as the composition of the bi-reductions indexed by those letters.

6|MSS16| presents many uniformly arithmetically order-preserving functions mentions,
but refers to them just as uniformly arithmetically invariant functions. Note that we do
not know if Theorem also holds for UAI functions, as we do not have an answer to

Question @
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Question 5.4.20. Suppose f : 2% — 2% is Turing invariant and, for cofinally
many Turing degrees [x]T, there exists a uniformly pointed perfect set P such
that f restricted to [x]r N P admits computable variance functions. Must f be
uniformly Turing invariant on a uniformly pointed perfect set?

In other words, if a function is UTI on cofinally many uniformly pointed
perfect degrees, must it be globally UTI? A positive answer to this question
would imply that global uniformity can be retraced from local information,
and interestingly would imply there is a II} statement equivalent to Steel’s
conjecture. The latter — like all propositions asserting that all TI functions
globally satisfy a nice property — originally is I} statement, so discovering
it’s actually II3 would have the interesting consequence that, by Shoenfield’s
absoluteness, its truth value cannot be changed by forcing. Arguably, then,
the enigma whether Steel’s conjecture were true or false would, at least, have
to have an answer.

A question related to Question [5.4.20) is:

Question 5.4.21. Is there a function f : [z]r — [y]r, with x <7 y, that
does not admit computable variance functions on any uniformly pointed perfect
degree C [x]r?

Notice that we can harmlessly replace ‘admits computable variance func-
tions” with ‘is UTT" in Question [5.4.20] while it is not clear whether the same
change would be harmless for the previous question. So we also ask:

Question 5.4.22. Is there a function f : [x]7 — [y]T, with x <t y, that is not
uniformly Turing invariant on any uniformly pointed perfect degree C [x]?



Chapter 6

Measuring the complexity of
variance

In this chapter, we briefly outline a topic that might be interesting to investi-
gate, which was inspired by the observations we made after Proposition [5.2.2]

6.1 Variance functionals

We shall call functional any map from A C 2 to P(w®). If A is a non-empty
subset of 2 and f : A — 2 is a Turing invariant function, we define the
variance functional of f as

Vit A—Pw?)

that takes z to the set of variance functions of f in z[f] In [DS97], Downey and
Shore introduced a similar object, that we shall redub Ry : A — 2%, taking x
to

{ <iaj7kal> | pr €A z=r Qozw via (Z»]) and f([L') =T f((pf) via (kal) }

What they proved is that Ry is uniformly Turing invariant, Rs(x) >7 f(z)”
and, if A is a pointed perfect set and id <p; f <js id’, then R¢(z) =7 f(z)",
hence f is UTI and so is either id” or id”’ by Steel’s uniform Martin’s conjec-
ture part II.

As we said, for us the motivation to introduce V; are the observations we
made after Proposition See footnote [] at page [64] to recall the definition
of Medvedev reducibility <y, and notice that the observation right after that
footnote actually proves the following:

Proposition 6.1.1. Variance functionals of TI functions are Turing to Medvedev
uniformly invariant.

LFor the sake of notation, we identify a variance function v : w? — w? with ¥ : w — w,

(i,3) = (v(i, 5))-

67
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Proof. Fix f : A — 2% and z,y € A with x =¢ y via (k,l). The argument
of Proposition [5.2.2] illustrates a program that, using any downward variance
function v of f in = as oracle, and given input k, [ and e such that x =7 y via
(k,1) and f(x) <r f(y) via e, computes a downward variance function ¢f , .,
of f in y. Now, if we have a variance function w of f in z, the projection v on
the second component of w is a downward variance function of f in z, while
we can get e as the second component of w(i,j). This gives us a downward
variance function Lp”,;”(m) of f in y, and analogously one could get an upward
one. Essentially, there is a computable function u such that, for all x,y € A, if
x =y via (k,1), then

w e Vi(z) = vy € Vi(y),

that is, Vy(z) >, V¢ (y) via u(k,l). Thus, u is a computable downward unifor-
mity function of V. O

From the previous argument we can tell that variance functionals are uni-
formly invariant from Turing to a stronger form of Medvedev equivalence, that
is, Medvedev equivalence via total Turing functionals.

We can also introduce the downward variance functional of f, denoted Dy,
as the functional sending x € dom(f) to the set of all downward variance
functionals of f in z. Note that downward variance functionals are Turing to
Medvedev invariant, but not necessarily uniformly, for what we said about e in
the previous proof. However, notice that Dy is uniformly invariant if f is UTL

Question 6.1.2. If the downward variance functional D¢ of a T1 f : 2% — 2%
is uniformly Turing to Medvedev invariantﬂ must f be UTI, at least on a
uniformly pointed perfect set?

Remark 6.1.3. The set Vi(x) is always cofinal with respect to <. Indeed,
given v € Vy(z) and p € w*, we can consider the variance function w € Vy(z)
that, given (i, j), outputs (k,[) which is almost v({i, j}), except that p({i, 5)) is
coded inside of the instructions of the programs in a recognizable way that is
makes no practical effect on the computation (we could think of a comment in
the first line of the source code containing p({i, j)) many 1s).

Remark 6.1.4. For all (i, j) € w, the set {v((i,7)) | v € V¢(z) } is closed under
the symmetric and transitive relation ~/(*) defined on w by

f(x) f(x)
© = Pm
(k, 1) ~T@) (m n) = { Zim PELC)

Moreover, { v({Z,7)) | v € Vj(z) } equals w if there isno y € A such that x =r y
via (i, ).

2We might also ask this question with the stronger hypothesis that Dy is uniformly
invariant from Turing to Medvedev via total Turing functionals.
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Definition 6.1.5. If FF : A — P(w®) and G : B — P(w®) are Turing to
Medvedev invariant, with A N B cofinal with respect to <7, then we write
F <Y Gif F(z) <s G(z) for <p-cofinally many z € AN BE|

A rephrasing of Lemma in terms of <Y is that, for every UTI f defined
on a uniformly pointed perfect set P, Vy is <7 the functional taking every real
to {000...}. Another way of putting it is the following:

Proposition 6.1.6. Let P be a uniformly pointed perfect set and f : P — 2%
be Turing invariant. Then f is UTI on P if and only if [Vi]=v is minimum,
that is, Vi <{ G for every functional G.

This simple result suggests we can view the =7-degree of V; as a measure
of how far f is from being UTI. Further evidence is given by the following:

Remark 6.1.7. If we have Turing invariant f, g : A — 2% such that f(z) =7 g(z)
via a fixed pair of indices for all x € A C 2¢, then Vy(z) =, Vy(z) (via a fixed
pair of indices as well) for all x € A.

The intuitive interpretation of this might be that, if f(z) =r g(z) via a
fixed pair of indices, then f is as far from being UTI as g, so V¢ and V; have
the same =7-degree. On the other hand, if f(z) <r g(z) via a fixed index, it
need not be that f is more close to being UTI than g, so the =-degree of V¢
need not be below that of V.

With an abuse of notation, we still denote by f the functional sending z to

{ f(z) }. Then, rephrasing the equivalence of items andof Theorem|[5.4.17
in terms of <Y, we get the following:

g

Proposition 6.1.8. For every Turing invariant f : P — 2%, where P is a
uniformly pointed perfect set, the following are equivalent:

1. there is a uniformly pointed perfect set Q on which f is UTI;
2. there is a uniformly pointed perfect set Q such that Vg <7 idaw;
3. there is a uniformly pointed perfect set Q such that Vg <Y f.

Note that Vy <Y f == V; <Y G for every functional G (although of
course f is not <Y G in general), while we do not have (a proof of) Vy <Y
idow = Vj <4 G but just of Vy <Y idye = Vjjg <, G for some uniformly
pointed perfect @ C dom(f).

Anyways, this phenomenon suggests the presence of a “watershed” for vari-
ance functionals. So it would be interesting to know whether they satisfy a
dichotomy in the spirit of part I of (uniform) Martin’s conjecture, and if —
also in this case — this is retrievable locally.

3Equivalently, for sufficiently large € AN B, i.e. on the intersection of a cone and AN B.
This equivalence follows from Martin’s cone theorem and the fact F' and G are Turing to
Medvedev invariant on AN B.






Chapter 7

Conclusions and future directions

Looking at questions related to uniformity from a local point of view gave
us some new results, such as Theorem [3.2.2] as well as known results with a
simpler proof, like in the case of uniform Martin’s conjecture part I or Lachlan’s
theorem on uniform Sacks question.

However, the local approach might be useless for uniform Martin’s conjec-
ture part II, as it might appear from what we said in section [£:2} Yet, it might
also be the case that we just need to employ sharper tools. For instance, let us
consider the toy example of the odometer on 3* and 2“ respectively, which we
considered in section [I.4] The impossibility of a uniform Borel reduction from
the former to the latter proven in Theorem might be the consequence of
the necessity to choose a representative in each class in order to uniform, non-
constant reduction from a class on 3“ to 2*. One should find adequate tools
to give a rigorous formalization to this insight, and then maybe one could use
these tools to detect uniform Martin’s conjecture part II locally. For example,
given two Turing degrees x and y with * <p y, we needed to choose a rep-
resentative y € y in order to build the non-constant UTI function f : x — vy,
z +— z @y, like we did in Theorem But we do not need to choose one if
y is an iteration of the jump of . So looking for an adequate framework for
such kind of arguments might be a compelling line of work for the future.

Another possible intriguing development is the study of variance function-
als, as shown in Chapter [f] their possible behaviors, dichotomies and so on,
since they can be regarded as a way to measure the non-uniformity of TI
functions. It might be particular interesting to look at the properties of the
map P~ [Vyp]=v, where P varies among all uniformly pointed perfect sets
P C dom(f). Variance functionals might also be very interesting to analyze at
local level, and for example one could look at the map D — [Vf;p]=,, where
this time D varies among all uniformly pointed perfect degrees included in a
fixed Turing degree in the domain of f.

Uniform Turing invariance on uniformly pointed perfect degrees is indeed
— in our opinion — another topic worth investigating; in particular, we point
out the three questions with which we concluded Chapter
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Appendix A

Non-deterministic Turing
reducibility

A.1 Computing with partial oracles

We denote by wS® denote the set of all partial functions from w to w. For
p,q € WY, say as usual that p <r g via i if p = o, p <7 qif p <7 g via i
for some i € w, and p =7 ¢ if p <7 ¢ and ¢ <7 p. We keep the notation [z]r
denoting the usual Turing degree of x, that is {2 € 2¥ | z = z }.

We have something to specify here, as it may not be clear what happens
when we run an oracle Turing machine with a partial function as oracle. What
happens is that, when the oracle is queried about something outside its domain,
no answer will ever be given and the computation diverges. To emphasize that
this is the way the oracle Turing machine works with partial oracles, we add the
word deterministic in front of ‘oracle Turing machine’, or ‘Turing reduction’,
etc.

In fact, there is a different notion, called non-deterministic Turing re-
ducibility, in which partial oracles behave as follows. We can imagine the
oracle might take whatever time it needs to answer the queries, with the pos-
sibility of never answering if and only if the query is about an undefined digit;
however, while waiting for the oracle’s answers, the non-deterministic oracle
Turing machine can still perform other tasks, so the computation need not
diverge. However, in order to say that p € w<* non-deterministically Turing
reduces ¢ € wS¥, we require that the possible output on input i is always q(i),
regardless of the time it takes for oracle p to answer the queries. Moreover, if
no output is found, then ¢(7) must be undefined.

There is an equivalent, classic way of presenting non-deterministic Turing
reducibility: the machine does loop if it queries the oracle outside of the do-
main, but it can also follow multiple computation paths and halt as soon as one
converges. The program of the machine can include instructions that makes
the machine “duplicate” itself into two copies, one performing the program with
a certain parameter set to 0, the other with that parameter set to 1. So for
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example the machine can duplicate itself into two copies, one querying the or-
acle about 2i, where 4 is the input, the other querying the oracle about 2i + 1.
Perhaps, one the two copies will halt and the other will not. What we require in
order to say that p € w<* non-deterministically Turing reduces ¢ € w<* is that,
if there is a convergent computation path of the non-deterministic machine with
oracle p on input ¢, then every convergent computation path converges to the
same output, namely p(i). On the other hand, if all computation paths di-
verge, then p(i) must be undefined. This presentation of non-deterministic
Turing reducibility is the right one, and ours differs to it from a complexity
theory perspective, but the two are equivalent from our computability the-
oretic perspective in which the duration of computation doesn’t really make
a difference. For more reference on non-deterministic Turing reducibility, see
[Coo04].

If p, g € WY, the fact that that p is non-deterministically Turing reducible
to ¢ is written as p <y ¢, and non-deterministic Turing equivalence, denote by
=nNT, is the equivalence relation generated by the quasi-order <y as usual. By
[z]nT we denote the set of all partial functions that are non-deterministically
Turing equivalent to x, even though x € 2¥. So

[:E]NT:{péwg“’ |lp=nT 2},

We use the shorthand ‘NTuring’ for ‘non-deterministically Turing’. To stress
the difference between Turing and NTuring reducibility, the former is called
deterministic Turing reducibility. In the light of what we said, it is easy to
notice that, for all z,y € w¥, x <7 y if and only if x <y7 y but, for partial
function p and ¢, p <7 ¢ clearly implies p <y7 ¢ but the converse is false in
general. For example, if we denote by S the semi-characteristic function of

A C w, that is
1 ifneA,
Sa(n) = {

undefined otherwise,

we have that S .7 can deterministically compute only computable sets of
natural numbers, whereas it can non-deterministically compute A. Indeed, if
a deterministic (i.e. standard) oracle Turing machine halts on a certain input
with oracle S, 7, it means it only queried about digits of the oracle that equal
1, so it would give the same output if the oracle were the constant function
n +— 1. On the other hand, to non-deterministically compute A from oracle
S Aq7» given input i we can ask the oracle two questions: “Does the 2i-th digit
of the oracle equal 1?7 and “Does the (2i + 1)-th digit of the oracle equal 17”.
If we receive a positive answer from the first question, we output 1, whereas if
we receive a positive answer from the second question, we output 0.

Of course, we can index in a standard way both deterministic and non-

deterministic oracle Turing machines, and we denote both the deterministic

and non-deterministic i-th Turing reduction by QDE-)7 but we have to always

make clear which notion we are using when dealing with non-total oracles. For
instance, we can give the usual definition of Turing jump of a partial function
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p using either notion, but it makes a huge difference which notion we use if
p is non-total. Notice, for example, that — by what we said above — for all
A C w, the deterministic jump of S .4 is many-one equivalent to 0', whereas
its non-deterministic jump is many-one equivalent to A’.

A.2 Connection with enumeration reducibility

If A and B are sets of natural numbers, we say A is enumeration reducible to
B via i € w, written A <. B via 1, if

A ={n € w| there is a finite F' C B such that (F,n) € W, },

where (F,n) denotes the natural number coding the pair (F,n), where F is a
finite set of natural numbers and n is a single natural number. Of course, we
say A is enumeration reducible to B, and we write A <. B, if A <. B via i
for some 4. Intuitively, A <. B means it is possible to effectively produce an
enumeration of A from an enumeration of B.

We refer to textbooks as [Coo04] for a fuller treatment of enumeration
reducibility. The point we want to make here is that enumeration reducibility
is almost the same as non-deterministic Turing reducibility. Indeed, the map

P(w) — w=*
A SA
is such that A <, B <= S4 <ny7 SB, and there is a function v : w — w
such that A <. B via 4 if and only if Sy <y7 Sp via u(i). On the other hand,
if, given p € w<¥, we define gr(p) = { (n, k) | n € dom(p),p(n) = k}, then the
map
wEY = P(w)
p > gr(p)
is such that p <y1 ¢ < gr(p) <. gr(q), and there is a function v : w — w

such that p <y7 ¢ via 4 if and only if gr(p) <. gr(q) via v(¢). Furthermore,
there are (i,7) and (k,1) in w? such that

gr(Sa) =. A via (4, 7), Ser(py =nT P Via (k1) (A.2.1)

forall AC wand p € wE&v,






Appendix B

Uniformly pointed perfect sets and
global properties

We use uniformly pointed perfect sets to define what it means for a function to
satisfy a (nice) property globally. In the context of Martin’s conjecture, both
uniformly pointed perfect sets and pointed perfect sets tout court are used for
this purpose, and lead to an equivalent notion, but we shall work only with the
former for convenience.

B.1 Uniformly pointed perfect sets

A set P C 2% is called a pointed perfect set if it is perfect, i.e. closed with no
isolated points, and the tree of P is computable from any x € P. Moreover, it’s
called uniformly pointed perfect if it is perfect and there is a single index
1 via which every x € P computes the tree of P. One such index i is called
index of P.

Like all perfect subsets of the Cantor space, pointed perfect sets are home-
omorphic to 2% itself. But an extra feature of them is that, given a pointed
perfect set P = [T, the most obvious homeomorphism h : 2¥ — P satisfies
hz) =p @ T for all x € 2¥, which implies that h is order-preserving (i.e.
preserves <r) and h(z) =r z on the cone above T. Furthermore, if P is uni-
formly pointed, there is a single pair of indices via which h(z) =r x & T for all
x, so h is also uniformly order-preserving. This is one of the reasons why we
prefer working with uniformly pointed perfect set rather than pointed perfect
sets tout court.

A variant of celebrated Martin’s cone theorem is that, under AD, every
set A C 2“ which is cofinal with respect to <7 contains a uniformly pointed
perfect set (see [Mar12]). We present the proof of it at page[62] as its argument
provides the core of the argument presented in that section.

Fact B.1.1. (ZF 4+ AD) If A C 2% is cofinal with respect to <r, then A contains
a uniformly pointed perfect set.

7
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Corollary B.1.2. (ZF + AD) Suppose A C 2% is cofinal with respect to <rp
and 7 is any function from A to w. Then, 7 is constant on a uniformly pointed
perfect set.

Proof. If, for all i € w, 7~1(i) was uncofinal, say disjoint from the cone above
z;, then A = J,; 7~!(i) would be disjoint from the cone above @, z;, which is
against the hypothesisﬂ Thus, there is at least one i € w such that 7=1(i) is
cofinal with respect to <p. By Fact [B.1.1] there is uniformly pointed perfect
set U C w~1(i), so of course 7 is constant on U. O

B.2 Uniform invariance on uniformly pointed perfect
sets

Uniformly pointed perfect sets are useful when considering UTT functions glob-
ally because of the following:

Proposition B.2.1. For every Turing invariant f : 2% — 2, the following
are equivalent (over ZF + AD):

1. fis UTI on a uniformly pointed perfect set;

2. there exists g : 2% — 2% such that g is UTI on 2¥ (equivalently, UTI on
a cone) and f(x) =r g(x) on a cone;

3. for all uniformly pointed perfect set P there is a uniformly pointed perfect
set Q C P such that f is UTI on Q.

The equivalence between (1] and [4 can be found in [MSS16| footnote 1],
whereas the equivalence between those and [J is due to us. Although being
very easy to proof, it is at first sight quite surprising to us that the uniformity
on a pointed perfect set P implies uniformity in all sufficiently refined pointed
perfect sets, even if disjoint from P. Before we give a proof, we point out that
this feature of the property of “being UTI” is shared with a large class of nice
properties, in the sense of the following definition.

B.3 Properties that hold globally

Definition B.3.1. Let us call nice a property for TI functions if it is preserved
both by pre-composition with UOP functions which are =);-equivalent to idse,
by post-composition with Turing bi-reductions and by restriction to uniformly
pointed perfect sets; that is, if the set A" of TI functions from a subset of 2%
to 2¢ satisfying this property is such that:

1LiffeN,f:A—2% and h:2¥ — Ais UOP and s.t. h =) idaw, then
foheWN;

1We should perhaps stress the fact that we are using CCg to choose the x;’s, and we can
do that thanks to Theorem |m_7fl
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2. if f,g: A — 2% are such that f(z) =p g(x) via (4,7j) for all z € A and
fEN, then g € N;

3. if f has property A and U is a uniformly pointed perfect set, then f [ U
has property N.

Examples of nice properties are “being UOP”, “being UTT”, “being contin-
uous”, and in general “being Baire class «” for all @ < w;. Let us prove the
generalization of Proposition to nice properties.

Proposition B.3.2. Let N be a nice property. Then, for every Turing invari-
ant f 2% — 2% the following are equivalent (over ZF + AD):

1. the restriction of f to a uniformly pointed perfect set has property N ;

2. there exists g : 2% — 2% such that g has property N (equiv. the restriction
of g on a cone has property N') and f(z) =r g(z) on a cone;

3. for all uniformly pointed perfect set P there is a uniformly pointed perfect
set Q C P such that f | Q has property N

Proof. Of course, [ = [l is immediate. For [l —- if f:U — 2% has
property N, U is uniformly pointed perfect set and h : 2 — U is its standard
homeomorphism with the Cantor space, then h is UOP and h(z) =r x on a
cone, so that (f o h)(z) =r f(x) on a cone because f is TI, and f o h has
property N by condition 1 of nice properties.

Now let’s prove[d = [3l Choose a cone on which g has A/ and a cone on
which f(x) =r g(z), and then pick a cone C within the intersection of these
cones. Given any uniformly pointed perfect set P, we have that PN C is cofinal
with respect to <7, so by Corollary there is a uniformly pointed perfect
set @ C PN C and a pair of indices (i, j) such that f(z) =r g(x) via (i,5) for
all x € Q. Then f [ @ by conditions 2 and 3 of nice properties. O

This gives us a solid notion on which we can base our definition of “globally
satisfying a nice property”.

Definition B.3.3. We say that a TT function f : 2% — 2“ globally satisfies
a nice property A to mean that the restriction of f to some uniformly pointed
perfect set satisfies N, or if either of the equivalent clauses established by

Proposition holds.

Remark B.3.4. We can define an analogous notion of nice properties holding
globally for arithmetically invariant functions instead of Turing invariant ones.
In general, for every generating family of partial functions {; } on 2¥ such
that

e {1); } generates a quasi-order <{¢:} which is coarser than <7;

e the Egy, }-closure of a <p-cone is a <[y, }-cone;
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we can modify the notion of nice property for Ey,, y-invariant functions just
turning condition 2 of Definition to

2. if f,g: A — 2% are such that f(x)E{y,y9(x) via (i,7) for all z € A and
f €N, then g € N;

and Proposition Will hold for nice properties of Ey,, j-invariant functions
just by changing item 2 to

2. there exists g : 2* — 2% such that g has property N (equiv. the restriction
of g on a cone has property N) and f(z)Eyy, ;g(x) on a cone;

where “cone” can equivalently denote a Turing cone or a <y, j-cone, since the
set on which f(z)E(y,9(7) is Ey, -invariant.
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