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Abstract

ALICE (A Large Ion Collider Experiment) studies heavy-ion (mainly Pb-Pb),
proton-ion and proton-proton (pp) collisions at the CERN Large Hadron
Collider (LHC). In central heavy-ion collisions, a deconfined state of matter,
known as Quark-Gluon Plasma (QGP), is formed. In the forward rapidity
region, ALICE is equipped with a muon spectrometer, detecting quarkonia
(e.g. J/Ψ, Υ) and open heavy flavour via their muonic decays. Quarkonia are
key probes of the QGP properties: the suppression of J/Ψ has been one of the
first proposed signatures for the formation of QGP in heavy-ion collisions.

The identification of muons in ALICE is performed by two stations of
Resistive Plate Chambers (RPCs) placed downstreamof two hadron absorbers.
Particles tagged as muons are tracked by a set of ten stations of multi-wire
proportional chambers. The correct operation of RPCs is ensured by the
choice of the proper gas mixture and currently the ALICE RPCs are oper-
ated with a mixture of C2H2F4, i-C4H10 and SF6.

Starting from 2016, new European Union regulations enforced a pro-
gressive phase-out of C2H2F4 and, although its use for scientific purposes
may still be allowed, CERN has adopted a policy of reduction of its green-
house gases consumption, to which RPC operation by the LHC experiments
contributes for about 80%. Most importantly, the ban on industrial usage of
C2H2F4 will make it difficult and costly to purchase. The work described in
this thesis is devoted to the detailed study and characterization of alternat-
ive eco-friendly gas mixtures for the ALICE muon RPCs.

Preliminary tests with cosmic rays, reported in literature, have indic-
ated that mixtures where C2H2F4 is fully replaced by a combination of CO2

and C3H2F4 (HFO-1234ze) in variable proportions are promising, hence mix-
tures of this type were chosen for this work. The next crucial steps are the
detailed in-beam characterization of such mixtures, the study of their per-
formance under increasing irradiation levels, and their stability over time
and as a function of the integrated charge.

The Gamma Irradiation Facility (GIF++) at CERN, equipped with a 12.5
TBq 137Cs source able to induce counting rates up to several kHz/cm2 and
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located along a secondary beam line of the CERN accelerator complex, is
an ideal tool for these studies, allowing one to to study the RPC perform-
ances in a high background radiation environment and to accumulate the
integrated charge expected in a few years of operation at the LHC in a much
shorter time span.

This thesis describes the methodology and results of a set of beam and
aging tests carried out at the GIF++ with ALICE-like RPC prototypes, op-
erated with several mixtures with varying proportions of CO2 and C3H2F4.
In both cases, the RPC standard gas mixture has been used to establish the
baseline behavior of the RPC.

The tested mixtures have been fully characterized, in terms of absorbed
current, efficiency, prompt charge, cluster size and time resolution, using
themuon beam provided to the GIF++ in dedicated beam time periods. Both
digitized (for detailed shape and charge analysis) and discriminated signals
(using the same front-end electronics as employed in ALICE) were analyzed.
Throughout the test periods, the irradiation from the GIF++ sourcewas used
to simulate a high background radiation on the RPCs, to test their rate capab-
ility. The role of the new components in the RPCmixture has been analyzed
and, in light of the obtained results, the most promising mixtures have been
pinpointed.

Outside of the allocated beam time, a (still ongoing) long-term irradi-
ation campaign at GIF++ was started, to study the stability of the detector
response (so far only in terms of absorbed current) if exposed to intense
radiation for a prolonged period of time, thus obtaining the first import-
ant indications on the long-term behavior of RPC detectors operated with
HFO-based mixtures.



Preface

The contents of this thesis are presented in the following order: Chapter
1 contains an introduction to the CERN Large Hadron Collider (LHC, in
Section 1.1), together with a brief description of its injector chain (complex
of smaller pre-accelerators which feed the particles to the LHC) in 1.1.1.
Section 1.2 reports a detailed description of A Large Ion Collider Experiment
(ALICE), one of the four main experiments located at the LHC. A summary
of its physics goals is reported in 1.2.1 and a short description of its sub-
detectors is provided in 1.2.2.

Chapter 2 is devoted to the description of the Resistive Plate Chambers
(RPCs), main subject of this thesis. Section 2.1 describes the physical pro-
cesses that lead to the formation of a detectable signal in gaseous detectors,
together with an historical overview of the process which led to the inven-
tion of RPCs, which are described in great detail in Section 2.2. The two
main modes of operation of these detectors are described therein, together
with an overview of the main RPC working parameters. The influence of
environmental parameters on the detector response and the role of the gas
mixture in RPC operation are described in 2.2.3 and 2.2.4. The subject of
RPC aging (degradation in RPC performance, following their long-term op-
eration) is briefly introduced in 2.2.5. Section, 2.3 describes the RPC-based
ALICE Muon IDentification (MID) system, discussing first its physical lay-
out (2.3.1), the process which led to the choice of the currently employed
RPC gas mixture (2.3.2) and, last, the expected running conditions during
the upcoming LHC physics runs (2.3.3). Lastly, in Section 2.4, the possibility
that some mild aging effects might be appearing in some of the MID RPCs,
and how this has been investigated, is discussed.

Chapter 3 contains a brief review of the studies that have been carried
out, prior to this thesis, for the search of eco-friendly alternatives to the
current RPC gas mixture. Section 3.1 describes the status of the progress-
ive greenhouse gas usage phase-out plan, being enforced by the European
Union and how this might affect RPC operation at CERN. Section 3.2 de-
scribes the results of studies, with cosmic muons, that have been carried
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out by the Turin ALICE group and the Rome ATLAS group. These works
have been chosen since the HFO-based gas mixtures investigated by the two
groups have a different i-C4H10 concentration and the effects of this choice
are analyzed.

Chapter 4 reports an extensive discussion of the beam test studies that
have been carried out at the CERN Gamma Irradiation Facility (GIF++). Sec-
tion 4.1 reports themotivation behind the beam test studies described in this
chapter, together with a description of all the gas mixtures tested (4.1.1).
The description of the GIF++ is reported in Section 4.2, both in terms of
the 137Cs source (4.2.1) and muon beam (4.2.2). Section 4.3 describes the
experimental setup used for data taking: 4.3.1 contains a description of the
detectors and services (gas and high voltage) installed at GIF++, 4.3.2 briefly
describes the software used for the data-acquisition and 4.3.3 outlines the
procedure that was followed to develop the trigger used both to trigger on
the muon beam and to measure the gamma-induced background on the
RPCs. The two following subsections (4.3.4 and 4.3.5) are dedicated to a de-
scription the specific set-up used when signals are processed by the ALICE
front-end electronics or by a digitizer. Section 4.4 reports the main steps of
the data analysis process, complemented by what is reported in Appendix
A. The analysis description is interspersed with figures to visualize each of
the described steps. The results of the beam test studies are divided into two
sections, 4.5.1 and 4.5.2. This division has been chosen to reduce the occu-
pation of the figures but also to divide between mixtures with a working
point lower and higher than the standard gas mixture, respectively.

Chapter 5 reports the preliminary results obtained from the aging stud-
ies carried out so far at the GIF++. The experimental setup and monitoring
system have already been introduced in the previous chapter, hence Sec-
tion 5.1 provides a general description of aging studies and it outlines the
strategy that was followed by the ECOgas@GIF++ collaboration to perform
this kind of studies. Section 5.2 contains the results of the aging tests and
it is divided into three subsections: 5.2.1, 5.2.2, 5.2.3. These report respect-
ively the results obtained with the standard gas mixture and with two eco-
friendly alternatives. The subsection, 5.2.3.2 contains the description of an
investigation that was carried out after an anomalous current increase was
observed in the ALICE RPC, during the aging studies.

Chapter 6 contains a summary of the results shown in the previous chapter,
together with an outlook for possible future developments of this work



Chapter 1

The ALICE detector at LHC

This chapter contains a description of the ALICE (A Large Ion Collider Ex-
periment) detector at the CERN Large Hadron Collider (LHC), both in terms
of detector and physics goals. Section 1.1 introduces the LHC, the largest
particle accelerator at CERN, and its injector chain. Section 1.2 describes
the ALICE detector, providing a summary of its physics goals (in 1.2.1) as
well as describing its sub-detectors (in 1.2.2).

1.1 The Large Hadron Collider (LHC) at CERN

The Large Hadron Collider (LHC1) is a two-ring superconducting hadron ac-
celerator and collider, located at the CERN laboratory in Geneva. It lays in
a 26.7 km long tunnel and it is the largest and most powerful particle accel-
erator ever built and it is used to accelerate protons and lead ions, although
also other elements, such as oxygen2, are being considered and xenon has
been used in a short test run in 20173.

The LHC accelerates two counter-rotating particle beams, which circu-
late in two different beam pipes. For cost-saving reasons, the accelerator
was built in the same tunnel that hosted the Large Electron Positron (LEP4)
Collider up to 2001 and, due to the space constraints imposed by this choice,
it was impractical to build two separate proton rings. This led to the adop-
tion of the so-called twin-bore magnet design5, meaning that the magnet
windings for the two beam pipes are accommodated in a common cold mass
and cryostat, with magnetic flux circulating in the opposite sense through
the two magnets. All the LHC magnets (dipoles, quadrupoles etc.) are su-
perconductive and are operated at a temperature of 1.9 K, thanks to liquid
helium cooling6. A total of 1232 main dipoles and 392 quadrupoles cover a
total of ∼ 19 km of the total LHC circumference.

Figure 1.1 shows a schematic layout of the LHC. This figure shows that
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the circumference is divided in 8 sections (referred to as octants); each octant
accommodates a straight and a curved section of the accelerator. The reason
behind this shape is that the LEP accelerator, being an electron-positron
machine, was subjected to high synchrotron radiation loss which led to
the installation of many accelerating elements (radio-frequency cavities) to
compensate the losses. The above mentioned straight sections hosted said
cavities.

Figure 1.1: Schematic layout of the LHC. Highlighted are the 8 access points and the location of
the four experimental areas. Figure taken from [1]

Since the LHC is a hadron accelerator, the synchrotron radiation losses
are negligible, hence it was decided to install the accelerating elements7

(RF cavities) in a single section of the circumference (referred to as point 4);
which consist of two independent RF systems, one for each circulating beam.
The two beams are collided in correspondence of four experimental caverns,
in each of which a detector is installed: ATLAS8 (A Toroidal LHCApparatus)
in point 1, ALICE9 (A Large Ion Collider Experiment) in point 2, CMS10

(Compact Muon Solenoid) in point 5 and LHCb11 (LHC beauty) in point 8.
Point 6 contains the beam dump, i.e., the infrastructure needed to extract
the circulating beams from the accelerator and send them on composite
graphite blocks12 to absorb the beam energy and empty themachine. Point 3
contains beammonitoring systems and point 7 hosts one of the LHC cooling
plants, to keep the superconductive magnets at the correct temperatures.
The injection points will be discussed in 1.1.1.
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1.1.1 LHC Injector chain

Protons and ions are not injected directly into the LHC, rather they go
through a series of smaller accelerators, before finally being injected into
the LHC. The path for protons and ions is similar in some parts and dif-
ferent in others. The main acceleration steps are listed here, together with
Figure 1.2, which graphically shows the accelerator chain.

Figure 1.2: Schematics of the protons/ions acceleration chain. Figure taken from [1]

Protons are produced by stripping the electrons off of hydrogen mo-
lecules and are firstly accelerated by the LINAC 413 (a linear particle ac-
celerator) up to 160 MeV. They are then sent to the Proton Synchrotron
Booster14 (PSB), where they are accelerated up to 2 GeV. The following step
is the Proton Synchrotron15 (PS), which pushes the beam energy to 26 GeV.
The last step before the injection into LHC is the Super Proton Synchro-
tron16 (SPS), which accelerates the protons up to 450 GeV. The two lines
marked as ”Injection” in Figure 1.1, represent special beam lines, which are
used to transfer the beams from SPS to LHC. There are two injection lines
(one per beam) and the injection points are close to point 2 and 8.

The lead ions originate from a heated Pb filament: a few electrons are
stripped and the resulting ions travel through the LINAC3 [17] linear ac-
celerator, reaching an energy of 4.5 MeV per nucleon. Next, the ions are
accumulated and accelerated to 72 MeV per nucleon in the Low Energy Ion
Ring, or LEIR18. After leaving the LEIR, the ions share the same path as the
protons, going through the PS (up to 5.9 GeV per nucleon) and then, after
the final stripping stage, the SPS (reaching 177 GeV per nucleon). Last, they
are injected into the LHC by means of the same transfer lines, as for pro-
tons, mentioned above. At the time of writing, the maximum beam energies
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reached by the LHC are 6.8 TeV for protons and 2.68 TeV for lead ions.

1.2 The ALICE detector
ALICE is a general purpose, heavy-ion, detector, located at the LHC. It is
mainly focused on the study of heavy-ion collisions, specifically investigat-
ing the formation and evolution of the quark-gluon-plasma (QGP), a state
of nuclear matter where the quarks and gluons are not confined in hadrons
anymore19. Data in proton-proton, as well as proton-lead, collisions are also
collected, mainly (but not only) to provide baseline values for some of the
observables under study in heavy-ion collisions.

During the LHC RUN3 (which started in 2022) and RUN4, the ALICE
detector will collect data in proton-proton (pp) collisions at an interaction
rate ranging from 0.5 to 1 MHz, as well as lead-lead (Pb-Pb) collisions, with
an interaction rate up to 50 kHz. Up to RUN2, these values were (typically)
200 kHz for pp and 8 kHz for Pb-Pb. In order to cope with the increased in-
teraction rates, the ALICE detector has undergone a major upgrade, during
the long-shutdown 2 (a three-year scheduled stop for accelerator and de-
tectors maintenance, from 2019 to 2022)20,21. The most notable change, with
respect to RUN2, is the new continuous (trigger-less) readout mode, mean-
ing that all events are read out by most of the ALICE detectors. The raw
data from the detectors are transmitted to newly-installed computer farms,
which perform an online (synchronous) reconstruction of all the collisions.
The output of this synchronous reconstruction is stored for an asynchron-
ous (offline) reconstruction with improved detector calibration and the out-
put of this reconstruction will be used for the selection of interesting events
to be permanently stored and, eventually, for physics analysis. All the men-
tioned data processing steps are carried out thanks to the new ALICE ana-
lysis framework, named O2, which stands for online-offline, meaning that
the same software is used for online reconstruction and physics analysis22.

1.2.1 The physics of ALICE

As anticipated in the previous section, the ALICE detector focuses on the
study of the strongly interacting nuclear matter and the deconfinedmedium
of QGP. This is a state of nuclear matter where quarks and gluons are not
confined in hadrons and form a hot and dense medium, which behaves like
a plasma. This section contains a short introduction to the most important
theoretical and experimental aspects of the physics of QGP, and a concise
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description of some of the observable physics quantities that can be used to
describe it.

1.2.1.1 Quantum chromodynamics (QCD) and phase transition

Since the physics studied by ALICE regards nuclear matter, the strong in-
teraction is at play. Quantum chromodynamics (QCD) is the gauge theory,
within the standard model, which describes this kind of interaction. The
quantum numbers of QCD are flavour (up, down, strange, charm, top and
bottom) and colour (red, green, blue). The exchange particles of the strong
interactions are gluons and they carry a colour charge. The strong interac-
tion is governed by the coupling constant 𝛼𝑠, which expresses the strength
of the coupling of quarks and gluons. A key aspect of 𝛼𝑠 is that its value de-
pends on the transferred momentum (𝑞2) in a given interaction. Specifically,
it decreases as 𝑞2 increases. For low values of 𝑞2, QCD is a non-perturbative
theory and it is responsible of quark-gluon confinement in hadrons, while,
as 𝑞2 increases, 𝛼𝑠 decreases, allowing one to treat QCD with a perturbat-
ive approach. The only rigorous way to treat QCD at low values of 𝑞2 is
the so-called lattice QCD23, which studies the properties of nuclear matter
as a function of macroscopic quantities, such as temperature and baryonic
density. Lattice QCD calculations have shown that for a temperature of
∼ 170 MeV (critical temperature, 𝑇𝐶), the colour field becomes too weak to
confine quarks and gluons into hadrons, leading to a new phase of matter
with partonic degrees of freedom: the Quark-Gluon Plasma. It is believed
this was the state of matter∼ 10−6 s after the Big-Bang. Figure 1.3 shows, in
the left panel, the above mentioned behavior of 𝛼𝑠 as a function of 𝑞2; while
the right panel shows the phase diagram of nuclear matter, as a function of
the temperature and net baryonic density.

According to the nuclear matter phase diagram, the transition between
confined and de-confined matter (referred to as phase transition) can be
reached either by increasing the temperature while keeping a low baryonic
density (so-called hot QGP), or by keeping a low temperature and increas-
ing the net baryonic density (cold QGP), or by a combination of both. Since
a hot QGP can be created in high-energy heavy-ion collisions, these will
be described in the next sub-section. Note that also other (phenomenolo-
gical) models, beside lattice QCD, can predict the phase transition: a simple
example is the MIT bag model26. This model provides a value of critical
temperature of ∼ 145 MeV, reasonably close to the estimation provided by
lattice QCD.
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Figure 1.3: Left panel: measured values of 𝛼𝑠 as a function of 𝑞2, Figure taken from [24]. Right
panel: phase diagram of nuclear matter as a function of the temperature and the normalized

baryonic density. Figure taken from [25]

A useful quantity in the description of the QGP is the energy density,
which can be related to the temperature through the laws of relativistic
ideal gases, as explained in Reference [27]. The formula reported therein
has a Stefan-Boltzmann-like dependence from 𝑇4: in the case of the critical
temperature provided by lattice QCD, one gets a value of energy density
(for a two-flavour QGP) equal to about 0.9 GeV/fm3.

1.2.1.2 Heavy-ion collisions as a way to create QGP

To study QGP in a laboratory, the system has to exhibit certain properties:
it has to be a spatially extended and long-lived system of strong interacting
particles. The spatial extension is required since it has to be studied using
macroscopic variables and it has to be long-lived because, in order to define
thermodynamic observables, it has to reach thermal equilibrium. Moreover,
smaller systems such as pp and e+e− collisions do not provide a high enough
particlemultiplicity to reach the energy density needed to observe the phase
transition. Hence, more extended objects (such as heavy nuclei) have to be
collided.

Nucleus-nucleus collisions (A-A for short) are a physical process inwhich
extended objects (nuclei) are collided with one another. In a given collision,
multiple nucleons (protons/neutrons) can interact. The number of interact-
ing nucleons depends on the impact parameter (b), which is defined as the
distance between the centers of the two colliding nuclei. The smaller the
impact parameter, the more nucleons will interact (central collision). On
the contrary, the larger the impact parameter, the less nucleons will interact
(peripheral collision). The energy density for a central collision is obviously
greater than for a peripheral one. At the LHC, lead nuclei are collided at en-
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ergies never before reached at a particle collider. At the beginning of RUN3,
in 2022, an energy of 5.36 TeV per nucleon pair in the center of mass (√𝑠𝑁𝑁)
was reached during a short pilot run. The aim of these high-energy colli-
sions is the creation and the study of the QGP; which is itself short-lived,
hence it cannot be studied directly, rather one studies observables related
to the particles produced in a collision, to determine if and how their pro-
duction is affected by the presence of the QGP. These particles/observables
are usually referred to as probes.

A semi-classical model, called the Glauber model (described in details in
Reference [28]), allows one to mathematically describe a collision between
extended objects. Among other variables, it provides the number of ele-
mentary collisions (between nucleons) in a nuclear collision at a given im-
pact parameters, considering the number of nucleons in the two colliding
objects, the inelastic nucleon-nucleon cross section and the so-called nuc-
lear overlap function, which expresses the probability to have one nucleon
from each of the colliding nuclei in the same space region. The number of
colliding and spectator nucleons (the former take part in the collision while
the latter do not), which follow from the calculated number of elementary
collisions, is also used to characterize heavy-ion collisions.

Space-time evolution of heavy-ion collision The space-time evolution of a
heavy-ion collision is a complex phenomenon that goes through different
stages; Figure 1.4 graphically shows this process, using a z-t diagram (z is
the direction along which the particle beam travels and t is the time). Be-
fore the collision, the colliding nuclei appear as disks, due to Lorentz con-
traction, and it is assumed that the time at which the collision takes place
is equal to t = 0. For t ≲ 1 fm/c the system is in what is referred to as the
”pre-equilibrium” phase, where parton-parton hard scatterings mainly hap-
pen, depositing a large amount of energy in the medium, and the system is
not yet at thermal equilibrium. In this phase mostly high 𝑝𝑡1 partons and
heavy quarks are created. If the system has reached critical values of en-
ergy density and temperature, quarks and gluons become deconfined and
QGP is formed. Because of pressure gradients, the fireball system expands
following hydrodynamics laws29.

Following the QGP phase, the system hadronizes (when it reaches tem-
perature 𝑇𝐶 in Figure 1.4), meaning that free quarks and gluons combine to
form hadrons and become, once again, confined (the system now behaves

1𝑝𝑡 = transverse momentum, i.e., the component of the particle momentum perpendicular to the beam
direction
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Figure 1.4: Space-time evolution of a heavy-ion collision. The z-axis represents the longitudinal
position of the colliding beams and t is the time. The collision happens at z = 0 and t = 0. Figure

taken from [29]

like a hadron gas). The system continues to expand and cool down, reaching
two different freeze-out phases: 1) chemical freeze-out: inelastic interac-
tions between the particles stop, so the chemical composition of the system
is fixed (at temperature 𝑇𝑐ℎ in Figure 1.4) 2) kinetic freeze-out: elastic inter-
actions cease to occur, the particle kinematical distributions are fixed and
the momentum spectra of the particles are established (at temperature 𝑇𝑓𝑜
in Figure 1.4). To provide some numerical values (using the Bjorken approx-
imation30 to calculate the energy density) at the thermalization time, one
finds that at LHC (in Pb-Pb collisions at the RUN1 energy√𝑠𝑁𝑁 = 2.76 TeV)
the thermalization time (𝑡𝑡ℎ𝑒𝑟𝑚) is somewhere between 0.6 and 1 fm/c29 and
energy density (𝜖𝑡ℎ) between 25 and 40 GeV/fm331.

Since the QGP life-time is very short (around 5-10 fm/c at LHC), its dir-
ect observation is not possible and experiments must study the particles,
produced after the chemical and kinetic freeze-out, looking for signatures
of QGP.

1.2.1.3 QGP observables

The observables used to study QGP are usually divided into two categories,
according to the transferred momentum in the given process: soft probes
(lowmomentum transfer) and hard probes (highmomentum transfer). These
processes are studied and the results are compared to those observed in
other colliding systems (for example proton-proton or proton-nucleus col-
lisions), where the QGP is not expected to form, to have a baseline with
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which to compare what is observed in the heavy-ion case.

Soft probes

Soft probes are produced in the last phases of the collision, where the typ-
ical q2 of interactions is relatively low, so they cannot be studied in terms
of perturbative QCD and phenomenological models are required. Two ex-
amples of soft probes are described here: collective flow and strangeness
enhancement.

Collective flow Collective flow reflects the presence of pressure gradients
in the QGP fireball, arising from the strong interaction among its constitu-
ents (partons). If the collision is not central, the fireball has an initial spatial
anisotropy, which is translated by the collective flow into an azimuthal an-
isotropy in the kinematic distributions of produced particles. A sketch of
a non-central nucleus-nucleus collision is shown in Figure 1.5, which high-
lights the asymmetry of the overlap region.

Figure 1.5: Sketch of a non-central nucleus-nucleus collision. The collisional axis is denoted as z
while the transverse region is defined by x and y. Figure taken from [32]

The azimuthal distribution of the produced particles can be expressed
in terms of a Fourier decomposition (as explained in Reference [33]) with
coefficients 𝑣𝑛. The second order flow coefficient (𝑣2, elliptic flow) is the
largest contributor to the asymmetry of non-central collisions, as reported
in References [34–36]. Figure 1.6 reports the trend of the 𝑣2 coefficient for
various identified particles and centrality classes, as a function of their 𝑝𝑡.
The wording ”centrality class” is a definition of the collision centrality. As
an example, the centrality class 0-5% contains the 5% most central events
analyzed. These results have been obtained by the ALICE collaboration in
Pb-Pb collisions at √𝑠𝑁𝑁 = 5.02 TeV.
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Figure 1.6: 𝑣2 coefficient as a function of the particle 𝑝𝑡 for different centrality classes and
various particles (𝜋±, 𝐾±, p+p̄, 𝜙, 𝐾𝑆

0 and Λ+Λ̄ . Figure taken from [34]

The 𝑣2 coefficient is shown for different identified particles: 𝜋±, 𝐾±, p+p̄,
𝜙, 𝐾𝑆

0 and Λ+Λ̄. All the identified particles show the largest 𝑣2 for the cent-
rality classes above 40-50%. For more peripheral collisions, the 𝑣2 decreases,
suggesting that the lifetime of the system becomes shorter and shorter and
the asymmetry effects tend to become less pronounced.

The higher order coefficients (𝑣3 and 𝑣4) define the triangular (gener-
ated by fluctuations of nucleons and gluons in the overlap region) and quad-
rangular (generated both by initial geometry fluctuations and by the non-
linear hydrodynamic response of the medium) flows respectively34. Results
from the ALICE collaboration on these coefficients are also shown in Refer-
ence [34].

Strangeness enhancement The mass of hadrons is only partly due to the
mass of the constituent valence quarks; simply speaking, the quarks dress-
up due to the strong interaction that keeps them confined in hadrons. Hence,
in proton-proton collisions the production of strange hadrons is suppressed
by their large mass (with the possible exception of very high-multiplicity
collisions, as reported in Reference [37]). In a QGP, strange quark pairs are
abundantly produced via gluon fusion (with a production threshold equal
to twice the bare quark mass), and combine into strange hadrons at hadron-
ization38, increasing the ratio between strange particles (containing at least
one strange quarks) and non-strange ones, such as pions, with respect to a
non-QGP scenario. The ALICE collaboration has measured this ratio in all
colliding systems, from pp at√𝑠 = 7 TeV39,40 to Pb-Pb at√𝑠𝑁𝑁 = 2.76 TeV41

as well as p-Pb42 at √𝑠𝑁𝑁 = 5.02 TeV. Figure 1.7 shows the ratio of multi-
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strange baryons (Ξ and Ω) with respect to pions (𝜋++𝜋−) as a function of
multiplicity (a proxy for the centrality classes discussed above). Note that
different multiplicities are associated to different colliding systems, includ-
ing pp at √𝑠 = 900 GeV [43].

Figure 1.7: Ratio of multi-strange particles (Ξ and Ω) to pion production for different charged
particle multiplicity and different colliding systems. The Pb-Pb points represent, from left to right,
the 60-80%, 40-60%, 20-40% and 10-20% and 0-10% centrality classes. Figure taken from Reference

[42]

The strangeness enhancement can be observed as the increase of the ra-
tio of strange to non-strange particles with increasing multiplicity. A com-
parisonwith the other colliding systems reveals that the ratio for the highest
p-Pbmultiplicity (blue markers) is compatible with themeasurements in Pb-
Pb collisions in the multiplicity range corresponding 0-60% centrality range
for the Ξ, while it is slightly lower for the Ω. It is also interesting to note
that the values obtained for low p-Pb multiplicity are similar to the ones
measured in minimum bias pp collisions. In general, the ratios seem to be
increasing smoothly, with the charged particle multiplicity, from pp to Pb-
Pb collisions.

Hard probes

Hard probes are produced in the first moments (0 < t ≲ 0.3 fm/c [29]) of the
collision, when the available energy is not yet degraded. Since they happen
with a large 𝑞2 transfer, their production rate can be treated in terms of
perturbative QCD. Moreover, considering that they are produced shortly
after the collision, they experience the full evolution of the hot and dense
QGP medium and are affected by it.

The main observables related to hard processes are: high 𝑝𝑡 hadrons,
open heavy flavour (particles containing an heavy quark such as bottom/charm,
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together with lighter quarks), and quarkonia (bound states of a heavy quark
and its anti-quark).

Generally speaking, one would expect the number of high 𝑝𝑡 particles
to scale with the number of elementary nucleon-nucleon collisions (binary
scaling) but it has been observed that this basic rule is broken in nucleus-
nucleus collisions44. This can happen either for initial or final state effects.
Initial state effects are expected to be present also in cases where QGP is not
created, while final state effects are considered signatures of QGP formation
(expected only in heavy-ion collision). A description of initial state effects
can be found, for example in Reference [45]. Since final state effects are a
signature of QGP formation, they will be briefly described in the following.
An important quantity to be defined is the so-called nuclear modification
factor (𝑅𝐴𝐴), defined as the ratio between the yields of a given particle (and,
possibly, in a given transverse momentum and rapidity range) in nucleus-
nucleus and pp collisions, divided by the number of elementary collisions
in a nucleus-nucleus collision.

Energy loss High 𝑝𝑡 partons are produced in the initial stages of the colli-
sion (0 < t ≲ 0.3 fm/c) and they traverse the hot QGP medium. Partons can
lose their energy in two ways: elastic scattering with the other partons in
the medium (collisional energy loss) and gluon radiation (gluonstrahlung,
similar to the electromagnetic bremsstrahlung). These phenomena lead to
a reduction, relative to proton-proton collisions, of the yield per elementary
collision of high 𝑝𝑡 particles.

By studying the 𝑅𝐴𝐴 in central Au-Au collisions at the RHIC heavy-
ion collider46 at the Brookhaven National Laboratory (BNL), the STAR and
PHENIX collaborations found that the production of hadronswith𝑝𝑡 > 4GeV/c
was suppressed by a factor ∼ 5 with respect to pp collisions47,48. To be
sure that this suppression is actually QGP-related, measurements were per-
formed in d-Au collisions (deuterum-gold, where no QGP is expected) and
indeed no suppression was observed in that case, showing that the effect
observed in Au-Au collisions has to be attributed to QGP. More recent res-
ults have been obtained by the ALICE collaboration, in Pb-Pb collisions at
√𝑠𝑁𝑁 = 2.76 TeV [49] and√𝑠𝑁𝑁 = 5.02 TeV in [50] and they are summarized
in the following. The left panel of Figure 1.8 shows the 𝑅𝐴𝐴, for the primary
charged particles, obtained by the ALICE collaboration at√𝑠𝑁𝑁 = 2.76 TeV,
in the most central events, compared to the results obtained by the STAR
and PHENIX collaborations in Au-Au collisions at√𝑠𝑁𝑁 = 200 GeV (at sim-
ilar centralities), as a function of 𝑝𝑡. The right panel shows the 𝑅𝐴𝐴 for
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central ad peripheral events at √𝑠𝑁𝑁 = 5.02 TeV, with a comparison to the
𝑅𝑝𝑃𝑏 (nuclear modification factor in p-Pb collisions). The 𝑅𝐴𝐴 is smaller
than unity, which provides evidence for strong parton energy loss and large
medium density at the LHC.

Figure 1.8: Left panel: 𝑅𝐴𝐴 for primary charged particles produced in central Pb-Pb collisions at
√𝑠𝑁𝑁 = 2.76 TeV compared to results obtained by STAR [47] and PHENIX [48] in central Au-Au

collisions at√𝑠𝑁𝑁 = 200 GeV; figure taken from [49]. Right panel: 𝑅𝐴𝐴 for primary charged
particles produced in central and peripheral Pb-Pb collisions at √𝑠𝑁𝑁 = 5.02 TeV compared to

results obtained in p-Pb collisions at the same √𝑠𝑁𝑁 ; figure taken from [50]

In the 𝑝𝑡 range common to RHIC and LHC (0 < 𝑝𝑡 < 7 GeV/c) a similar
trend of the 𝑅𝐴𝐴 is observed, with a maximum around 2 GeV/c but the
suppression seems to be higher for the collisions in LHC. This could be
explained by assuming that the medium produced at LHC is much denser
than at RHIC.

The comparison between the Pb-Pb and p-Pb colliding systems (right
panel of Figure 1.8) is interesting since for𝑝𝑡 > 8GeV/c the𝑅𝑝𝑃𝑏 is consistent
with unity, meaning that the observed suppression in Pb-Pb collision is due
to the formation of QGP and not to initial state effects. The bump at low
𝑝𝑡 observed in all collision systems is a feature generally referred to as the
Cronin effect51.

Another observable related to the energy loss of partons while travers-
ing QGP is the so-called jet quenching. This happens when two partons are
produced in opposite directions (back-to-back) close to the border of the
QGP fireball. If one of the two partons moves away from the expanding
fireball, the other (due to momentum conservation) will move in the oppos-
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ite direction (inside the fireball). The former will hadronize in a high 𝑝𝑡 jet
while the latter will lose its energy traversing the medium, leading to the
production of low 𝑝𝑡 particles. This phenomenon is analyzed, for example,
in Reference [52]. Figure 1.9 shows the measured particle production as a
function of a variable referred to as ΔΦ, which is defined as the angular
difference of a particle, with respect to the direction of the highest 𝑝𝑡 jet in
any event. In pp collisions (black markers), a secondary peak (at ΔΦ∼ 180∘)
is observed, since the back-to-back jets contribute to it. In the case of cent-
ral Au-Au collisions (blue markers), instead, the suppression of the particle
production at ΔΦ ∼ 180∘ is clearly visible. Note that in d-Au (a smaller col-
liding system, represented by the red markers) collisions, the jet quenching
is not observed. This is a good indication that this phenomenon is a final
state effect, related to QGP.

Figure 1.9: Particle production as a function of the angular difference with respect to the highest
𝑝𝑡 jet in pp, Au-Au and d-Au collisions. Figure taken from [52]

Lastly, heavy quarks (charm and bottom) can be produced only in high 𝑞2
processes in the initial stages of the collision and are also subject to energy
loss. The difference with lighter partons is the so-called dead-cone effect53,
which causes particles with higher mass to lose less energy while traversing
the QGP. This creates a hierarchy in 𝑅𝐴𝐴 values according to the particle
mass, in particular one expects 𝑅𝜋𝐴𝐴 < 𝑅𝐷𝐴𝐴 < 𝑅𝐵

𝐴𝐴, where D and B denote
the charmed (D) and bottom (B) open-heavy-flavour mesons, respectively.
This was experimentally shown by the ALICE collaboration, as reported in
Reference [54].

Quarkonium suppression Quarkonia are bound states of heavy quarks and
their corresponding anti-quark (bb̄, also known as bottomonium and c ̄c, also
known as charmonium). The suppression of quarkonia production has been
proposed as a possible signature of QGP formation in heavy-ion collisions,
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as reported by Reference [55]. Quarkonia are usually studied through their
di-leptonic decay channels, as is the case for the ALICE muon spectrometer
(whose muon identification system will be extensively discussed through-
out this thesis). The quarkonium bounding potential in vacuum can be de-
scribed as the sum of two terms: a Coulomb-like (∝ 1/r) one plus a con-
stant term k*r (confinement term) that represents QCD confinement (r is
the radial distance between quark and anti-quark). When dealing with de-
confined quarks immersed into a partonic medium, the confinement term
vanishes and the free color charges reduce the binding strength of the con-
finement term by a factor∝ e−𝑟/𝜆𝑑 , where 𝜆𝑑 is the so-called Debeye screen-
ing radius (maximum distance at which two color charges can form a bound
state in QGP). Different bound states of charmonium and bottomonium ex-
ist and they have different binding energies: the greater this value, the smal-
ler the binding radius. It has been predicted that, as the temperature of the
system increases, the value of 𝜆𝑑 tends to decrease, meaning that differ-
ent quarkonia are suppressed at different temperatures, in a sequential way
(sequential suppression)56. Works such as [57] and [58], report measured
values for the nuclear modification factor of quarkonia by the ALICE exper-
iment, in Pb-Pb collisions at√𝑠𝑁𝑁 = 5.02 TeV. Figure 1.10 shows, in the left
panel, the value of 𝑅𝐴𝐴 as a function of the collision centrality, for the J/Ψ
(c ̄c bound state). In the same chart, the results for a center-of-mass energy
of 2.76 TeV are also reported. The right panel of Figure 1.10 shows instead
the 𝑅𝐴𝐴 as a function of the collision centrality for the Υ (bb̄ bound state),
both for √𝑠𝑁𝑁 = 2.76 and 5.02 TeV .

Figure 1.10: Left panel: 𝑅𝐴𝐴 for J/Ψ as a function of the collision centrality for Pb-Pb collisions at
√𝑠𝑁𝑁 = 2.76 and 5.02 TeV, measured by the ALICE collaboration; figure taken from [57]. Right
panel: 𝑅𝐴𝐴 for Υ as a function of the collision centrality for Pb-Pb collisions at √𝑠𝑁𝑁 = 2.76 and

5.02 TeV, measured by the ALICE detector; figure taken from [58]

The J/Ψ suppression increases (𝑅𝐴𝐴 decreases) up to N𝑝𝑎𝑟𝑡 ∼ 100 and
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then it becomes approximately constant at a compatible value between the
two center-of-mass energies shown in the chart. For more peripheral colli-
sions (N𝑝𝑎𝑟𝑡 ⪅ 50), an excess of very low 𝑝𝑡 J/Ψ was observed in Pb-Pb col-
lisions, which might originate from the J/Ψ photo-production59 and could
explain the increase of the 𝑅𝐴𝐴 for peripheral collisions. Moreover, Refer-
ence [60] reports that the J/Ψ suppression measured by the ALICE detector,
at LHC energies, is less pronounced (at low-to-intermediate 𝑝𝑡 and for large
centralities) than what had previously been measured at RHIC [61] in Au-
Au collisions at√𝑠𝑁𝑁 = 200 GeV. This can be explained by considering that
at higher colliding energies (as is the case at the LHC), a higher number of
c ̄c pairs are created62,63, which may form a J/Ψ at the phase boundary or
in the hadronization phase, leading to an increase of J/Ψ production and a
greater 𝑅𝐴𝐴.

For what concerns the Υ (1S) suppression, it was shown that 𝑅𝐴𝐴 de-
creases with the centrality of the collision, as can be seen in the right panel
of Figure 1.10, which also shows how the suppression is similar at √𝑠𝑁𝑁
=2.76 and 5.02 TeV.

1.2.2 The ALICE detectors

Figure 1.11 shows a sketch of the ALICE detector as of the start of RUN320.
ALICE is spatially divided into two detection regions, namely the central
barrel, which covers the pseudo-rapidity region |𝜂| < 0.9, and the forward
muon spectrometer, covering the pseudo-rapidity range range −4 < 𝜂 < −2.5.
The central barrel is embedded in a room-temperature solenoid magnet,
which generates a field of ∼ 0.5 T and it contains detectors which provide
efficient tracking in the high track-density environment of heavy-ion colli-
sions, covering transverse momenta from ∼ 100 MeV/c to ∼100 GeV/c with
excellent hadron and electron identification capabilities. The forwardmuon
spectrometer uses a set of absorbers to remove hadrons and identify muons
originating from the decays of quarkonia and open heavy flavour.

1.2.2.1 Central barrel detectors

Starting from the interaction point andmoving outwards, the first sub-detector
is the Inner Tracking System (ITS) which is used for the extrapolation of
tracks to the primary vertex. Up to RUN2, it was composed by six layers
of silicon detectors, with different detection technologies (pixels, drift and
strips) and its readout speed was limited to 1 kHz. The new ITS (ITS2)64

is composed by seven layers of Monolithic Active Pixel Sensors (MAPS),
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Figure 1.11: ALICE detector layout during the LHC RUN3. Figure taken from [20]

which provide better pointing resolution (considering also that its first layer
is closer to the beam pipe) as well as the capability to cope with the higher
expected readout rate. The Time Projection Chamber (TPC), is the next de-
tector following the ITS. It is a 90 m3 time projection chamber, filled with
a mixture of Ne-CO2-N2 which provides tracking of charged particles and
particle identification. Up to RUN2, the TPC readout was carried out using
multiwire proportional chambers, which needed an active-gate ion back-
flow suppression, limiting the readout speed. To overcome this limitation,
the readout system was upgraded65 and Gas Electron Multipliers (GEMs)
have been installed, to reduce the ion backflow, making the detector able to
work at the foreseen 50 kHz Pb-Pb interaction rate. Surrounding the TPC
is a Transition Radiation Detector (TRD), which exploits the fact that when
an electron crosses an inhomogeneous material it produces a transition ra-
diation (TR), while other particles (such as pions) do not. The TRD is com-
posed by a radiator followed by a multiwire proportional chamber, filled
with a mixture of Xe-CO2. The different behavior of electrons and pions,
when crossing the TRD, can be exploited to distinguish the two. Following
the TRD, an array of multi-gap Resistive Plate Chambers (MRPCs) consti-
tutes the Time Of Flight (TOF) detector of ALICE. These RPCs are operated
with a mixture of R134a and SF6 (see 2.2.4 for more details on this gases)
and they are used to measure the particle time of flight, for particle identi-
fication purposes, with a system (detector, front-end electronics and calibra-
tions) time resolution of the order of ∼ 60 ps. Portions of the central barrel
are covered by an electromagnetic calorimeter (EMCal) and a photon calor-
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imeter (PHOS), coupled with a Charged-Particle Veto (CPV). EMCal uses
Pb-scintillator sampling calorimeters to measure highly energetic photons,
electrons, neutral pions, and jets of particles. The acceptance of EMCal is
completed by the presence of the Di-Jet Calorimeter (DCal), which allows
the measurement of hadron-jet and di-jet correlations (same detector tech-
nology as EMCal). PHOS employs PbWO4 crystals to detect photons, as
well as to measure the hadron spectra via their radiative decay. The CPV
is made up of a set of proportional chambers to suppress charged-particles
contamination in PHOS. Finally, the High Momentum Particle Identifica-
tion Detector (HMPID), a ring-imaging Cherenkov detector operated with
C6F14, enables hadron identification at large transverse momenta.

1.2.2.2 Forward detectors in ALICE

This section describes the detectors located at forward rapidity in ALICE
and it is divided into two paragraphs. The first one describes the newly
installed Fast Interaction Trigger (FIT) detectors, together with the Zero
Degree Calorimeters (ZDC). The second one provides an overview of the
muon spectrometer.

FIT and ZDC

The FIT detector66 is composed by three different sub-systems: FV0, FT0A/C
and FDDA/C. FV0 (2.2 < 𝜂 < 5) is a scintillator-based disk-shaped detector,
readout by means of optical fibers and placed on the opposite side of the
muon spectrometer. Its role is to measure multiplicity, centrality and event
plane in Pb-Pb collisions. FT0A and C (3.5 < 𝜂 < 4.9 and -3.3 < 𝜂 < −2.1
respectively) are two arrays of quartz Cherenkov radiators, readout by mi-
crochannel plate photomultipliers, placed on both sides of the interaction
point. The role of FT0 is to precisely measure the collision time and to
provide the instantaneous and integrated luminosity measurement, as well
as a minimum-bias trigger for detectors that require it. The FDDA and C
(4.8 < 𝜂 < 6.3 and −7 < 𝜂 < −4.9 respectively) detectors are also placed on both
sides of the interaction point and they are plastic scintillator pads which are
mainly used to tag diffractive events.

The ZDC detectors are located on both sides of the interaction point, in-
side the LHC tunnel at a distance of ∼ 115 m from the ALICE interaction
point. They are made up of four quartz-fiber spaghetti calorimeters with
silica optical fibers as active material embedded in a dense absorber, two
for protons (ZPA/C) and two for neutrons (ZNA/C). Two electromagnetic
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calorimeters (ZEM1/2), placed closer to the interaction point, complete the
ZDC. Its main functions are the collision centrality estimation in Pb-Pb and
p-Pb collisions (by detecting the spectating nucleonswhich did not take part
in the interaction), as well as the event plane orientation. Furthermore they
are used for luminosity determination in Pb-Pb collisions. The calorimet-
ers are placed in such a way that their acceptance fully covers the region
where spectator nucleons accumulate (due to their different charge/mass
ratio with respect to Pb ions).

The ALICE muon spectrometer

The main goal of the ALICE muon spectrometer67 is to study the muonic
decay of hard probes, such as quarkonia and open heavy flavours (described
in 1.2.1.3). Both charmonium (J/Ψ and Ψ′

) and bottomonium (Υ,Υ′
and Υ″

)
bound states are studied in the muon spectrometer. The resonances can be
detected down to zero transverse momentum and the mass resolution is ∼
70 MeV in the J/Ψ and ∼ 100 MeV in the Υ regions, respectively68,69. The
ALICE muon spectrometer has undergone significant upgrades during the
long shutdown 2 as well and they will be described in the following.

Figure 1.11 shows the muon spectrometer as of RUN3. Up to RUN2 the
first element of the spectrometer (moving away from the interaction point)
was the front absorber, a cone made of composite material (carbon and con-
crete) of 4.13 m length (10 𝜆𝑖𝑛𝑡, 60 X0) which reduces the flux of primary
hadrons from the collisions. The materials were chosen to minimize the
muon multiple scattering inside the absorber itself and not degrade the spa-
tial resolution of the spectrometer. In view of RUN3, the Muon Forward
Tracker (MFT)70 has been installed upstream of the absorber. This is a high-
resolution silicon tracker, using the same technology as the new ITS, which
enhances the tracking capabilities of the muon spectrometer, improving its
vertexing capabilities thanks to the matching of tracks before and after the
absorber. Downstream of the absorber, a set of ten cathode pad/strip cham-
bers provide muon tracking. They have a spatial resolution ∼ 100 𝜇m and
more than 106 channels to limit the occupation rate to a maximum of 5%
of the full set of chambers71. One of the tracking stations is embedded
into a room-temperature dipole magnet, which produces a field of 0.7 T,
to bend the muon tracks according to their sign. An iron wall, of 120 cm
thickness (7.2 𝜆𝑖𝑛𝑡), is located behind the tracking chambers, to absorb any
residual hadronwhich escaped the concrete absorber and traversed the spec-
trometer. Finally, a set of 72 single-gap Resistive Plate Chambers (RPCs) is
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located behind said iron wall. These detectors are arranged in two stations,
of two planes of 18 RPCs each, at ∼ 16 and 17 m from the interaction point.
Until RUN2, this sub-system was addressed to as the Muon TRigger (MTR)
but from RUN3 onward, since ALICE is running in trigger-less mode, it
has become a Muon IDentifier (MID). The muon identification is performed
by matching reconstructed tracks with track segments in the MID system.
Since the search for an eco-friendly gas mixture to operate the MID RPCs is
the subject of this thesis, a more detailed description of the system will be
given in Section 2.3, in the next chapter.

1.2.3 Improved physics studies in RUN3

The main ALICE physics goals driving the upgrade requirements aim at
extending the sensitivity of the experiment down to very low 𝑝𝑡 and at
the collection of the minimum bias data at the highest rate possible. These
goals are discussed extensively in the letter of intent for the ALICE upgrade,
reported in Reference [72] and are here briefly summarized.

• Heavy flavour: measurements of the production and azimuthal aniso-
tropy of several charm and beauty hadrons, over a broad momentum
range, as well as b-tagged jets.

• Quarkonia: precise measurements (starting from 0 𝑝𝑡) of (prompt and
non-prompt) J/Ψ yields and azimuthal anisotropy, Ψ(2S) and Υ yields
both at forward and mid-rapidity.

• Jets: jet structure and di-jet imbalance (jet quenching) at TeV energies,
b-tagged jets and jet correlation with photons and Z0 bosons.

• Low mass dileptons and thermal photons: reconstruction down to 0
𝑝𝑡 in both the di-electron and di-muon channel.



Chapter 2

Resistive Plate Chamber detectors and the
ALICE Muon IDentifier

This chapter contains an introduction to the Resistive Plate Chamber (RPC)
detectors, which constitute the main subject of this thesis work. Section
2.1 introduces the principles behind particle detection in gaseous detectors,
and the steps that led to the invention and developments of RPCs. Section
2.2 describes the RPC detector, highlighting the importance of the resistive
electrodes and discussing the two main RPC operation modes (avalanche
and streamer), together with the basics of signal formation and charge dis-
tribution. The discussion will then move on to the RPC main operational
parameters, such as current, efficiency, time and position resolution. They
key role of the gas mixture, to grant proper detector operation, is discussed
in 2.2.4 and the issue of RPC aging will be introduced in 2.2.5. Section 2.3
is dedicated to the RPC-based ALICE Muon Identification system (MID). It
contains a description of the system (2.3.1) and a summary of the steps that
led the collaboration to the adoption of the current gas mixture (2.4). Fi-
nally, Section 2.4 is devoted to the analysis of possible signs of mild aging
observed in some of the MID RPCs.

The search for an eco-friendly alternative to the gas mixture currently
employed by the MID RPCs is the main subject of this thesis. The final goal
of this search effort is to replace the gas mixture employed in the MID RPCs
by the start of the LHC RUN4 in 2029.

2.1 Gas ionization principle
The basic physical phenomenon that governs particle detection in gaseous
detectors is the ionization of the gas molecules. When a charged particle
crosses the gas, it interacts with its molecules, losing fractions of its energy
in every collision. If the energy lost in an interaction is above the ioniza-
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tion energy of the gas molecule, a primary electron-ion pair can be formed
(primary ionization). The number of primary electron-ion pairs created in
the gas depends on the nature and on the energy of the incoming particle,
as well as, of course, on the gas properties. If the energy of the primary elec-
trons is high enough, they can further ionize the gas, until the available en-
ergy goes below the ionization energy (secondary ionization). The amount
of energy transferred from the incoming particle to the gas molecules is the
key parameter that governs the ionization process. Figure 2.1 reports a table
taken from Reference [73]: it contains typical values of ionization energy
for some gases of common use in gaseous detectors, as well as the mean en-
ergy loss by a minimum ionizing particle and the number of primary (N𝑃)
and total (N𝑇 , which includes secondary ionization) electron-ion pairs per
cm of gas traveled.

Figure 2.1: Ionization parameters for some gases of common use in gaseous detectors. Parameters
of interest are the gas density, primary ionization energy (E1), average energy to create an

electron-ion pair (W) and energy loss by ionizing particle per cm of gas travelled (dE/dx). Number
of primary and total electron-ion pairs per cm (N𝑝 and N𝑡) are also reported. Table from [73]

Note that, together with the ionization energy, the table reports the para-
meterW, which is the average energy per electron-ion pair creation, slightly
higher than the ionization energy due to concurring energy-exchange pro-
cesses.

When an external electric field is applied to the gas, the free ions and
electrons start drifting along the field lines and are accelerated by the elec-
tric field. In this situation, a new phenomenon, called charge multiplica-
tion, can take place and it is of fundamental importance in the description
of gaseous detectors. During its accelerated motion in the field, the electron
is subjected to multiple interactions with other gas molecules and, if the en-
ergy gained by the electron between two collisions is higher than the gas
ionization energy, the gas molecule can be ionized, leading to the formation
of a new electron-ion pair in the gas. This is an exponential phenomenon,



Gas ionization principle 25

described by the following law:

𝑑𝑛𝑒 = 𝛼𝑛𝑒𝑑𝑥 → 𝑛𝑒 = 𝑒𝛼𝑑 (2.1)

which describes the amount of new free electrons in the gas (dne) for a
path dx travelled by an electron in the gas. The term 𝛼 is the first Town-
send coefficient, which expresses the average number of new electron-ion
pairs per unit length; its value depends mainly on the electric field and the
gas pressure. The second equality in equation 2.1 only holds for constant 𝛼
(i.e., uniform electric field), which is the case for RPCs due to their planar
geometry. The parameter d is the distance across which the charge multi-
plication, also called avalanche, develops. Note that if n0 initial electrons
are released in the gas, the total number of electrons will be proportional to
it, according to n𝑒 = n0exp(𝛼d) and the parameter A = exp(𝛼d) is referred to
as the gas gain.

The drift velocity (average velocity along the electric field direction of
charges in the gas) for electrons is ∼ 1000 times higher than for ions [74].
As a result, considering also the lateral diffusion, the avalanche develops a
typical drop-like shape, with a fast moving head, constituted by electrons,
and a slow-moving tail of positive ions. For RPC detectors, usual values of
electron collection time (the time at which all electrons reach the anode)
is a few ns, while for ions is a few 𝜇s (exact number depends on detector
geometry and on the employed gas).

During the avalanche development, other effects can take place: de-
excitation of excited atoms can lead to the emission of photons, which can
ionize gas molecules in the space surrounding the avalanche, freeing other
electrons (electron-photon feedback process). Those electrons can then
start secondary, de-localized, avalanches.

If these secondary processes start to become dominant, each primary
electron is accompanied by one or more secondary avalanches, called some-
times successors. If the process is not stopped in some way (as it will be de-
scribed in the following) the free charges in the gas continue to grow until
eventually a continuous discharge between the electrodes appears. It was
observed that, for some critical value of total charge in the avalanche, the
transition to a spark usually appears. In particular it was found that if the
avalanche content approaches the Raether limit75 (total charge content An0
> 108 electrons), the electric field generated by the separation of positive
and negative charges in the avalanche body, becomes comparable with the
external field. As Figure 2.2 shows, the external electric field is bent in the
vicinity of the positive body of the avalanche and secondary avalanches ini-
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tiated close to the volume of the primary avalanche start drifting towards
it and get strongly amplified because of the enhanced electric field nearby.
The ionic column thus grows quite rapidly towards the cathode, leading
to the formation of a thin plasma channel, usually referred to as streamer.
Once the streamer reaches both electrodes, the transition to a spark is ob-
served.

Figure 2.2: Stages of charge multiplication evolution and degeneration to a spark when the
avalanche charge approaches the Raether limit. (a) field lines close to the avalanche experience a
focusing effect and some secondary avalanches start moving toward the positive ions avalanche

body (b) a thin plasma filament – a streamer is created (c) when the streamer reaches the
electrodes, a spark happens through the channel. Figure taken from [74]

Moreover, when an ion approaches the cathode, it gets neutralized by de-
taching an electron from the cathode itself. If the energy of the ion is higher
than the work function of the cathode (energy needed to extract an elec-
tron from a given material), a free electron can be emitted from the cathode
(ion-induced feedback). The probability that this happens is called second
Townsend coefficient (𝛾, with typical values in the range 10−3-10−2). Be-
cause of this type of phenomena, the spark develops earlier than predicted
by the Raether condition and, if no quenching component is added to the
gas mixture, the gain is limited to A ∼ 1/𝛾.

2.1.1 From the ionization chamber to the RPC

Historically speaking, the first gaseous detectors to be employed were ioniz-
ation chambers74. Various types of geometries were adopted (such as planar
or cylindrical) but the general design consisted in two metallic electrodes
(anode and a cathode) with a potential difference applied between them and
filled with different gas mixtures. When ionizing radiation crosses the act-
ive volume, it ionizes the gas and the drift of the liberated charges produces
a current, which can be measured to detect the passage of a particle. The de-
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tection capability of this design was initially limited by the precision with
which the current could be measured (relatively low at the time of devel-
opment of these detectors in the early 1900’s), and, more substantially, by
the relatively small output signal, making them not suitable for particle-by-
particle measurements and limiting their application to the measurement
of particle flux only.

The successor of ionization chambers was the single-wire cylindrical
counter74, invented by Rutherford and Geiger in 1908. Figure 2.3 shows
a sketch of this detector (left panel), which consisted of a metallic cylin-
der with a radius of 2-3 cm and a thin metallic wire (diameter ∼ 0.1 mm)
stretched inside. The right panel of Figure 2.3 shows the typical response of
such a detector in terms of current as a function of the applied high voltage.

Figure 2.3: Left panel: sketch of single-wire cylindrical counter Right panel: typical response of
single-wire counter in terms of current as a function of the applied high voltage. Figures taken

from [74]

By looking at the detector current response, different regions can be ob-
served. The first portion of the chart represents the so-called ionization
chamber: if the electric field is not strong enough the charge recombina-
tion processes (electrons and ions recombining and neutralizing, effectively
reducing free charges in the gas) have the upper hand on the ionization and
not all the primary charge is collected; at higher voltages all the released
charges are collected and a plateau is reached. If the high voltage is further
increased, the charge multiplication processes start to appear. This regime
is known as avalanche (or proportional) mode. Recall that those processes
follow Equation 2.1, which states that the total number of created electrons
is proportional to the number of primary electrons released in the gas. This
means that the output signal of the detector is proportional to the number
of primary electrons, i.e. to the energy loss of the ionizing particle. This
is ensured by the cylindrical geometry: multiplication develops only in a
small region near the anode, where the electric field is high enough and the
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gain is independent of the ionization point. If one continues to increase the
applied high voltage, the proportionality between primary electrons and de-
tector response is lost and the signal amplitude of all pulses becomes almost
equal to each other. In this case the feedback phenomena (photon and ion-
induced) highlighted in the previous section become more relevant. Finally,
if the high voltage is increased even more, a continuous discharge appears
between the electrodes.

When a spark occurs in the gas, the high voltage drops and no further
particle can be detected until the discharge is removed. In the past, many
techniques have been employed to quench (absorb) the discharge in the
gas. For example, as reported in [74], single-wire cylindrical counters were
operated at voltages in the discharge region and a high value resistor (∼
100 MΩ) was inserted in series with the high voltage. With this precaution,
if a discharge takes place in the gas, the current generated by said discharge
(few 𝜇A) produces a voltage drop across the resistor, leading to a reduction
of the applied voltage and to a self-quench of the discharge (since the high
voltage is not enough to sustain it). Moreover, as it will be discussed in 2.2.4,
some gases exhibit intrinsic quenching properties and can be used to obtain
the required quenching effect.

The charge multiplication process allows one to detect radiation at the
single particle level, since even a modest charge deposition in the gas can
be detected, thanks to its amplification. The simplest geometry that can be
adopted is the parallel-plate one, although this proved to be quite difficult
to develop. In the planar geometry the proportionality is lost because the
gain depends on the primary ionization point. Also, for avalanches initiated
close to the cathode (which travel a long way in the gas) the transition from
avalanche to spark is easily reached. Moreover, if any imperfections are
present on the cathode material (i.e. sharp tips), those can lead to the emis-
sion of electrons, which travel the whole gas gap and are greatly amplified
by the electric field, resulting in sparks.

A possible workaround was to use a spark counter76. In this type of de-
tector, a planar geometry is adopted and a constant ”low” voltage is applied;
a triggering system is built using other detectors (such as scintillators or Gei-
ger counters), installed around the spark chamber. When ionizing particles
cross the detector, they ionize the gas along their path and the constant
low electric field keeps ions and electrons separate. The trigger signal ac-
tivates a pulsed high voltage generator, which produces a fast (∼ 𝜇s) high
voltage spike across the chamber electrodes, leading to the production of
avalanches which rapidly translate to a spark. The position of the spark
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is recorded by means of photographic methods and a stack of spark cham-
bers can be employed to visualize a particle track. The high voltage then
automatically goes back to lower values and the discharge is quenched. The
drawback of this system is that the dead time between HV pulses is∼ 0.01 s.

A new frontier in gaseous detectors development was reached with the
invention of the multi-wire proportional chamber (MWPC)77, which con-
sists of two parallel cathode planes, with an array of thin parallel wires
stretched in the middle. When a charged particle crosses the gas volume, it
produces primary electrons, which drift towards the anodic wires; as they
approach the wires the strength of the electric field increases and charge
multiplication starts at a distance of few anode radius. The movement of
these charges induces negative signals on the wires and positive signals on
the cathode planes. If one segments the cathodes in strips or pads, the two
dimensional coordinates of the impinging particle can be determined with
a space resolution on the order of 100 𝜇m and, opposite to spark chambers,
these detectors operate in the proportional regime and sparks rarely appear
during operation. The main issue with this type of detectors is that the time
resolution is on the order of few 𝜇s since, in principle, electrons can be re-
leased anywhere in the gas and have to drift all the way to the anode wires:
this creates a jitter, that is compatible with the drift time of the detector.

The employment of planar geometry removes this element of time jit-
ter, providing a good time resolution, but one has to find a way to reduce
sparks and to operate the detector with an acceptable dead time. A solution
was proposed by Santonico and Cardarelli in the 1980’s78. They invented
a detector with planar geometry, which employed resistive electrodes: the
Resistive Plate Chamber was born.

2.2 The Resistive Plate Chamber
RPCs and spark counters share the same planar geometry design with a fun-
damental difference: RPCs employ high resistivity (109-1012Ω⋅cm) bakelite79

or glass electrodes. The outer surface of the electrodes is coated with a low-
resistivity layer (usually graphite painting) to grant a proper high voltage
connection. The applied electric field is strong enough to allow charge mul-
tiplication to happen anywhere in the gas, reducing the time jitter problem
highlighted for proportional counters and MWPCs. The avalanche develop-
ment follows the same process described in Section 2.1 but, if it degenerates
into a streamer, when it touches the resistive cathode, this is not able to feed
the streamerwith further electrons, since resistivematerials are not efficient
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electron emitters74. Moreover, and most importantly, due to the resistive
anode, the charges deposited by an avalanche or streamer are not immedi-
ately evacuated and this leads to a local reduction of the electric field, which
quenches the charge multiplication processes, killing the streamer. Figure
2.4 shows a simplified circuit model for an RPC detector. The detector has
the structure of a capacitor (C𝑔 in the figure) and the two electrodes can be
represented as capacitors with resistors in parallel (C𝑏 and R𝑏).

Figure 2.4: Simplified circuit representation of an RPC detector when crossed by an ionizing
particle. C𝑏 and C𝑔 represent the capacitance of the bakelite and the gas; R𝑏 is the resistance of

the bakelite. Figure taken from [74]

When no particle is crossing the gas, the applied high voltage is supplied
to the gas and no current is circulating; when an ionizing particle crosses the
detector, the local discharge can be modelled as a current generator, which
discharges the capacitor C𝑔. The system then behaves essentially like an
RC circuit, restoring the original configuration with a time constant 𝜏 given
by:

𝜏 = 2𝑅𝑏 (
𝐶𝑏
2 + 𝐶𝑔) = 2𝜌𝑏

𝑑
𝑆 (

1
2𝜖0𝜖𝑟

𝑆
𝑑 + 𝜖0

𝑆
𝑔) = 𝜌𝑏𝜖0 (𝜖𝑟 + 2𝑑𝑔) (2.2)

Where 𝜌𝑏 is the resistivity of the bakelite, g and d are the thicknesses of
the gas gap and electrodes respectively and S is the electrode surface inter-
ested by the discharge. With typical values for bakelite RPCs, 𝜏 is around
10 ms, which is much more than the avalanche collection time (∼ 10 ns).
This means that during the recovery time the voltage across the gap is re-
duced and the discharge cannot be sustained. The localized discharge is
such that the detector remains sensitive to incoming particles on the whole
active area, except for the region where the localized discharge took place.
After a few 𝜏’s, the voltage is restored and the detector becomes efficient in
that spot once again.
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Mechanically speaking, the original RPC designed by Santonico andCardarelli
is quite simple, as shown in Figure 2.5. It is relatively cheap, if compared
to other particle detectors, and easy to build. This makes the detector suit-
able to cover large areas, such as the muon systems in the big CERN experi-
ments8–10. The gas gap is constituted by two bakelite sheets, whose distance
is maintained constant by means of plastic spacers (made of polycarbonate),
to grant a uniform electric field and constant gas amplification. The elec-
trodes are coated with a thin graphite layer to distribute the high voltage
across the surface and create the electric field in the detector. A layer of
insulating material (usually Mylar) separates the graphite from the readout
strips, usually made of copper. Since the resistive electrode is transparent to
electric signals, the charge movement inside the gas induces a current in the
readout strips, which pick-up the signal inductively. One end of the strips
is usually connected to the readout (analog or digital) while the other end is
terminated with a resistor to match the strip impedance (usually 50 Ω) and
avoid reflections. The gas gap is sealed with a PVC frame and the gas inlets
and outlets are inserted into the frame. The detector can be read out on
both sides of the gas gap and, by using two strip planes with perpendicular
orientation (one per RPC side), a 2D information on the impact point of the
particle can be obtained.

Figure 2.5: Cross section of an RPC detector. 1 = bakelite electrodes, 2 = gas gap, 3 = HV
electrodes, 4 = Mylar insulating layers, 5 = readout strips, 6 = resistor, 7 = readout electronics.

Figure taken from [74]

The inner surface of the bakelite can exhibit some imperfection (rough-
ness of the surface or bumps), which would lead to electric field disuni-
formities and possible discharges. To overcome this problem, a thin layer
of linseed oil80, using pentane as a solvent, is applied to the inner layers
of the bakelite and left to dry. The pentane evaporates and the linseed oil
polymerizes, leaving the bakelite surface smoother.
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2.2.1 Avalanche and streamer modes of operation

Two operation modes for RPC detectors can be adopted: streamer and ava-
lanche. A brief description of both will be given in the following.

Streamer mode The RPCs were originally designed to exploit the streamer
signal. Indeed, if the RPC response is analyzed (as shown in Figure 2.6), one
can see that, following the appearance of a small precursor signal (related
to the avalanche collection), after some delay time 𝜏𝑏, a much more intense
peak appears. This secondary signal is related to the appearance of stream-
ers81. Note that the delay between the signals tends to be reduced if the
high voltage is increased (as is the case from panel a to panel d of Figure
2.6).

Figure 2.6: Evolution of signal waveform measured with an RPC filled with Ar/n-C4H10/C2H2F4
with fractions 10/7/83 in volume. Going from top to bottom, the high voltage is increased and the
delay between precursor and streamer signals is reduced, until they get superimposed (panel c

and d). This is defined as streamer mode of operation. Figure taken from [81]

Works such as the one reported in Reference [81] have analyzed the RPC
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behavior in terms of signal waveform and (prompt) charge released in the
gas (using an RPC operated with Ar/n-C4H10/R134a with ratio 10/7/83) as a
function of the applied high voltage. It was observed that, up to a certain
voltage (of ∼ 9.2 kV) only the precursor signal described above was present.
Above this ”threshold” voltage, streamer signals started to appear (in a frac-
tion close to 100% of the events81). The (prompt) charge for each detected
particle was calculated by integrating the signal waveform in time and the
results of this procedure are shown in Figure 2.7, as a function of the applied
high voltage.

Figure 2.7: Trend of the prompt signal charge from an RPC operated in streamer mode.
Triangular markers represent the precursor charge while the circular ones refer to the total charge
(precursor plus streamer). Up to 9.2 kV the precursor charge increases exponentially. After this
point a knee appears and the slope becomes lower and streamer signals start to appear (upper

curve). Figure taken from [81]

Figure 2.7 shows two different (prompt) charge trends: the one with tri-
angular markers refers to the charge of the precursor signal while the cir-
cular markers represent the total charge (precursor plus streamer). One
can observe that up to 9.2 kV the precursor charge grows exponentially up
to 1 pC. After this point, a knee is present and the slope starts to change,
showing a saturation effect (most probably due to space charge effects). To-
gether with the slope change, the streamers start to appear (upper curve)
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and similar saturation effects are observed. The term prompt-charge (also
called fast-charge) has been used; this is because the charge signal induced
on the readout electrodes has two components: the fast one, induced by the
electrons, and a slower one induced by the slow-moving ions (due to their
smaller drift velocity, hence greater collection time). The collection of the
total signal charge requires a more complicated circuit (as will be shortly
discussed in 3.2.1.2), so the prompt charge can be used as a proxy for this
quantity.

Avalanche mode The main issue with RPC operation in streamer mode is
the reduced rate capability of detector, meaning that the detection efficiency
is drastically reduced if the RPC is exposed to a high flux of ionizing particles.

In the case of RPC detectors, the rate capability is dominated by the
fact that when the charge liberated by an ionizing particle crossing the gas
reaches the electrodes, it creates a local reduction of the electric field, mak-
ing the detector inefficient in that particular region. The voltage then re-
turns back to the nominal value with a time constant approximately given
by Equation 2.2. During this time the RPC cannot detect other particles
impinging in that region and, if the detector is subjected to a higher particle
rate, the probability that one crosses an inefficient region is non-negligible
and the efficiency decreases. This issue can be overcome with two ap-
proaches82: by decreasing the electrode resistivity (to reduce 𝜏) or by re-
ducing the charge content of each signal to decrease the localized voltage
discharge, leading to a faster recovery time. It was found that a decrease
in electrodes resistivity could lead to a less stable RPC operation82. Instead,
a reduction of the average charge per hit can be obtained by inserting a
fraction of electronegative gas (as discussed in Reference [82]), which can
absorb the free electrons in the gas, reducing the signal charge content.

The drawback of the avalanche operation mode is that the amplitude of
the output signals is also reduced, making the use of sensitive pre-amplifiers
a necessity, hencemore sophisticated front-end electronics are needed. When
a detector is operated in pure avalanche mode, no streamer contamination
is visible but, of course, if the applied high voltage is increased, mild dis-
charges can appear also in this case, indicating the end of the pure ava-
lanche mode. Figure 2.8 reports the prompt charge spectra for three differ-
ent gas mixtures of argon-isobutane with the addition of an electronegative
gas (CF3Br) which captures free electrons and reduces the number of events
which degenerate into streamers.
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Figure 2.8: Charge distribution for argon-isobutane with different concentrations of CF3Br: (a)
0%, (b) 4%, (c) 8% (note the different horizontal scale). Figure taken from [82]

An increasing percentage of CF3Br in the mixture reduces the size of the
signal induced on the electrodes, as reported from the three panels of Figure
2.8 where the CF3Br concentration is increased going from panel a to panel
c. The importance of the gas mixture to establish one or the other operation
mode (avalanche and streamer) will be discussed in more detail in 2.2.4.

A comparison of the detector rate capability in avalanche and streamer
mode is shown in Figure 2.9, where the efficiency for an RPC operated in
the two modes is reported as a function of the impinging particle rate. One
can clearly see that, for a given rate, the efficiency reduction for the RPC
operated in streamer mode is greater than for the avalanche mode.

To conclude, operating an RPC in avalanche mode leads to a smaller
charge per hit, producing a smaller voltage drop and a smaller recovery time
(time needed to restore the critical voltage for multiplication after the loc-
alized drop due to the passage of an ionizing particle), hence the efficiency
reduction will be smaller. Another factor that plays an important role in
the determination of the recharge time is the electrodes resistivity, which
appears in Equation 2.2. Typical values for bakelite range anywhere from
109 to 1011 Ω⋅cm. If left exposed to air, over time, the bakelite resistivity
increases (as reported in Reference [83]). In order to avoid changes in res-
istivity (as well as in rate capability), the gas mixture employed in bakelite
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Figure 2.9: Efficiency as a function of the impinging particle rate for streamer and avalanche
mode of operation. A better rate capability is visible for the RPC operated in avalanche mode.

Figure taken from [74]

RPCs contains water vapour: 35 to 40% relative humidity is typically added
to the gas mixture74,83.

2.2.2 Signal formation and RPC working parameters

This section starts from a simplified analytical introduction to the signal
formation process and tries to extract from this information the most sig-
nificant detector working parameters. This discussion summarizes what is
described in details in Reference [74].

Signal formation As it was outlined at the beginning of this chapter, when
the gas is crossed by an ionizing particle, this creates ionization clusters
(in number n𝑐𝑙) along its path. What is meant with cluster is the primary
electron-ion pair together with the additional pairs that can be created by
the primary electron in case it has sufficient kinetic energy to re-ionize the
gas.

The number of clusters is a stochastic variable, with an average that will
be indicated by 𝜆. Values of 𝜆 have been measured experimentally (e.g. in
pure Ar, 𝜆 = 2.5 clusters/mm). For a mixture of different gases, a weighted
average of 𝜆 values for each gas provides an acceptable estimation (weights
are given by the volume fraction of each gas). If one can assume that the en-
ergy lost by an ionizing particle traversing the gas is small with respect to its
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initial energy, one can neglect the dependence of 𝜆 from the particle energy.
This is indeed a reasonable approximation for minimum ionizing particles.
Last, if the particle enters the detector at an angle 𝜙 with respect to the per-
pendicular direction, the effective average number of clusters is defined as
𝜆𝑒𝑓𝑓 = 𝜆/cos𝜙. The probability to observe 𝑛𝑐𝑙 ion-electron clusters, if the
particle traverses a thickness of gas g, is given by a Poisson distribution
with average value g𝜆𝑒𝑓𝑓, and the probability to have zero clusters is

𝑃𝑐𝑙(𝑛𝑐𝑙 = 0) = 𝑒−𝑔𝜆𝑒𝑓𝑓 (2.3)

This expresses the intrinsic inefficiency of the RPC and it imposes a lower
limit to the gas gap thickness, depending on the gas mixture. For example,
for 𝜆𝑒𝑓𝑓 = 5.5 clusters/mm, a gas gap of 0.2 mm would have an intrinsic
inefficiency of ∼ 33%.

The number of electron-ion pairs in a single cluster depends on the gas
and experimental values, as reported in References [73, 74], show that a
probability distribution ∝ 1/n2 can be used as a reasonable approximation
(with n being the number of electron-ion pairs in a cluster).

The discussion so far concerned only the primary clusters. If an external
electric field is also considered, charge multiplication phenomena start to
appear. Once the charges start to drift (due to the electric field) they start
to induce a signal on the readout electrodes. Since the ion drift velocity
is ∼ 1000 times smaller with respect to the electron one, the time needed
to collect the whole ionic charge (induced by ions) is order of magnitudes
greater than what is needed to collect the electron signal. To exploit the
precise time of the fast electron signal, this is recorded by an appropriate
current amplifier74. For this reason, the discussionwill focus on the electron
signal in the following.

The charge contained in the avalanche can be expressed as:

𝑞(𝑥) =
𝑛𝑐𝑙
∑
𝑗=1

𝑞𝑒𝑛0,𝑗𝑀𝑗𝑒𝛼
∗(𝑥−𝑥0,𝑗) (2.4)

where the sum runs over all clusters, n0,𝑗 and x0,𝑗 are the number of
primary electrons and the distance (from the cathode) of production of the
j-th cluster, 𝛼∗ is the effective first Townsend coefficient and the term M𝑗
is used to take into account stochastic fluctuations in the avalanche pro-
cess. The effective first Townsend coefficient has been introduced because,
together with charge multiplication processes, attachment of the free elec-
trons to the gas molecules can also take place. This phenomenon is de-
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scribed by the attachment coefficient (𝜂) which expresses the probability
(per unit length) for an electron to undergo attachment. The effective first
Townsend coefficient is defined as 𝛼∗ = 𝛼 - 𝜂. The stochastic nature of
the charge multiplication process is expressed by the Polya distribution84,
which allows one to compute the probability to have n𝑒 electrons in the ava-
lanche after a length l = g - x0 (g = gas gap thickness and x0 = position of
the initial cluster) as:

𝑃𝑃(𝑛𝑒) = [𝑛𝑒𝑁 (1 + 𝜃)]
𝜃
𝑒𝑥𝑝 [−𝑛𝑒𝑁 (1 + 𝜃)] (2.5)

where N = e𝛼
∗(𝑔−𝑥0) and 𝜃 is a parameter of difficult theoretical estima-

tion. A typical value for the mixtures used in gaseous detectors is ∼ 0.5.
At this point, the discussion can be shifted to the signal induced by the

free moving charges on the readout electrodes. Calculations reported in
Reference [74] show that the average induced charge (by the electrons) on
the readout electrodes can be expressed as:

𝑞𝑖𝑛𝑑 =
𝜖𝑟𝑔

𝜖𝑟𝑔 + 2𝑑
𝑞𝑒
𝛼∗𝑔

𝑛𝑐𝑙
∑
𝑗=1

𝑛0,𝑗𝑀𝑗[𝑒𝛼
∗(𝑔−𝑥0,𝑗) − 1] (2.6)

where 𝜖𝑟 is the electrode relative dielectric constant, d is its thickness, g
is the gas thickness, 𝛼∗ is the effective first Townsend coefficient.

Charge distribution Starting from Equation 2.6, one can calculate the expec-
ted shape of the induced charge distribution (spectrum), when the detector
is exposed to a flux of ionizing particles. This is a complicated calculation,
involving many stochastic variables, so a more phenomenological approach
can be followed. Figure 2.10 shows the charge distribution for two RPCs
with different gap thickness (2 and 9 mm).

The two distributions differ significantly: in the case of 2 mm (narrow-
gap) the number of entries grows as q𝑖𝑛𝑑 →0, while for the 9 mm one (wide-
gap) it goes to zero. This means that, even if the average value of induced
charge is roughly the same, small-charge events are more likely in a narrow-
gap RPC, with respect to the wide-gap case. For the 9 mm RPC there also
appears to be an excess of events in the right tail of the distribution, while
this region is not as populated in the narrow-gap case. Since events with
small charge are bound to be confused with the intrinsic noise of the detect-
or/electronics, the shape of the charge distribution close to 0 is essential to
predict the (in)efficiency of the detector.
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Figure 2.10: Induced charge spectra for two different gas gap thicknesses, 2 and 9 mm. Figure
taken from [74]

If some assumptions are made, as described in Reference [74], one finds
that the charge distribution shape essentially depends on the ratio 𝜆/𝛼∗
between the density of primary ionization clusters and the effective Town-
send coefficient. Depending on the value of the ratio, three cases can be
distinguished:

• (𝜆/𝛼∗) < 1: the charge distribution is strictly decreasing (as is the case
for the 2 mm RPC shown in Figure 2.10)

• (𝜆/𝛼∗) ∼ 1: the charge distribution is constant around q𝑖𝑛𝑑 ∼ 0

• (𝜆/𝛼∗) > 1: the charge distribution is strictly increasing around q𝑖𝑛𝑑 =
0 (as is the case for the 9 mm RPC shown in Figure 2.10)

Current The current flowing in a RPC detector is composed by two com-
ponents. When the applied high voltage is too low to start the charge mul-
tiplication process, ideally, the current should be very close to zero. In real-
life RPCs, almost always, a current is flowing even at this reduced values
of high voltage. This current is not flowing through the gas, rather it can
take other conductive paths, such as the plastic spacers, the gas gap seal or,
in general, through any conductive path between anode and cathode. This
current shows a linear behavior with the applied voltage, hence it is usually
addressed to as Ohmic current.
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When the high voltage is increased, chargemultiplication processes start
to appear and the current does not increase linearly with the high voltage
but the trend becomesmore exponential-like. Themagnitude of the circulat-
ing current strongly depends on the gas mixture employed in the detector,
together with the environmental parameters, such as temperature and pres-
sure

If a high voltage is applied to the RPC without exposing it to a particle
flux, the current flowing through it is only determined by the Ohmic com-
ponent and by the intrinsic detector noise counts, and is defined as dark
current. The typical example of intrinsic detector noise is a signal initiated
by the detachment of an electron from the cathode. Imperfections on the
inner electrode surface enhance the intrinsic noise, since the electric field
is larger around a tip. If, on the other hand, the detector is exposed to a
higher flux of ionizing particles, the current circulating through it strongly
depends on the particle rate. Note that, for increasing currents, the voltage
drop across the bakelite electrodes is no longer negligible. Indeed, the high
voltage applied is split between the gas and the bakelite electrodes. This ef-
fect is extensively discussed in Section 4.5.1.4 and the effects on the detector
efficiency are there discussed.

Electrodes resistivity As discussed at the beginning of Section 2.1, the char-
acteristic feature of RPC detectors are the resistive electrodes. On the one
hand, this feature is of key importance for the suppression of streamers but,
at the same time, it is the limiting factor for the detector rate capability. In-
deed, as explained in Section 2.2, the time needed to restore the electric field
in the avalanche or discharge area is directly proportional to the resistivity
of the bakelite electrodes. It is important to maintain this value as stable
as possible over time and the addition of water vapor to the gas mixture
serves this purpose. Different techniques, highlighted for example in Ref-
erence [83], can be adopted to measure the resistivity of the bakelite planes
when the RPC is not assembled.

Once the detector is built, a non-invasive technique involving the use
of pure Ar can be adopted. It is well known (as reported for example by
Reference [85]) that if an RPC detector is flushed with pure argon and the
high voltage is switched on, a plasma is created in the gas gap and this can
be exploited to calculate the resistance (and from there the resistivity), as
shown in the following. The left panel of Figure 2.11 shows the current of
the ALICE-like RPC prototype, which will be described in 4.3.1, that has
been used for the beam tests (that will be described in Chapter 4) and for
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part of the aging studies (Chapter 5), as a function of the high voltage, when
the detector is filled with pure argon.
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Figure 2.11: Left panel: I(HV) trend of the ALICE RPC if operated with pure Ar. Right panel:
circuit model of the RPC if operated with pure Ar. The shaded pattern in the gas region

symbolizes a short circuit

Up to∼ 1.9 kV the current absorbed is negligible but, once this threshold
is reached, a a steep rise in the absorbed current is observed. If the voltage
is increased further, the current starts to have an Ohmic behavior, meaning
that it increases linearly with the high voltage. This can be explained by
considering that the plasma behaves like a short circuit between the two
bakelite electrodes and the RPC can be considered as two resistors (the elec-
trodes) in series with the high voltage, as reported in the right panel of
Figure 2.11.

By performing a linear fit (y = bx + c) to the I(HV) curve in the linear
region one can determine the resistance and resistivity of as follows:

𝑅 = 1
𝑏 → 𝜌 = 𝑅 𝑆

2𝑑 → 𝜌 = 1
𝑏
𝑆
2𝑑 (2.7)

Where the secondOhm lawwas also used. S is the bakelite electrode area
and d is its thickness. Note that the equation assumes electrodes of equal
resistivity, which is not always the case as, while producing bakelite sheets,
the output resistivity can only be tuned within some tolerance. In case of
electrodes with significantly different resistivity, Equation 2.7 provides the
average resistivity of the two electrodes.

Typical values for the bakelite resistivity are around 109 - 10 11 Ω⋅cm.
The choice of electrode resistivity is a trade-off between rate capability and



42 The Resistive Plate Chamber

streamer suppressing power. Indeed, a higher resistivity value leads to a
stronger streamer suppression but at the same time it increases the time
needed to restore the electric field after the passage of a particle. Low-
resistivity electrodes are typically associated to a larger intrinsic noise82.

Efficiency Information on the detector efficiency can be extracted by look-
ing at the charge distribution (reported for example in Figure 2.10) close
to zero, bearing in mind that the number of events with charge below a
given threshold (as set in the front-end electronics) are lost. As a first ap-
proximation, only the charge induced by the first cluster (the one gener-
ated closest to the cathode) can be considered. In order to be detected, the
charge induced by the movement of this cluster has to be greater than a
fixed threshold, q𝑡ℎ𝑟. If Equation 2.6 is truncated at cluster (j = 1) and is in-
verted, one finds that, in order to release a charge greater than the threshold,
the cluster has to be generated at a distance from the cathode given by:

𝑥10 < 𝑔 − 1
𝛼∗ 𝑙𝑜𝑔 (

𝑞𝑡ℎ𝑟
𝐴1

+ 1) (2.8)

where A1 is a parameter that absorbs some constants from Equation 2.6.
Finally, taking into account also the probability distribution for the distance
of the first cluster from the cathode, as reported in Reference [74], one can
compute the efficiency of the chamber as:

𝜖𝑐 = 1 − 𝑒𝑥𝑝 (−𝜆𝑒𝑓𝑓 [𝑔 −
1
𝛼∗ 𝑙𝑜𝑔 (

𝑞𝑡ℎ𝑟
𝐴1

+ 1)]) (2.9)

More refined calculations show that, if the contribution of the other
clusters is considered, the total induced charge is a factor 1.25 greater with
respect to what is calculated using the first cluster only. Typical threshold
values in 2 mm gap detectors are ∼ 130 to 200 fC86.

Time and position resolution The intrinsic time resolution for an RPC de-
tector can be computed by starting from the previously discussed formulas.
In particular, following the approach shown in Reference [74], one can start
by considering the signal, in terms of current, induced by a single primary
electron somewhere in the gap. One can define the value of I𝑡ℎ𝑟 as the
threshold in terms of current, leading to the following:

𝑖𝑖𝑛𝑑(𝑡) = 𝐼𝑠𝑒𝛼
∗𝑣𝑑𝑡 → 𝑡 = 1

𝛼∗ 𝑙𝑜𝑔
𝐼𝑡ℎ𝑟
𝐼𝑠

(2.10)
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where i𝑖𝑛𝑑 represents the induced current, v𝑑 is the electron drift velo-
city and I𝑠 is the signal current amplitude, which differs event by event and
is exponentially distributed around a given mean value. Note that Equation
2.10 has been rewritten in terms of the electron drift velocity but the phys-
ical content is the same as all equations in previous paragraphs. The time t
corresponds to the time when the current signal crosses over the threshold
and it becomes detectable by the RPC (crossing time).

The time resolution of the detector is computed as the fluctuations around
the crossing time and calculations provide the following expression for it:

𝜎𝑡 =
1.28
𝛼∗𝑣𝑑

(2.11)

which does not depend on the threshold. For a 2 mm RPC, this formula
provides a time resolution of ∼1 ns. More complex calculations can be car-
ried out, which also consider the presence of electronegative gases in the
mixture. More refined calculations, for example shown in Reference [87],
show that the time resolution is a decreasing function of 𝑛𝑎𝑣, defined as the
average number of initiated avalanches74, which differs from the number of
primary clusters because it includes the probability that a primary electron
is absorbed by an electronegative gas. A dependence from 1/√𝑛𝑎𝑣 is found.

The RPC time resolution can be improved by considering a new detector
design, namely the multi-gap RPC (MRPC). In these detectors, the gas gap
is divided in smaller slices, by using a stack of resistive electrodes, with the
two outermost ones connected to the high voltage and the internal ones
left electrically floating (for a more complete description of the MRPCs, the
reader can refer to [88]). This type of detectors showed excellent perform-
ance in terms of time resolution and, as an example, the Time Of Flight
(TOF) detector of the ALICE experiment (briefly described in 1.2.2.1), com-
posed by an array of MRPCs with stacks of 5, 250 𝜇m thick gaps, reaches a
time resolution ∼ 50 ps89.

Usually RPCs are read out with centimeter-wide strips which provide
a spatial resolution in the order of the ∼ mm. As a first approximation,
the spatial resolution can be computed as the product between the cluster
size (number of neighbouring strips which produce a detectable signal in
an event) and the strip pitch1, divided by √12.

In order to improve spatial resolution, smaller-pitched strips can be used
and a more precise avalanche position can be determined by looking at the
charge deposition profile. With this approach, using mm-wide strips, a posi-

1Pitch = distance between the center of neighbouring strips
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tion resolution of 100 𝜇mhas been reached [90] while formuon tomography
(that is, using the RPC to detect cosmic muons on big-area detectors to per-
form tomography of large structures), an accuracy of 0.5 mm over a 1 m2

area has been reached [91].

2.2.3 Effects of temperature and pressure

Gases are affected by environmental parameters, such as temperature and
pressure. Indeed their density (𝜌𝑔 in the following) varies according to the
values of these quantities. Moreover, the resistivity of the bakelite is also
affected by temperature variations. Works such as the one reported in [83],
have shown that a temperature increase by 20∘C, decreases the bakelite res-
istivity by ∼ one order of magnitude.

Since the parameters related to charge multiplication (such as the Town-
send coefficient) depend both on the applied electric field (E) and 𝜌𝑔, to
maintain RPC performance constant despite changes in environmental para-
meters, the ratio E/𝜌𝑔 has to be kept constant. If RPCs are operated at differ-
ent temperatures, variations in absorbed current, noise rate, efficiency and
time resolution are observed. Specifically, a temperature increase leads to
an increase of current (since the bakelite resistivity is reduced) and noise
counting rate. At the same time, the gas density is reduced and this implies
an increase in the ratio E/𝜌𝑔, meaning that, for the same value of applied
voltage, the multiplication in the gas is increased and so is the efficiency.
The opposite happens for a pressure increase. In order to compare data ob-
tained in different environmental conditions, the concept of ”effective” high
voltage (ΔV𝑒𝑓𝑓) can be introduced74 and defined as follows:

Δ𝑉𝑒𝑓𝑓 = Δ𝑉𝑎𝑝𝑝
𝑇
𝑇0
𝑝0
𝑝 (2.12)

where T and p are the measured values of temperature and pressure
while p0 and T0 are reference values (a typical example is T0 = 20∘C= 293.15 K
and p0 = 970 mbar) and ΔV𝑎𝑝𝑝 is the high voltage applied to the detector.
This follows from the dependence of the gas density (at constant volume)
on temperature and pressure, as obtained from the gas equation of state.
Figure 2.12 shows, in the left panel, efficiency curves taken at different tem-
peratures, as a function of the applied high voltage. The efficiency variation
for a fixed voltage value can be observed. The right panel contains the same
efficiency curves as a function of the effective high voltage, calculated with
Equation 2.12, which shows that the efficiency curves are superimposed and
no temperature dependence is observed.
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Figure 2.12: Effect of showing efficiency curves taken at different temperatures as a function of
the applied high voltage (left panel) and as a function of the effective high voltage (right panel).

Figure taken from [74]

The CMS collaboration introduced a slightly different, empirical, for-
mula for the temperature and pressure HV correction, which assumes that
the effective high voltage is determined partially by the T/p rescaled voltage
and partially by the applied voltage alone92:

Δ𝑉𝑎𝑝𝑝 = ((1 − 𝛼) + 𝛼 ⋅ 𝑃𝑃0
⋅ 𝑇0𝑇 ) ⋅ Δ𝑉𝑒𝑓𝑓 (2.13)

This formula is the one adopted also in this thesis, as will be described in
detail in 4.3.2.

2.2.4 The importance of the gas mixture

Having listed all the relevant parameters for RPC operation, the attention
can be shifted to the gas mixture choice. The gas mixture has to fulfill a set
of requests: it has to provide a high density of primary electron-ion pairs
and a sufficiently high effective Townsend coefficient to ensure high detec-
tion efficiency; it has to exhibit relevant quenching properties, meaning that
absorption of secondary photons should be maximized, and it also has to be
electronegative, to capture free electrons and reduce the spatial size of the
avalanche. Moreover, the processes taking place during charge multiplica-
tion should produce none to very little aggressive chemical species, which
might attack the inner surfaces of the detector (most notably hydrofluoric
acid, HF). Also the production of polymers should be kept to a minimum,
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to minimize deposition of impurities on the electrode surface. Another im-
portant aspect to be considered is the availability and price of the adopted
gases. As will be discussed later in this subsection and, more in detail, in
Chapter 3, these are affected by the impact of the gas mixture on the envir-
onment, especially in terms of global warming and ozone layer depletion.
Lastly, the RPC gas mixture must be harmless for men and as easy to handle
as possible.

The first RPCs were operated in streamer mode and usually contained
a mixture of argon, butane and some kind of chlorofluorocarbon74. Ar was
present in fractions between 60 and 70% and it acted as the ”active” com-
ponent (main contributor to charge multiplication) of the gas mixture. The
butane was used to absorb the photons produced in the streamer phase and
the chlorofluorocarbon, being electronegative, to capture the free electrons.
For a 2 mm gas gap, the working voltage is around 7.5 to 8.5 kV (depending
on the gas mixture composition). Nowadays , RPCs are usually operated in
avalanche mode and different gas mixtures are employed but they usually
consist in the combination of three gases73, in varying proportions: tetra-
fluoroethane (C2H2F4 or R134a), which is a dense gas that provides a high
density of primary ion-electron pairs; isobutane (i-C4H10), which is used
because of its ability to absorb photons without ionizing, and sulphur hexa-
fluoride (SF6), a highly electronegative gas that absorbs free electrons, redu-
cing the spatial size of the avalanche. The issue with R134a and SF6 is that
they are characterized by a high value of global warming potential (GWP).
This figure is a pure number used to compare the effect of the emission of
a ton of any given gas, if compared to the same mass of CO2 (assumed to
have GWP = 1). For instance, the GWP of R134a is ∼ 1488 (according to the
4𝑡ℎ Intergovernmental Panel on Climate Change [93]), which means that
the emission of one ton of R134a absorbs 1488 times more heat than the
same amount of CO2. This poses a serious environmental threat, also con-
sidering the new European Union regulations of 2014 [94], which imposed a
progressive reduction in the production and use of fluorinated greenhouse
gases (meaning gases containing fluorine with damaging effects on global
warming), leading to a reduced availability and increase in purchasing costs.
A great effort is ongoing in the whole RPC community, to find a possible
eco-friendly replacement for the currently employed gas mixtures. Chapter
3 provides a review of the possible strategies that are being adopted or pro-
posed so far, to try and reduce both the cost and the environmental impact
of RPC operation. Among these, the search for an alternative gas mixture,
i.e., the main subject of this thesis.
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2.2.5 Effects of long-term detector operation

The degradation of detector performance after being exposed to ionizing
particles for a prolonged period of time (or even, sometimes, just with time,
independently of operation) is defined as aging. Common aging effects in-
clude, in increasing order of severity: increased current (dark and/or under
irradiation), increase of intrinsic noise and loss of efficiency. When the
detectors that exhibit these signs are inspected, macroscopic imperfections
can be observed and chemical analyses reveal the presence of various impur-
ities that are not present in brand-new detectors, as reported by Reference
[95]. Aging is a very complex phenomenon, that is not yet fully understood
and where many chemical phenomena, regarding all the detector building
blocks (materials, gas, high voltage) are intertwined with one another and
often the relationships of cause and effect are difficult to disentangle. Refer-
ence [74] reports a detailed description of the aging effects observed in the
first large experiments where RPCs were operated in streamer mode. These
are indeed interesting observations, although not of key importance to this
thesis. Nonetheless these were the first experiments where large scale RPCs
were exposed to high particle fluxes and they have provided valuable lessons
for the future experiments, since most of the aging effects were related to
mistakes made during the detector construction and operation. Nowadays,
the RPCs in big experiments are operated in avalanche (or maxi-avalanche,
as is the case for the ALICE RPCs, described in Section 2.3) mode. This leads
to a smaller charge released per hit and to more manageable aging effects,
as reported by the CMS and ATLAS collaboration in References [96] and
[97] respectively.

A more detailed discussion of ageing effects and how these are studied
will be given in Section 2.3 of this chapter, when presenting the RPCs of the
ALICE Muon Identification System. For these RPCs extensive long-term
studies, using both streamer and avalanche mixtures, have been carried out.
Moreover, as discussed in Section 2.4, some mild signs of aging are starting
to appear for some of the RPCs in ALICE and a specific study, to investigate
them, was carried out by the author of this thesis.
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2.3 The ALICE Muon IDentifier (MID)

2.3.1 MID layout

As stated in 1.2.2.2, the ALICE Muon Identification (MID) system is com-
posed by 72 single-gap RPCs arranged in two stations of two planes each
(18 RPCs per plane). The RPCs have a 2 mm single gas gap, as well as 2 mm
thick, low-resistivity (109 - 1010 Ω⋅cm) bakelite electrodes with a double lin-
seed oil coating. The total area covered by the MID RPCs is ∼ 140 m2 and
the size of each detector plane is∼ 6×6 m2. To accommodate the LHC beam
pipe, three different types of RPCs have been employed, namely ”long” (rect-
angular shape, ∼274×72 cm2), ”cut” (trapezoidal shape with similar size as
the ”long” RPC type) and ”short” (rectangular shape 223×72 cm2)98. Figure
2.13 shows, in the left panel, a sketch of the mechanical structure of one
of the ALICE RPCs; while the right panel contains a sketch of the whole
MID system. The RPCs are read out on both sides, by means of perpen-
dicular copper strips (for a total of ∼ 22k readout channels98). Different
strip pitches have been adopted, according to the expected occupancy, as
explained in Reference [98], and pitches of 1, 2 and 4 cm have been adopted.

The RPCs are operated in the so-calledmaxi-avalanche or saturated ava-
lanche mode, meaning that the total charge per hit is ∼ 100-150 pC, to be
compared to the charge content of pure avalanche mode ∼ 30 pC, for a 2
mm single gas gap RPC99. The chosen gas mixture is composed by 89.7%
R134a, 10% i-C4H10 and 0.3% SF6, and its properties will be discussed later.

Figure 2.13: Left panel: scheme of the mechanical construction for one ALICE RPC, figure taken
from [9]. Right panel: sketch of the ALICE MID layout (image: courtesy of Gabriele Fronzè)

The RPCs are flushed via 24 gas pipes, with each gas channel supplying
3 detectors in parallel. The gas mixture is recirculated with a re-circulation
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fraction of 75%100, meaning that only 25% of the total circulating gas is in-
jected as fresh gas in the system. The rest is circulated through purifying
cartridges to remove any impurity101 that might be produced by the inter-
action between gas and ionizing particles. The total gas volume amounts
to ∼ 0.3 m3 and a gas replacement rate of 0.5 volumes per hour is main-
tained. This translates into a total flow of ∼ 150 l/h (and ∼ 40 l/h of injected
fresh gas).

2.3.2 The MID RPC gas mixture

Many studies have been carried out before the currently employed gas mix-
ture was adopted. Initially, it was decided to operate the RPCs with a
streamermixture during heavy-ion collisions102,103 and a saturated avalanche
one during the pp data-taking periods104. This choice was dictated by the
expected spatial resolution and trigger selectivity requirements. Indeed, the
streamer mode exhibits a smaller cluster size that the avalanche, as shown,
e.g., in Reference [104]. A possible explanation for this observation is that
the pulse amplitude spectrum is narrower (around its mean value) than the
avalanche one (which shows an exponential decrease), meaning that in the
latter case a relatively low threshold has to be adopted in order not to lose
the signals with lower amplitude. The drawback of this choice is that a large
avalanche would induce a signal above threshold on several neighbouring
strips, leading to a larger cluster size.

An issue to be faced was the maximum impinging particle rate that can
be tolerated by an RPC working in streamer mode without significant ef-
ficiency loss. This value is reported to be ∼ 100 Hz/cm2[105]. The max-
imum expected hit rate in ALICE was ∼ 50 Hz/cm2 [103], which is toler-
able but with a very small safety margin. To improve the rate capability of
the ALICE RPCs, the adoption of low resistivity (≃ 3.5⋅109 Ω⋅cm) bakelite
sheets to build the RPCs was pursued and the first results obtained with
such low-resistivity bakelite are reported in Reference [102]. Furthermore,
the number of integrated hits foreseen in the ion runs was on the order
of 100 Mhits/cm2 (for the whole lifetime of the detector and with a safety
factor 2 included), so a mixture with a charge per hit of a few hundreds pC
(such as a streamer mixture) was not expected to create excessive damages
to the RPCs. For the pp operations, instead, less stringent spatial resolu-
tion constraints were expected but, at the same time, a greater exposure (∼
200 Mhits/cm2/year) was foreseen. To slow down the aging induced by pp
operation, a large-amplitude avalanche mixture, with a lower charge per hit
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with respect to the streamer mode, was investigated.
An important factor that led to the choice of a maxi-avalanche, and not

pure avalanche, gas mixture lies in the front-end electronics that were ini-
tially developed for the ALICE muon RPCs. Indeed, the foreseen front-end
electronics were equipped with the ADULT (ADUal Threshold) chip106, spe-
cifically developed for streamer mode operation. This front-end electronics
was exploiting the fact that usually a streamer signal is preceded by a large-
amplitude avalanche (as described in Section 2.1), which is a fast and precise
signal (in terms of timing resolution). The ADULT chip was using the large-
avalanche signal to get the time reference and the streamer signal (within
a programmable time interval from the avalanche) to confirm the hit. In or-
der to discriminate the two signals, two thresholds are needed (a lower one
for the avalanche and a higher one for the streamer). With this technique, a
similar time resolution was obtained with the avalanche and streamer mix-
tures. Even when both thresholds were set to the lowest achievable value
(above noise), a pure avalanche mixture would not provide signals above
this minimum threshold, hence the need to obtain very large avalanche sig-
nals.

After studying the detector response using cosmicmuons and beam tests,
their long-term operation had to be assessed as well. This was done by
means of aging studies in which the detectors were exposed to a high ion-
izing particle flux to simulate their long-term operation in the experiments.
Those tests were carried out at the CERN Gamma Irradiation facility107,
where a 0.5 TBq 137Cs source could be used (in combination with a muon
beam to test detector performance) to simulate a high radiation background
to accelerate the RPC aging process and study their long-term behavior.

The results of the aging test with the streamer mixture (50.5% Ar, 41.3%
R134a, 7.2% C2H10 and 1% SF6) are shown in Figure 2.14. The left panel
shows the trend of the dark current and dark counting rate (quantities meas-
ured when the detector is not exposed to the GIF 137Cs source), as a function
of the integrated charge (integral of the current in time, assuming 500 pC/hit
on average, 50 mC/cm2 correspond to the above mentioned 100 Mhits/cm2).
An increase of the dark current is observed, while the dark counting rate
remains stable around 0.4 Hz/cm2. The right panel of Figure 2.14 shows
instead the trend of the efficiency as a function of the integrated charge. A
slight decrease over time can be observed, which was attributed to an in-
crease in bakelite resistivity following the irradiation103. Nevertheless, at
the end of the irradiation studies, the RPC efficiency is above 97%, still com-
patible with operation in ALICE.
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Figure 2.14: Left panel: trend of dark current/dark counting rate as a function of the integrated
charge with streamer mixture during aging studies. Right panel: trend of efficiency with streamer

mixture during aging studies. Figures taken from [103]

The results for the test with a saturated avalanche mixture are reported
in Reference [104]. Initially, a mixture of 88% R134a, 10% C4H10 and 2% SF6
was tested (with an operating voltage ∼ 11000 V). The idea behind the high
i-C4H10 concentration is to operate the RPCs with a highly quenched gas
mixture, in order to avoid streamer formation even for the high gas gain,
needed to operate with the ADULT front-end electronics, which did not
provide an amplification stage104. Acceptable values, in terms of efficiency,
cluster size (slightly higher than with the streamer mixture but still accept-
able for pp data taking), time resolution and charge per hit were reached
with the prototype under test. Moreover, a lower impurity production with
respect to the streamer mixture was observed. During aging studies, after
the integration of 100 Mhits/cm2, some current instabilities were noticed
and were attributed to the high detector working voltage. It was then de-
cided to lower the SF6 content down to 0.3% (while increasing the R134a
fraction) and to test the detector performance with this new mixture. Ac-
ceptable values of all the measured parameters were found, moreover the
working voltage was lowered to about 10100 V and the average charge per
hit was reduced to about 150 pC/hit. A new aging test was carried out with
two RPC prototypes and the results of this campaign are shown in Figure
2.15. The left panel shows the trend of absorbed dark current/rate, and ef-
ficiency, as a function of the integrated charge. The dark current remains
low and the efficiency stable throughout the whole irradiation period. The
right panel shows instead the comparison of the efficiency curve, before
and after the aging test: no voltage shift of the efficiency curve is observed.

The tests described above are a summary of the main steps followed by
the ALICE RPC group in the search for a proper gas mixture for the opera-
tion in ALICE. The full details of the the process, as well as the full list of
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Figure 2.15: Left panel: trend of dark current/dark counting rate/efficiency as a function of the
integrated charge with maxi-avalanche mixture during aging studies. Right panel: comparison of

efficiency plateau at the start and at the end of the aging test. Figures taken from [104]

publications regarding the subject can be found in Reference [108]. In the
end, following the very promising results obtained from themaxi-avalanche
aging tests, it was decided to use the same maxi-avalanche mixture for all
types of colliding systems (meaning for both pp and Pb-Pb collisions), also
due to the measured charged-particle multiplicity of Pb-Pb collisions at the
LHC109, which turned out to be lower than the values (extrapolated from
RHIC measurements) assumed during the detector design and R&D phase.

2.3.3 MID running conditions in RUN3 and RUN4

By the end of LHC RUN2, in 2018, some of the ALICE RPCs had integrated
an amount of charge close to their certified lifetime of 50 mC/cm2, as shown
by Figure 2.16, where the integrated charge versus time for one of the MID
RPC planes is shown. The figure reports values for the RPC which integ-
rated the largest amount of charge (∼ 30 mC/cm2) and the average value
(∼ 12 mC/cm2) by the end of RUN2.

To slow down the integrated charge accumulation and, at the same time,
improve the detector rate capability, it was decided to upgrade the front-
end electronics to a new model, called Front-End Rapid Integrated Circuit
(FEERIC, extensively described in Reference [111] and in 4.3.4.3). This new
front-end electronics allows one to discriminate signals with amuch smaller
charge content, allowing one to operate the RPCs at ∼ 1 kV lower voltages
and reducing the mean charge per hit by a factor 3-4, improving the rate
capability and slowing down aging. Figure 2.17 shows the comparison of
the absorbed current at the working point with the old (ADULT) and new
(FEERIC) front-end boards. The current reduction is evident and is shown
for different values of FEERIC thresholds.

Table 2.1 shows the expected hit rate for the MID RPCs in pp and Pb-
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Figure 2.16: Trend in time for the accumulated charge by one ALICE MID RPC plane. The green
and red curves refer to the RPC which integrated the least and the most charge while the black

one represents the average. Figure taken from [110]

Figure 2.17: Comparison of the absorbed current at working point for an ALICE MID RPC if the
signals are discriminated with the old (ADULT) and new (FEERIC) front-end electronics, for

different FEERIC thresholds. A reduction in the absorbed current is observed due to the fact that
the RPC is operated at much lower voltages. Figure taken from [112]

Pb collisions during RUN3 and RUN4112. The table reports the expected
average rate, as well as rate for the most exposed RPC. The Pb-Pb estimates
are for an interaction rate of 100 kHz, i.e., a safety factor of 2 is considered.

Table 2.2 reports an estimate of the integrated hits and integrated charge
for RUN3 and RUN4. The calculations assume 1 month of Pb-Pb and 6
months of pp collisions per year and assume a 60% running time and the
worst-case scenario (i.e. the maximum rate reported in Table 2.1) is as-
sumed. Moreover, a charge per hit of ∼ 30 pC is assumed, according to
Reference [111]. Another scenario, identified as RUN4 (ECO) is presented
in the table and it contains the expected integrated charge in case the detect-
ors will be operated with one of the eco-friendly alternatives discussed in
Chapter 4. As it was said at the beginning of this chapter, the subject of this
thesis is the search for an eco-friendly alternative to operate the RPCs of
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pp Average pp maximum Pb-Pb average Pb-Pb maximum

5 Hz/cm2 13 Hz/cm2 48 Hz/cm2 90 Hz/cm2

Table 2.1: Expected hit rate for the MID RPCs in pp and Pb-Pb collisions in RUN3 and RUN4.
Table taken from [112]

the ALICE MID during RUN4, so this scenario is also presented in Table 2.2.
The charge calculations are based on the results presented in 4.5.3, where it
will be shown that the potential eco-friendly alternative gas mixtures have
a charge per hit that is ∼1.6-1.7 times as high as the standard gas mixture,
hence a charge per hit ∼ 50 pC is assumed in the calculations.

Mhits pp Charge pp Mhits Pb-Pb Charge Pb-Pb

RUN3 485 Mhits/cm2 15 mC/cm2 550 Mhits/cm2 17 mC/cm2

RUN4 485 Mhits/cm2 15 mC/cm2 550 Mhits/cm2 17 mC/cm2

RUN4 (ECO) 485 Mhits/cm2 24 mC/cm2 550 Mhits/cm2 27 mC/cm2

Table 2.2: Estimate of integrated hits and charge for the MID RPCs in RUN3 and RUN4, for the
most exposed RPC and assuming a charge of ∼ 30 pC per hit. The possible scenario where an

eco-friendly gas mixture is employed in RUN4 is also considered (see text for details)

2.4 A study of aging effects in the MID RPCs
This section shortly summarizes the studies performed by the author of this
thesis shortly before, and partially in parallel, with the main thesis work
presented in Chapters 4 and 5. The outcome of these studies is published in
Reference [110].

By the end of RUN2, in 2018, possible signs of detector aging, under the
form of an increase in the absorbed dark current, were observed in around
50% of the MID RPCs100. This is the only potential sign of aging shown
by the system, since the trend of efficiency in time did not show any sign
of degradation, as shown in the left panel of Figure 2.18. Shown there is
the trend of the average RPC efficiency in one of the four detection planes
(referred to as MT22) during RUN1 and RUN2. Similar trends have been
observed for the other three detection planes. The figure reports two dif-
ferent trends, addressed to as bending and non-bending plane: the names
refer to the strip plane orientation, with respect to the dipole magnetic field.
The horizontal strips correspond to the bending direction, while the vertical
ones to the non bending. The right panel of Figure 2.18 shows the trend of
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the dark current for the RPCs in the same detection plane (MT22): the black
line refers to the average dark current of all RPCs, the green one to the RPC
which absorbs the minimum dark current and the red one to the one with
the highest dark current. The efficiency shows a stable trend throughout
the whole period shown (LHC RUN1 and 2), while the dark current shows
the above mentioned increase, especially during RUN2 (2015-2018).
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Figure 2.18: Left panel: trend of bending and non-bending plane efficiency for MT22. Right
panel: trend of dark current for the RPCs in plane MT22. Figures taken from [110]

A possible explanation for the observed dark current increase could be
the deposition of fluorinated compounds (mainly HF), on the inner surfaces
of the detectors. These can be created by the interaction of F− ions (pro-
duced by the breakage of the F-rich gases in the mixture by the radiation)
with the water vapour present in the mixture74. These compounds can stick
to the inner bakelite layers, creating a thin conductive layer, which could
lead to an increase of the dark current. To test this hypothesis, a few RPCs
that showed particularly high dark current were flushed with pure Ar and
kept with the high voltage switched on for ∼ one month and the presence
of pollutants in the output gas was monitored. It is well known, as reported
in Reference [85], that when RPCs are flushed with pure Ar and the high
voltage is switched on, a plasma is created inside the gap. If some impurit-
ies are deposited on the inner surfaces of the RPCs, the impinging ions and
electrons from the plasma, might be able to mechanically detach those im-
purities and the gas flow might be able to remove them from the detector.
By analyzing the output gas, one could observe the presence of those de-
tached impurities. To carry out the gas analysis, a gas chromatograph (GC),
a mass spectrometer (MS) and an Ion Selective Electrode (ISE) were connec-
ted to the output gas lines of the RPCs. The GC is used to separate the gas
mixture in its constituents, while the MS (connected in series to the GC) is
used to identify them. The ISE is specifically calibrated to detect F− ions in
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concentrations smaller than the GC-MS resolution.
Together with the study of possible impurities in the exiting gas, another

goal of this test was to check whether the action of the Ar plasma could lead
to the reduction of the absorbed dark current. This was measured and com-
pared before and after the test. Around 20 RPCs were flushed with pure Ar
while the others were left open to air. Out of the 20 flushed RPCs, the high
voltage was switched on (and the Ar plasma created) only for two of them
but the dark current was compared in all cases, in order have a full-spectrum
(with Ar plasma, Ar without plasma and no treatment) comparison before
and after the test. Figure 2.19 shows the experimental setup just described.

Figure 2.19: Scheme of the Ar plasma setup for impurities production measurement in the output
gas. Figure taken from [110]

The outcome of the measurement was two-sided: on the one hand, the
production of an impurity, identified as CO2 thanks to the mass spectro-
meter, was observed with the GC when the RPCs were flushed with Ar
and the high voltage was switched on. On the other hand, thanks to the
ISE, the production of fluorinated compounds was observed when the high
voltage was switched on. The first observation may be explained by con-
sidering the ionic current conduction model in linseed oil, hypothesized by
Va’vra in [113]. This is supported by the fact that the measured CO2 concen-
tration in the output gas is directly proportional to the circulating current.
The second observation can be linked to the detachment of fluorinated com-
pounds from the inner surfaces of the RPCs thanks to the action of the Ar
plasma. This hypothesis is supported by the fact that no fluorinated com-
pounds were present if the high voltage was not switched on. Moreover,
no F− ions were observed in the input gas. Figure 2.20 shows the two res-
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ults just described. The left panel shows the correlation between current
and CO2 concentration, while the right one shows the F− ion production
(expressed in ppm/h), as a function of the integrated charge during the Ar
plasma test.

Figure 2.20: Left panel: trend of CO2 concentration as a function of the current. Right panel:
trend of F− ions production as a function of the integrated charge during the Ar plasma test. In

both cases the RPCs were flushed with Ar. Figures taken from [110]

The F− ions production does not seem to decrease, meaning that, poten-
tially, if one continues to maintain a plasma in the RPCs, more fluorinated
impurities would be detached and removed by the gas flow; this could not
be done due to time constraints. The dark current was compared to the val-
ues before the Ar plasma test and no significant reduction was measured
for any chambers, neither for the two detectors where the plasma was cre-
ated nor for the ones that were simply flushed with Ar. The observations
regarding CO2 and F− ion production are indeed interesting and would de-
serve further studies, but it remains an open question to which extent they
are related to the observed dark current increase.





Chapter 3

The search for an eco-friendly gas mixture
for RPCs

This chapter is meant to provide an introduction to the main subject of this
thesis, i.e., the search for an eco-friendly gas mixture for RPC detectors, and
specifically for the RPCs of the ALICEmuon identification system (MID). As
already mentioned at the beginning of Chapter 2, the goal is to find an eco-
friendly replacement for the gas mixture of these detectors by the start of
the LHC RUN4 (foreseen in 2029). Section 3.1 describes why this subject is
a hot topic for RPC communities (not only) at CERN. Section 3.2 provides a
description of the current state of the art in the search for eco-friendly gas
mixtures for RPC detectors; it contains a summary of recent studies carried
out by the ALICE group in Turin, and also a brief overview of the work
carried out by other groups. Section 3.3 introduces the ECOgas@GIF++ col-
laboration, since most of the work described in the following was carried
in the context of said collaboration. The ECOgas@GIF++ was born as a
joint effort among the LHC experiments and the CERN detector technolo-
gies group, to share knowledge and means in the search of eco-friendly gas
mixtures for RPC detectors.

3.1 F-gases emissions at CERN
As discussed in Chapter 2, RPC detectors are usually operated with a gas
mixture that contains a high fraction of fluorinated gases (F-gases), mainly
1,1,2,2-tetrafluoroethane (C2H2F4), also known as R134a or simply freon, and
sulfur hexafluoride (SF6). As mentioned in 2.2.4, such gases pose a serious
environmental threat due to their negative impact on global warming. In-
deed, new European Union regulations94 have set the ambitious goal to re-
duce non-CO2 emissions (including F-gases) by 80%, with respect to 1990
levels, by the year 2050. Different strategies have been adopted to move
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in this direction but, without a doubt, the most efficient one is to impose
a progressive phase-down of the F-gases production and placement on the
market. Although research facilities are currently exempt from this type
of regulation, the global phase-out of these gases has already caused an in-
crease of their price and a reduced availability114, making the search for
more eco-friendly alternative a priority for a number of gaseous detectors,
and in particular for RPCs.

In 2020, CERN has published its second environment report115, providing
a comprehensive description of the environmental impact of all the activit-
ies carried out in the laboratory. The section regarding F-gases emissions is
divided into three scopes: scope one contains the direct emissions from the
experiments (detectors and cooling systems), scope two reports the indir-
ect emissions due to the generation of electricity, heating/cooling and, last,
scope three comprises other indirect emissions, such as catering, commutes
and official travels of personnel.

It is customary to quantify the emissions of any greenhouse gas using
the CO2 equivalent. This metric is based on the concept of Global Warm-
ing Potential (GWP, introduced in Section 2.2.4) and it can be calculated
by multiplying the amount of gas expelled in the atmosphere (usually ex-
pressed in tonnes) by its GWP. Figure 3.1 shows the CERN CO2 equivalent
consumption as reported in the second environment report.

As it can be clearly seen in the right panel of Figure 3.1, RPCs (main
subject of this thesis) are the detectors which contribute the most to these
emissions, mainly due to leaks at the detector level. Some of the leaks can-
not be repaired, due to physical inaccessibility of the RPCs inside the ex-
periments. In absolute terms, the emission by CERN is comparable to the
one by a medium-size industry. Despite this consideration, the reduction
of F-gases consumption is advisable, to align to the new EU regulations. A
few solutions have been explored for the short-term operation of the de-
tection systems117 and they mostly consist in a reduction of the amount of
used gas but they don’t foresee a complete abandonment of F-gases. One
possibility is to optimize the current technology, for example by improv-
ing the gas re-circulation systems. The main concern with this approach is
that re-circulation of the gas mixture requires a very efficient purification
system, to filter out all the impurities that are created in the gas when it
interacts with the radiation. This is not easy and, at the same time, one
cannot recirculate 100% of the gas and a certain fraction of fresh gas will
always be needed, for example to compensate leaks. Another approach is
the one of gas recuperation, meaning that the gas mixture exiting from the
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Figure 3.1: Left panel: CERN CO2 equivalent gas consumption from scope one. Figure taken from
[115]. Right panel: detailed emission levels from different detection system at CERN. Figure taken

from [116]

detectors is recovered and its components are separated and reused. This
solution is even harder than re-circulation and the yield is very low, making
it costly and far from perfect, since the procedure to separate the individual
components cannot be fully optimized due to the chemistry of the gases
in the mixture117. These two solutions may yield acceptable results in the
short-term but, as outlined, they are costly, not perfect, and could lead to
issues in the detector operation (for example due to the presence of non-
filtered pollutants in the recycled gas mixture). More fundamentally, they
would still rely on the availability of F-gases on the market. A third, more
radical approach is to find a new, more eco-friendly gas mixture, where at
least R134a is replaced by a different gas, while preserving performance and
long-term detector stability. This approach is discussed in detail in the next
section.

3.2 State of the art
Many laboratory studies have started in the direction of finding an eco-
friendly alternative for RPC detectors118–120. They focus on the replacement
of the main contributor to the mixture GWP, that is R134a. Although some
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more recent investigations have also addressed SF6121, the search for an al-
ternative this crucial gas is still in a primordial stage and will not be dis-
cussed further in this thesis.

Possible candidates for the replacement of R134a have been identified in
the family of the hydrofluoroolefins (or HFO) gases. These are chemically
very similar to R134a but with a much lower GWP (∼ 6, vs 1488 for R134a).
Among those gases, the 2,3,3,3-tetrafluoropropene (HFO-1234yf) and 1,3,3,3-
tetrafluoropropene (HFO-1234ze) are of particular interest, given their em-
ployment in the refrigeration industry, leading to widespread availability
and relatively low cost. Between the two, HFO-1234ze was chosen, since
the yf allotrope is reported to be mildly flammable (reason of concern for
the experiment safety). Figure 3.2 shows the 3D chemical structure of the
R134a (left) and HFO-1234ze (right). The grey circles represent the carbon
atoms, the light green ones fluorine and the white ones hydrogen.

Figure 3.2: Left: R134a molecule (C2H2F4). Right: HFO-1234ze molecule (C3H2F4). The arrow
symbolizes the transition from one molecule to the other

Some results of the studies of full replacement of R134a with HFO-based
gas mixtures will be illustrated in the following. They are organized in
two subsections: the first one describes the results obtained by the ALICE
group, while in the second one studies from other groups (mainly from the
ATLAS collaboration) will be summarized. The main difference between
the ALICE studies and those of other groups is the i-C4H10 content of the
tested gas mixtures. Indeed, as previously shown in Section 2.3, the current
ALICE gasmixture contains a higher i-C4H10 fractionwith respect to the gas
mixture employed in ATLAS and CMS122, and this feature was propagated
to the choice of the first eco-friendly mixtures to be explored.

3.2.1 Preliminary studies on HFO-based gas mixtures

Ideally, one would take the standard gas mixture and fully replace the R134a
with the HFO. Such a strategy was shown to be unfeasible, mainly because
the HFO has a lower first Townsend coefficient, with respect to R134a123,
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hence the working voltage for a 2 mm gas gap detectors would be above
15 kV (against the current 9.5-10 kV). This would pose too strict require-
ments on the quality of the inner electrode surface, as even the slightest im-
perfection would become a source of noise counts and extra-current. Also,
the currently employed high voltage infrastructure (cables, connectors and
so on) was not designed to support such a high voltage. Hence, the working
point has to be reduced. A possible solution would be to introduce in the
mixture a gas that acts as place-holder, meaning that it does not actively
take part in the charge multiplication process, but it has the effect of redu-
cing the partial pressure of HFO in the mixture, thus reducing the detector
working voltage124.

3.2.1.1 Search for eco-friendly gas mixtures in ALICE

References [120] and [125] present the results of studies carried out in the
framework of the ALICE experiment. In these works, the performance of
an ALICE-like RPC prototype (50x50 cm2 single gap RPC, with 2 mm thick
bakelite electrodes and 2 mm gas gap), flushed with various HFO-based gas
mixtures have been studied and comparedwith the ALICE standard gasmix-
ture (89.7% C2H2F4, 10% i-C4H10 and 0.3% SF6). In particular, the dilution of
HFO with different atmospheric gases (such as O2, N2, Ar and CO2) was
studied, using a cosmic-ray telescope at the Turin INFN laboratory. The
RPC response was studied using the new ALICE MID front-end electronics
(FEERIC111), to compute the RPC efficiency and cluster size. The discrimina-
tion threshold was set to ∼ 130 fC, to be in line with the value used for tests
carried out during the ALICE data taking between 2015 and 2018, aimed at
validating the new front-end electronics126. At the same time, the readout
strips were coupled to an oscilloscope, allowing the authors to also perform
signal shape and streamer contamination studies. In these studies, all the
signals with amplitude above 18 mV (over 50 Ω at the oscilloscope input)
are classified as streamers.

Figure 3.3 shows the comparison of the efficiency and streamer contam-
ination curves for the ALICE standard gas mixture and a mixture composed
by pure HFO. When the ALICE standard gas mixture is used, the efficiency
plateau is reached at ∼ 9.8 kV, and the corresponding streamer probability
is ∼ 5% (black curve). For what concerns pure HFO, instead, the efficiency
does not show any sign of growth up to 14 kV (meaning that the detector
working point is at higher voltages).

The first step taken to lower the working point was to dilute the HFO
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Figure 3.3: Efficiency and streamer contamination curves for the ALICE standard gas mixture (in
black) and for pure HFO (in red). Figure taken from [125]

with some atmospheric gases. In particular, mixtures composed by 45%
HFO, and remaining fraction by either O2 or N2 or Ar were tested. The effi-
ciency and streamer contamination curves for these mixtures are shown in
Figure 3.4, where the desired reduction of the working point can be clearly
observed. In detail, the working point for the mixture containing 55% Ar
(in red in Figure 3.4) is ∼ 200 V lower with respect to the ALICE standard
gas mixture. For the mixtures containing O2 and N2 (in green and blue re-
spectively) the working point is lower than pure HFO but it is, respectively,
1 kV and 1.5 kV higher with respect to the ALICE standard gas mixture. The
bottom panel of Figure 3.4 shows the trend of the streamer fraction for the
mixtures listed above: streamer suppression is bad for all the HFO-based
mixtures. In detail, the streamer fraction at the working point is ∼ 80%,
while it is ∼ %5% with the ALICE standard gas mixture.

Measurements of the prompt charge were also carried out and it was re-
ported that, for the ALICE standard gas mixture, the average prompt charge
(at the detector working point) is ∼ 2.6 pC. For the HFO-Ar and HFO-N2

mixtures, the value increased up to ∼ 66 and ∼ 68 pC. It was reported to be
lower for the O2-diluted mixture, at a value of ∼ 36 pC. When the detector
was operated with a high O2 fraction, current instabilities were observed
over a short time span (few hours). The high charge content, coupled with
these instabilities, makes these gases not suitable for RPC operation, so the
attention was shifted to another atmospheric gas, CO2. Different concentra-
tions of HFO and CO2 have been tested and the results are shown in Figure
3.5.

In the top panel, the efficiency curves for three different mixtures are
shown (ratio of 45/55, 50/50 and 55/45 HFO/CO2). Two clear observations
can be inferred by looking at those curves: first, the efficiency curve for
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Figure 3.4: Top panel: Efficiency curves for gas mixtures containing 45% HFO and 55% O2 or N2
or Ar, and for the ALICE standard gas mixture. A 200 V decrease of the working point if Ar is
used as place-holder is observed, while a 1-1.5 kV increase is seen if O2 or N2 are employed.
Bottom panel: streamer contamination curves for the same mixtures described above. No

significant difference among the mixtures but higher streamer fraction with respect to the ALICE
standard gas mixture (in black) can be observed. Figure taken from [125]

the mixture with the lowest HFO concentration is shifted by 1 kV to higher
voltages, with respect to the ALICE standard gas mixture; second, increas-
ing the HFO concentration has the effect of shifting the working point to
higher voltage, by roughly 1 kV every 10% added. From the bottom panel
of Figure 3.5, it is possible to see that the same HFO addition has the effect
of lowering the streamer contamination (∼ 55% at working point if the mix-
ture with 55% CO2 is considered). The average prompt charge per hit, with
this mixture, is ∼ 27 pC, still an order of magnitude higher than the with
the standard gas mixture but much lower than the previously describedmix-
tures. Also, no current instability was observed when CO2 was employed.
All these observations make CO2 the most promising candidate as a place-
holder gas. To improve the streamer suppression in the HFO-CO2 gas mix-
tures, the addition of different fractions of i-C4H10 and SF6 has also been
studied. It is well known (as reported in Section 2.2.4), that i-C4H10 has a
high photon-absorption cross section, so it acts as a quenching gas, absorb-
ing the photons generated by atom de-excitation or ion-electron recombin-
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Figure 3.5: Top panel: efficiency curves for gas mixtures containing varying fractions of HFO and
CO2. An increase of the working point by roughly 1 kV every 10% of HFO added is observed.

Bottom panel: streamer contamination curves for the same mixtures described above. An increase
of the streamer suppression is observed if the HFO concentration is increased. The streamer
suppression is still much lower than the one of the ALICE standard gas mixture. Figure taken

from [125]

ations in the gas. SF6, thanks to its high electron attachment coefficient, can
absorb free electrons in the gas, reducing the avalanche size both in terms
of charge (hence increasing streamer suppression) and spatial development.

TheHFO concentrationwas kept at 45% and different fractions of i-C4H10

and CO2 were added to the mixture. The iso-butane concentration was var-
ied from 0 to 30% and the effects of this process are shown in Figure 3.6. In
terms of efficiency (top panel), no clear behavior emerges if the isobutane
is in the range 0 - 10%, but going from 10 to 20%, produces a shift to higher
voltages by ∼ 600 V in the efficiency plateau. The streamer contamination
at the working point (shown in the bottom panel of the figure) decreases
from 40% (if 0 or 5% isobutane is added to the mixture) to 20% if more than
10% isobutane is added to the mixture.

The role of SF6 was studied as well, using a mixture of HFO and CO2.
The results of the addition of 1% SF6 to a mixture of 50% each HFO and



State of the art 67

Figure 3.6: Top panel: efficiency curves for gas mixtures containing varying fractions of i-C4H10
and CO2 (HFO concentration is fixed to 45%). A shift of ∼ 600 V is observed if the isobutane

fraction is increased from 10 to 20%. Bottom panel: streamer contamination curves for the same
mixtures described above. An improved streamer suppression is observed if the isobutane

concentration is increased. Figure taken from [125]

CO2 are reported in Figure 3.7. This addition has the effect of shifting the
efficiency plateau by 1 kV towards higher voltages and, at the same time, to
reduce the streamer contamination down to 5% at the working point. Also,
the average prompt charge per hit, at working point, is lowered to ∼ 4 pC
(recall that for the ALICE standard gas mixture, this figure is ∼ 2.6 pC and
for a mixture of 50% HFO and 50% CO2 it is ∼ 33 pC). These figures are
comparable to the performance of the ALICE standard gas mixture. The
issue is that the working point is shifted by ∼ 2 kV to higher voltages and
this is not advisable, due to the constraints posed by the current detector
technology and high voltage infrastructure, as outlined in Section 3.1.

In summary, this study showed the response of a single gap RPC, oper-
ated with different HFO-based gas mixtures, containing different gases as
place-holders. Among those, CO2 was shown to be the most promising one,
in terms of current stability and charge released in the gap. The addition
of i-C4H10 and SF6 to the mixture also showed very encouraging results in
terms of streamer suppression and released charge. Systematic studies in
which the ratio between the four components of the mixture was varied
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Figure 3.7: Top panel: Efficiency curves for a gas mixture based on HFO and CO2, with and
without SF6. Adding 1% SF6 shifts the working point by ∼ 1 kV towards higher voltages. Bottom
panel: streamer contamination curves for the same mixtures described above. The SF6 addition
greatly lowers streamer contamination, down to ∼ 5% at working point. This is compatible with
the ALICE standard gas mixture performance. The working point is almost 2 kV higher with

respect to the standard gas mixture. Figure taken from [125]

two at the time can be found in Reference [120]. The two most promising
gas mixtures that were pinpointed by these studies are composed as fol-
lows: 50% CO2, 39.7% HFO, 10% i-C4H10, 0.3% SF6 and 50% CO2, 39% HFO,
10% i-C4H10, 1% SF6. Their GWPs are respectively 72 and 232 (to be com-
pared against the current 1400 of the ALICE standard gas mixture). The
behavior of the RPC under test, when flushed with these two mixtures, is
shown in Figure 3.8. One can see that for the mixture with lower SF6 con-
tent, the working point is close to the one obtained for the ALICE standard
gas mixture but the streamer probability (shown in the bottom panel of the
figure) is much higher with respect to the standard gas mixture (∼ 12% at
HV-HV𝜖=0.9 of∼ 200 V). The gas mixture with a higher SF6 content, instead,
shows a shift of the working point towards higher voltages but, at the same
time, also a greater streamer suppression (lowering the streamer contamin-
ation to ∼ 6%). Similarly to the R134a-based gas mixtures, SF6 seems to be
playing a key role in streamer suppression in HFO-based gas mixtures, with
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the addition of CO2.

Figure 3.8: Top panel: efficiency curves for the two most promising HFO-based gas mixtures
pinpointed by the ALICE group. With a lower SF6 content the working point is closer to the one
obtained with the ALICE standard gas mixture. Bottom panel: streamer contamination curves for
the same mixtures described above. Increasing the SF6 concentration to 1% decreases significantly
the streamer contamination at working point, from ∼ 12 to ∼ 6%. This value is similar to the one

obtained with the ALICE standard gas mixture. Figure taken from [120]

3.2.1.2 Search for eco-friendly gas mixtures in other groups

The results discussed in the previous section have shown how two prom-
ising HFO-based gas mixtures, with the addition of CO2, have been found in
the context of the ALICE collaboration. However, the i-C4H10 concentration
was kept at 10%. A mixture with a higher isobutane content (classified as
flammable) can be employed in the ALICE experiment since all the 72 RPCs
of the muon identification system can be easily accessed (unlike the ones in
the other LHC experiments) and any gas leak can be repaired. For the other
LHC experiments, such as ATLAS and CMS, the use of a flammable gas mix-
ture is not advisable. The RPCs in those experiments are operated with a
different gas mixture, composed as follows: 95.2% R134a, 4.5% i-C4H10 and
0.3% SF6122. The following section will report some of the preliminary res-
ults obtained using gas mixtures with a reduced isobutane content (5%). In
particular, part of the studies performed by the ATLAS collaboration and
reported in Reference [127] are summarized here.
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In this work, a small ATLAS-like RPC prototype (57 x 10 cm2, 2 mm gas
gap and 1.8 mm thick bakelite electrodes) was tested using cosmic muons.
The signal, without amplification, is read out on both sides of a single strip,
using an oscilloscope. One of the two signals is acquired with the max-
imum scope sensibility, to optimize the avalanche studies, while the other
is readout with a variable scale in the oscilloscope, to study the streamers
(acquisition window: 200 ns in both cases). Furthermore, the ionic signal
(which gives the best estimate of the total charge released in the detector)
is also acquired, using a 10 kΩ resistor connected to the ground graphite
electrode (acquisition window: 100 𝜇s). The cosmic trigger is provided by
the coincidence of four RPCs and a 1 mm-gap RPC is used as a confirmation
signal for the efficiency measurements.

These studies report, together with efficiency measurements, three dif-
ferent charge values, defined as follows: avalanche charge (integral in the
10 ns window around the first peak that crosses the threshold), total prompt
charge (integral in the last 180 ns interval, first 20 ns are used to estimate
the RMS of the signal) and ionic charge (integral of the last 80 𝜇s of the long
acquisition window, the first 20 𝜇s are used for noise calculation).

These studies have shown how, for the HFO-based gas mixtures, a great
fraction of events are characterized by multi-avalanche signals, shown in
the right panel of Figure 3.9 (next to an example of single avalanche signal).
For this reason, the term extra-charge probability is introduced and used,
rather than streamer probability or contamination.

Figure 3.9: Left panel: example of single avalanche signal. Right panel: example of a
multi-avalanche signal, identified as extra-charge. These signals also include the events usually

classified as streamers. Figure taken from [127]

In the main study reported in [127], the i-C4H10/SF6 fractions were kept
constant at 5% and 1% respectively, while three different sets of HFO and
CO2 fractions were tested: 38%/56%, 33%/61% and 28%/66%. The i-C4H10
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and SF6 fractions were chosen following preliminary studies, also repor-
ted in [127]. These show that changing the isobutane concentration has
the only effect of moving the detector working point, while it does not
have any effect on the total charge delivered at working point and on the
avalanche/extra-charge separation. Hence, the smallest possible isobutane
fraction was preferred to grant the non-flammability of the gas mixture.

Figure 3.10 shows the results obtained with the three mixtures discussed
above.

Figure 3.10: a) Efficiency curves for the three tested gas mixture; increasing the HFO
concentration shifts the working point towards higher voltages (∼ 400 V every 5% HFO) b)

Extra-charge probability as a function of high voltage; the extra-charge contamination is smaller
for mixtures with higher HFO content c) Ionic charge as a function of the high voltage; the value
at working point is greater for the gas mixture with higher HFO concentration d) Prompt charge
as a function of the high voltage; the value at working point is compatible among the mixtures.

Figure taken from [127]
.

Panel a) shows the efficiency curve for the three mixtures tested. As
highlighted also in [125], the reduction of the HFO content lowers the de-
tector working point (in this case by ∼ 400 V every 5%). Panel b) shows
the extra-charge contamination and one can see that it becomes smaller
for the mixtures with a greater HFO content, pointing to a larger separa-
tion between avalanche and extra-charge events in this mixture. The ionic
charge, shown in panel c), seems to be larger for the mixture with higher
HFO content (∼ 30 pC versus ∼ 20 pC for the other two) while the total
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prompt charge for the three mixtures (shown in panel d), seems to be sim-
ilar at working point (11.3, 11.7 and 12 kV for increasing HFO content re-
spectively) and it is around ∼ 3 pC. These results have to be compared to
the ones obtained with the standard ATLAS gas mixture, also reported in
[127], which show a total avalanche charge and ionic charge, at the work-
ing point, of ∼ 2 and 15 pC respectively. The studies by the ATLAS group,
just discussed above, have shown how HFO-based gas mixtures with lower
isobutane content with respect to the ones described in References [120,
125] also yield promising results in terms of detector performance.

3.3 The way forward
The works described above showed how promising HFO-based gas mix-
tures, with the addition of CO2, i-C4H10 and SF6, have been found and how
RPCs operated with them have shown satisfactory results when exposed to
cosmic rays. The next steps, in the search for eco-friendly gasmixtures, fore-
sees the study of detector performance in more controlled environments,
such as in beam tests. Indeed, a collimated charged-particles beam, with
known direction and energy, provides a cleaner data taking environment,
rather than the cosmic muons. Furthermore, it allows one to collect a high
amount of signals in a shorter amount of time, increasing the available stat-
istics for detailed studies, e.g, of the signal shape and amplitude. Together
with this, one should also investigate the rate capability of the detectors,
that is the study of the detector response when operated in a high back-
ground environment (as is the case in the LHC experiments). Moreover,
the study of the long-term stability of the detectors, when operated with
these new gas mixtures, has to be carried out. This can be done by means
of an aging test, where the detectors are exposed to a higher particle flux
than what they are expecting to face when operated in the experiments, al-
lowing one to simulate many years of operation in a shorter time span and
to monitor their stability.

This thesis presents, in Chapters 4 and 5, the results of the first beam and
aging tests ever carried out on these new eco-friendly gas mixtures. Since
this kind of studies is of interest for all the LHC experiments, members of the
ALICE, ATLAS, CMS, LHCb collaborations and of the CERN detector tech-
nologies (EP-DT) group decided to launch a common R&D program, giving
birth to the ECOgas@GIF++ collaboration. The idea behind this collabora-
tion is to have a common experimental setup installed at the CERN Gamma
Irradiation Facility (GIF++)128, where both the beam tests and aging stud-
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ies can be carried out. Each of the groups provided one or more prototype
detectors, to be installed on the common setup, sharing the infrastructures
for gas, high voltage, monitoring and data acquisition. In this approach, the
cost (both in terms of manpower and money) is reduced and, last but not
least, the exchange of knowledge, experience and ideas in a collaborative
environment is facilitated.

Following themain findings of the preliminaryworks cited in this chapter,
the strategy adopted by the collaboration is to fully replace the R134a with
various combinations of HFO and CO2 as placeholder gas. Different mix-
tures have been proposed and tested, both for what concerns their perform-
ance in beam tests and their aging properties. The results shown in this
thesis will be focused mainly on the RPC of the ALICE group but a brief de-
scription of the other RPCs will be provided, and, when needed to complete
the discussion, results obtained with other RPCs will be reported.





Chapter 4

Beam test studies at the CERN Gamma Ir-
radiation Facility

This chapter contains the description of the beam tests that have been car-
ried out with HFO-based gas mixtures at the CERN Gamma Irradiation Fa-
cility (GIF++) and it is organized as follows. Section 4.1 contains a brief
introduction to the beam test and describes the different gas mixtures that
have been tested. Section 4.2 describes the GIF++, focusing on its gamma
source and muon beam. Section 4.3 contains a description of the experi-
mental setup: the detectors employed, the services (gas, high voltage), the
logic behind the trigger creation and, last, the data acquisition systems em-
ployed when the newALICEMID front-end electronics (FEERIC) were used
to discriminate the RPC signals, and when the readout strips were coupled
directly to a digitizer, to perform signal shape and charge analyses. The
rationale behind this choice is explained and also the complementary aims
of these two operation modes are listed in the same section. Finally, the
results of all the measurements are reported in Section 4.5, which features
three subsections: 4.5.1 introduces the measured quantities and the corres-
ponding data analysis strategy, describing mixtures with a lower working
point with respect to the standard gas mixture, while 4.5.2 describes the
results obtained with mixtures that exhibit a higher working point with re-
spect to the standard gas mixture; a specific subsection (4.5.3) is devoted to
the discussion of the mean charge per hit for all the mixtures under test. Fi-
nally, a comparison between all the mixtures tested is carried out in Section
4.6.
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4.1 Beam test studies with eco-friendly gas mix-
tures

Section 3.2 showed how promising HFO-based gas mixtures for RPC detect-
ors have been pinpointed by various laboratory studies with cosmic rays,
and that it is now necessary to refine the knowledge on these mixtures by
performing performance studies in more controlled environments, such as
beam tests. With respect to cosmic ray studies, a beam test provides a series
of advantages: precise timing, higher particle rate (reducing the data tak-
ing duration for a given statistical uncertainty), control over the particle
direction and energy and overall a much cleaner data taking environment.
When coupled with the GIF++ photon source, the beam test also allows one
to study the detector performance under different levels of counting rate.

The beam test studies discussed in this chapter have been carried out
in the context of the ECOgas@GIF++ collaboration and their aim was to
fully characterize a series of eco-friendly gas mixtures in terms of detector
response, by studying the efficiency, cluster size, average charge per hit,
prompt charge, time resolution, and rate capability.

4.1.1 Gas mixtures tested

A total of 7 eco-friendly gas mixtures, based on HFO with the addition
of CO2 as place-holder, were tested. Table 4.1 reports the composition of
the various mixtures studied, with an extra column, called Readout, which
shows which data taking approach was used for a given mixture. The
readoutwas performed eitherwith the FEERIC front-end electronics, coupled
with a TDC (4.3.4), or with a digitizer, directly coupled to the RPC strips
(4.3.5). For some of the mixtures in the table both methods have been adop-
ted. The value of GWP for each mixture is also reported in another column
of the table.

The names of the mixtures have been chosen according to the order in
which they have been tested. Different mixtures have different HFO and
CO2 fractions, while the fractions of i-C4H10 and SF6 were kept constant.
This was done in order to study the possible interplay between HFO and
CO2, since they are the new gases in the mixture and their interaction is not
yet fully understood. Notice also that the mixture called MIX5 corresponds
to the mixture that will be referred to as ”ECO2” in Chapter 5. A different
naming convention has been adopted in beam and aging studies simply due
to an internal decision of the collaboration.
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Mixture C2H2F4 % HFO % CO2 % i-C4H10 % SF6 % GWP Readout

STD 95.2 0 0 4.5 0.3 1488 TDC, Digitizer
MIX0 0 0 95 4 1 730 Digitizer
MIX1 0 10 85 4 1 640 Digitizer
MIX2 0 20 75 4 1 560 Digitizer
MIX3 0 25 69 5 1 529 TDC, Digitizer
MIX4 0 30 65 4 1 503 Digitizer
MIX5 0 35 60 4 1 482 TDC, Digitizer
MIX6 0 40 55 4 1 457 Digitizer

Table 4.1: Composition of the different mixtures tested in beam periods, together with their GWP
and the readout method employed

According to the definition provided for example in [94]: ”The GWP of
a mixture is calculated as a weighted average, derived from the sum of the
weight fractions of the individual substances multiplied by their GWP, unless
otherwise specified, including substances that are not fluorinated greenhouse
gases”. Since the percentages reported in Table 4.1 are fractions of volume,
and not weight, one has to perform the conversion before calculating the
GWP. To do so, one should consider 1) The molecular weight of the gases
(in g/mol) and their GWP, both reported in Table 4.2 and 2) Avogadro’s law,
stating that equal volumes of all gases at the same temperature and pressure
contain equal numbers of particles.

Gas Molecular weight [g/mol] GWP

C2H2F4 102.03 1430
i-C4H10 58.12 3
SF6 146.06 22800
CO2 44.01 1
HFO 114 6

Table 4.2: Molecular weight129 and GWP93 of the gases employed in the different RPC mixtures

With these information, one can calculate the, for example, the GWP of
the STD gas mixture:

• Volume fractions: 1 l STD = 0.952 l C2H2F4, 0.045 l i-C4H10 and 0.003 l
SF6

• From Avogadro’s law, 1 mol : 22.4 l = x mol (C2H2F4) : 0.952 l (and
same proportion for the other two gases with their fraction in l)
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• Gas mixture composition in g: 4.34 g C2H2F4, 0.12 g i-C4H10 and 0.02
g SF6

• Weight fractions: 96.88% C2H2F4, 2.68% i-C4H10 and 0.45% SF6

• GWP of the mixture as weighted average of the GWP of each gas:
(0.9688*1430) + (0.0268*3) + (0.0045*22800) ∼ 1488

With the same calculations, all the GWPs reported in Table 4.1 have been
derived.

4.2 The CERN Gamma Irradiation Facility
This section contains a description of the CERNGIF++, where the beam tests
described in this chapter, as well as the aging studies described in Chapter
5 have been carried out by the ECOgas@GIF++ collaboration have been
carried out.

4.2.1 The GIF++ 137Cs source

The GIF++ is an experimental facility located in the CERN North area. It is
equipped with a 12.5 TBq 137Cs source, which provides an intense 662 keV
photon field, allowing the users to carry out aging tests, i.e., to operate the
detectors in a high radiation environment and to simulate years of opera-
tion in a shorter time. At the same time, in dedicated periods of the year,
the facility is served by a high intensity 100 GeV/c muon beam, obtained
using protons coming from the SPS H4 beam line130. A big advantage of
the facility is the possibility to combine the muon beam with the source,
allowing one to also study the detector performance under irradiation (rate
capability). As Figure 4.1 shows, there are two irradiation zones in the GIF++
bunker (name given to the irradiation area of the facility), usually referred
to as upstream (to the right of the source) and downstream (to the left of the
source), with respect to the direction of the muon beam. The red lines in
the figure show the aperture of the irradiation cone (± 37.5∘ with respect to
the center line) and the vertical green lines are distance markers from the
source. The irradiator is marked by a black circle in Figure 4.1

The irradiator is placed in an enclosed structure, with two windows for
the two different irradiation zones, and the radiation can be attenuated in-
dependently in the two fields, thanks to a set of lead filters. A total of 24
possible attenuation (ABS) factors can be obtained, as shown in Figure 4.1,
where 1 means irradiator fully opened (maximum irradiation) and 46415
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means irradiator fully closed (minimum irradiation). The same absorption
factors can be applied in both irradiation zones. Of course, the 137Cs source
can also be completely shielded, allowing one to enter the facility to work
on the detectors. This special case will be addressed in the following as
source off. Lastly, the irradiator is provided with an angular correction fil-
ter, transforming the irradiation field from the one of a point-like source
dependence (∝ 1/𝑟2) to a flat distribution in a vertical plane perpendicular
to the bunker walls.

Figure 4.1: Left panel: layout of the GIF++ bunker. The red lines show the aperture of the
irradiation cone, the green ones are distance markers from the source. The irradiator is circled in

black. Right panel: nominal photon field attenuation values. Figures taken from [128]

The ECOgas@GIF++ collaboration has installed two different mechan-
ical supports inside the irradiation zone, located in the upstream region, at
roughly 3 and 6 m from the source (trolley 3 and trolley 1 respectively). The
different distances have been chosen by keeping in mind the needs of the
different experimental groups: the ALICE and SHiP detectors have been in-
stalled further away from the source, given the lower rate expected in the
experiments (as explained in the last part of 2.3.2), while the ATLAS, CMS
and EP-DT detectors are closer to the irradiator.

4.2.2 The muon beam at GIF++

The GIF++ is located in the CERN North Area, in the Prevessin site, on
the H4 secondary SPS beam line131. The SPS proton beam is collided with
several fixed targets (namely T2, T4, T6 and T10), to produce secondary
beams containing electrons, hadrons and muons. Those beams are then
sent to various secondary beam lines (among which the aforementioned
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H4) and to the users located along them. A simple sketch of the targets and
beam lines in the north area is shown in Figure 4.2.

Figure 4.2: Sketch of the targets and secondary beam lines at the CERN north area. The GIF++ is
located on the H4 beam line, downstream of the T2 target132

Several components for tuning and monitoring the beam parameters (in-
tensity, composition and momentum) are located along each beam line: di-
poles, quadrupoles and collimators are used to guide and shape the beam
and to ensure proper particle momentum selection; absorbers are used to
control the beam composition and intensity. Finally, beam monitoring de-
tectors are inserted in various positions along the beam line, allowing one to
have real time information on the beam quality and position. The settings
of the components listed above are controlled by the north area beam phys-
icists and they are negotiated with the physics coordinator of each experi-
ment, in order to get the optimal configuration. In the case of the GIF++, the
beam is composed by high energy muons with a momentum of∼ 150 GeV/c.
The muon beam is not a continuous stream of particles, rather it is sent to
the facility in bursts of∼ 5 s duration (so-called spills) with∼ 104 muons per
spill. Figure 4.3 shows an example of what is known as SPS cycle, available
on the SPS web page.

The SPS cycle provides real time information on the current SPS user.
Note that GIF++ is not the only facility that is served by the SPS, as the
north area also hosts a number of fixed target experiments, also relying on
the SPS beam. Furthermore, the SPS is used as an LHC injector (see Chapter
1) and the LHC filling process is also part of the cycle. Figure 4.3 is divided
into 3 sections: section 1 and 2 refer to the SPS serving the fixed target ex-
periments while section 3 is related to the LHC filling process. The yellow
curve represents the intensity of the circulating beam; the two increasing
steps seen in sections 1 and 2 refer to the SPS filling procedure: the flat
part corresponds to the SPS acceleration and the straight decreasing line
represents the extraction from SPS and the sending to the different fixed
targets, which are listed in the bottom part of the figure. The white curve
represents the current in the SPS magnets, which increases during the accel-

https://op-webtools.web.cern.ch/vistar/vistars.php?usr=SPS1
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Figure 4.3: Example of SPS cycle. The yellow line represents the number of particles circulating,
the white line gives information on the magnet status and the numbers at the bottom represent
beam intensities on different fixed targets. The bottom right part contains messages for the users

eration phase and goes down after the extraction is completed and before
the next injection. Finally, the blue line in section 3 is related to the LHC
filling process. Note that the SPS constantly provides a logic signal (referred
to as spill signal in the following) that is normally a logic 0 and it becomes
1 during a spill. This is a key aspect of the trigger setup, described in the
following.

4.3 Experimental setup
This section contains a description of the data taking setup. It is divided into
four subsections: 4.3.1 describes the experimental setup in terms of detector
hardware and services (gas and high voltage systems); 4.3.3 describes the
trigger logic, used to provide both a beam trigger and a way to measure
the gamma-induced counting rate on the RPCs. Subsections 4.3.4 and 4.3.5
describe, respectively, the setup used when the front-end electronics are
employed in combination with a TDC for data readout, and the one used
for the readout with a CAEN digitizer.

4.3.1 Detectors and services

The experimental setup consists of two parts, one located outside the GIF++
bunker (gas and high voltage infrastructure) and the other one inside the
bunker, hosting the detectors. The GIF++ team provides the users with
the most commonly used gases, such as C2H2F4, i-C4H10, Ar etc, through
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a general distribution system. For more user-specific gases, such as HFO,
each group has to use its own distribution system. In the case of the ECO-
gas@GIF++ collaboration, a small HFO bottle, with a pressure regulator
and a leak detection apparatus, has been installed in the gas distribution
room, in the floor above the facility, highlighted in red in Figure 4.4. Due
to the amount of gas used, and the total volume of all the detectors, a small
HFO bottle usually lasts around 30 days, after which it has to be manually
swapped for a new one.

Figure 4.4: Left panel: 3D model of GIF++, the gas room is highlighted in red, while the service
area is indicated by the blue arrow. The detectors are placed in the area inside the concrete

shielding. Right panel: the HFO bottle located in the gas room

The HFO line, together with the ones coming from the main GIF++ sup-
ply, is sent to the gas distribution system. The latter is composed by differ-
ent elements that will be described in the following.

The ECOgas@GIF++ system allows one to mix up to four gases; each
line is equipped with a Mass Flow Controller (MFC) to set the desired flow.
The output of the four MFCs is sent to a mixing unit, where the different gas
mixture components are mixed up. The output line is then split into two
lines, namelywet and dry. The former is sent to a humidifier module, where
the gas is bubbled into distilled water and it picks up water vapor (this is
needed to prevent the RPC bakelite electrodes from drying up by releasing
water vapor to the gas, and the consequent alteration of their electrical and
mechanical properties, see, e.g., Reference [83]), while the latter does not go
through the humidifier. The two lines are then re-joined and the gas passes
through a dew point sensor, which provides information on the relative
humidity of the mixture. By adjusting the amount of gas flowing in the
wet and dry lines (through two more MFCs), one can regulate the humidity
content of the gas mixture. A valve to bypass the humidifier is also installed:
by opening it, the gas will only flow through this line (since it has a lower
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impedance with respect to the dry and wet) and the resulting gas mixture
will be completely dry. A scheme of the system is reported in Figure 4.5.

Figure 4.5: Scheme of the ECOgas@GIF++gas mixing and distribution system. The dashed line
from the mixer to the detectors represents the humidifier by-pass line. The red dotted line is used
to indicate the separation between the components of the setup located inside and outside of the

irradiation area (bunker).

Once the gas has gone through the dew point sensor, it flows to the
bunker, where it is split and sent, in parallel, to all the ECOgas@GIF++ de-
tectors. This distribution is done on a patch panel located on trolley 3 (the
one closer to the 𝛾 source), where the main pipe branches into different
lines (one per detector). The gas flow in each RPC is set using a variable
area rotameter, in series with the chamber. This technique is rather simple
and it poses some limitations, the main issue being that the rotameter has
originally been calibrated with a certain gas, now unknown, hence the flow
measurement provided does not correspond to the real one. In order to solve
this issue, a more precise flow cell has been installed at the input of each
detector, to provide a reading of the input flow. This instrument cell was
calibrated with air and, using the conversion factor provided by FLUIDAT1,
one can simply convert the measured flow into the actual one, thus solving
the issue highlighted earlier.

All the return lines of the detectors are joined in a common return line,
which is then brought back to the gas room and vented into atmosphere.
Given the amount of detectors, their geometry and the number of desired
volume changes per hour (∼ 1 vol/h), the nominal gas flow is around 10 l/h.

The high voltage (HV) is provided by CAEN modules. These comprise
a mainframe (CAEN SY1527) and two HV boards (one A1526P and one
A1526N) that are plugged into the mainframe. The HV system is located

1FLUIDAT is a collection of routines to calculate physical properties of gases and liquids. This service is
provided by Bronkhorst®

https://www.fluidat.com/default.asp
https://www.caen.it/subfamilies/mainframes/
https://www.caen.it/subfamilies/up-to-15-kv-a152x-a1590-all/
https://www.caen.it/subfamilies/up-to-15-kv-a152x-a1590-all/


84 Experimental setup

in the service area of the GIF++, outside the bunker beneath the gas room.
The HV and signal cables have been pulled from the service area to inside
the bunker; they run under a false floor and reach the detectors through
openings. The low voltage supply to the front-end electronics is detector-
specific, and so is the signal readout. In Table 4.3 the main characteristics
of the detectors installed by the collaboration are listed.

Detector Area [cm2] Gaps Thickness [mm] Strips Readout

ALICE 2500 1 2 32 TDC/Digitizer
ATLAS 550 1 2/1.8 1 Digitizer
CMS GT 7000 2 2 128 TDC

CMS KODEL 1200 2 1.4 – –
CMS RE11 4350 2 2 128 TDC

SHiP 7000 1 1.6 64 TDC
EP-DT RPC3 7000 1 2 – –
EP-DT RPC6 7000 1 2 7 Digitizer
BARI-1p0 7000 1 1 64 TDC

Table 4.3: Features of the detectors of the ECOgas@GIF++ collaboration. The names in italics
refer to legacy RPCs while the ones in bold are still under test at the time of writing.

The detectors with their name in italics are legacy RPCs, meaning that
they have been installed at the beginning of the ECOgas@GIF++ studies (in
2019) and have later been replaced by new detectors, due to various reas-
ons. The ones with the name in bold in the table are the ones that are still
being tested at the time of writing this thesis. The final goal of each group
in the collaboration is to find a gas mixture to operate the RPCs in a specific
experiment, hence the detectors have to satisfy different requirements. For
this reason, several different RPCs are being tested. The other obvious ad-
vantage of this setup, given the high number of detectors under test, is the
possibility to disentangle detector-specific issues from general ones (related
for example to the gas mixture employed).

Since the work in this thesis has been carried out in the context of the
ALICE experiment, a more detailed description of this RPC will be given. It
is a small (50x50 cm2) ALICE-like prototype, meaning that it was built us-
ing scrap bakelite from the latest ALICE production, described in Reference
[133]. It has a single 2 mm gas gap and the thickness of the bakelite is also
2 mm. It is equipped with two perpendicular readout planes, one per side,
of 16 strips (with pitch ∼ 3 cm) each, thus providing 2D information for
each hit. During the beam tests, as described in Chapter 4, the strips were
either connected to the FEERIC front-end boards111 (the currently employed
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front-end in ALICE, as mentioned in Chapter 1) or to a CAEN digitizer, to
perform signal shape and charge studies. In the digitizer readout mode, due
to the limited number of input channels, only 7 vertical strips were read out.
Figures 4.6 and 4.7 show two pictures of the ALICE RPC, hanging from the
trolley inside the GIF++ bunker.

Figure 4.6: Front view of the ALICE RPC with
digitizer connection

Figure 4.7: Side view of the ALICE RPC with
FEERIC connections

4.3.2 Data acquisition setup

In order to carry out the data taking procedure, a software that was de-
veloped for the CMS RPC group has been readjusted for the needs of the
ECOgas@GIF++ collaboration. It will be referred to as webdcs134, since it
acts as Detector Control System (DCS) and it has an online interface (web).
Its role is to carry out the data acquisition (as it will be explained in 4.3.4
and 4.3.5) and also to configure and monitor the detector parameters.

The results in the following sections will be presented as a function of
the effective high voltage (for the reasons discussed in Section 2.2.3) and
one of the tasks of the webdcs is to apply a PT correction to the applied
high voltage, according to Equation 4.1, discussed extensively in Reference
[92]

𝐻𝑉𝑎𝑝𝑝 = 𝛽 ⋅ 𝐻𝑉𝑒𝑓𝑓 = ((1 − 𝛼) + 𝛼 ⋅ 𝑃𝑃0
⋅ 𝑇0𝑇 ) ⋅ 𝐻𝑉𝑒𝑓𝑓 (4.1)

where 𝑇0 = 293.15 K and 𝑃0 = 990 mbar are taken as reference values and
𝛼 = 0.8. This formula implements the correction employed in CMS92 (as
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anticipated in Section 2.2.3), which is slightly different from the one used
for the ALICE data-taking (reported in Reference [135] and based on Eq.
2.12). Thewebdcs grants a high level of flexibility, allowing the user to easily
include or exclude a given detector from the data taking. It also provides
basic data quality monitoring tools.

4.3.3 Trigger logic

As anticipated in 4.2.2, the peculiarity of GIF++ is the possibility to combine
the muon beam with the 137Cs source, in order to test the detector perform-
ance when exposed to an intense gamma flux. The trigger setup and logic
is the same for the TDC and digitizer data acquisition setups. The muon
beam trigger is based on scintillators, coupled with photomultipliers, due
to their fast response and ease of use. Usually a beam trigger is provided
by the coincidence of two or more scintillators and, due to the presence of
the gamma background, the scintillators cannot be installed only inside the
bunker, since the number of fake coincidences (and fake triggers) would
be too high. For this reason, the GIF++ team has installed a pair of 30x40
cm2 scintillators outside the bunker (referred to as outer scintillators) which
can be put in coincidence with other, smaller, scintillators to provide a more
defined trigger area. In the case of the ECOgas@GIF++ collaboration, it was
decided to install two 10x40 cm2 scintillators (referred to as inner scintillat-
ors) on the two trolleys (labelled 3 and 1, where the former is closer to the
source and the latter is further away, see 4.2.1), perpendicular to one an-
other, to create a reduced trigger area of ∼ 10x10 cm2. Figure 4.8 shows a
sketch of the GIF++ bunker, where the outer scintillators are represented
by the red boxes and the internal ones by two blue boxes, drawn next to the
trolleys (the black rectangles) for visualization purposes (in the setup they
are attached to the trolleys’ metal structure). The distance between the in-
ternal scintillators is ∼ 3.5 m while the distance between the external ones
is ∼ 25 m.

The rate of photons impinging on the RPCs under test can not be meas-
ured using the RPCs themselves, since the photon conversion probability
(which is on the order of 10−3-10−2) is not precisely known. Of course,
knowing the source activity, the absorber configuration and the distance of
the detector from the irradiator, one could estimate the gamma rate. This
estimation, though, would not be precise enough since it does not take into
account the presence of other materials between the source and the detect-
ors and also because the real attenuation provided by the filters is not the
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Figure 4.8: Layout of the GIF++ with highlighted the outer (red) and inner (green) scintillators
used to provide the beam trigger in the beam tests. The two ECOgas trolleys (in black) are also

visible in the sketch. The red crossed lines show the irradiation zone

same as the nominal absorption factors, mainly due to the presence of the
source angular correction filter, as reported in Reference [128]. Hence, to
quantify the level of gamma irradiation on the detectors, one can use the
gamma-induced counts on the detectors under test. To do so, one can ex-
ploit the fact that the beam coming from the SPS is not a continuous stream
of muons, but it is divided into trains of muons (spills, as explained in 4.2.2).
Knowing this, one can sample the detector response in the periods between
spills, when no muons are present, obtaining data for the gamma-induced
counting rate.

4.3.4 TDC setup

The setup described here is used when the TDCs are used in combination
with the ALICE FEERIC front-end electronics. The trigger logic is common
for the two readout modes (TDC and digitizer).

4.3.4.1 Data acquisition setup

The beam test data acquisition is executed by the webdcs. A scheme of the
setup is shown in Figure 4.9. It uses NIM modules136 for the creation of the
trigger and VME modules137 for the data acquisition itself.

The coincidence of the discriminated signals from the external scintillat-
ors is provided by the GIF++ infrastructure while the one for the internal
ones is built separately, to create a global coincidence of the four. This sig-
nal is used to provide the muon trigger. The trigger signal for the periodic
sampling of the RPC signals outside of the muon spill (referred to as ran-
dom trigger in the following) is provided by the V1718 CAEN VME bridge.

https://www.caen.it/products/v1718/
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Figure 4.9: Logic scheme of the trigger setup employed in the beam test. NIM and VME modules
are shown together and the most important components are highlighted. Refer to the text for a

full explanation of the trigger logic

This module has two purposes: on the one hand, it provides the connection
between the VME crate and the webdcs computer (via USB 2.0 cable), on
the other hand, it generates (via one of its programmable outputs) a square
wave with adjustable frequency, which is used as the random trigger.

One has to find a way to switch between the two trigger types, depend-
ing on the SPS status. This is possible thanks to a particular NIM module,
called route unit, which is essentially a gated-output NIM module. As seen
in Figure 4.9, the route unit has two inputs; the beam trigger is connected
to one and the random trigger to the other. The output of these channels is
gated, meaning that the input signal is propagated to the output only if the
gate is open. The peculiarity of this module is that the two channels share
the same gate and it is inverted between the two. In this way, if one of
the gates is open, the other is closed and only one signal at a time can pass
through. In the case of the GIF++ setup, the gates are connected to the SPS
spill signal. If a spill is occurring, and the spill signal is a logic 1, then the
gate for the beam trigger opens and that signal passes through, while the
random trigger is blocked. If, on the other hand, a spill is not in progress,
the opposite gate is opened and the random trigger signal can go through.
In this way it is possible to automatically toggle between beam and random
trigger.

The signals from the front-end electronics are readout by a CAEN TDC,
model V1190. This is a multi-hit TDC, with 128 LVDS inputs and 100 ps
resolution for every input channel. A total of three TDCs is used by the
ECOgas@GIF++ collaboration and the trigger input is daisy-chained from

https://www.caen.it/products/v1190a-2esst/
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one TDC to the other. Before data taking can start, the TDC modules have
to be configured; this procedure is carried out by the webdcs, hence the
arrow named configuration in Figure 4.9. The VME bridge is also respons-
ible for the data transfer from the TDC modules to the computer. The data
acquisition code also takes care of applying the desired high voltage to the
detectors, performing the PT correction and saving all the relevant paramet-
ers for each run.

4.3.4.2 TDC data format

For several of the studies reported in this chapter, the RPC response is meas-
ured as a function of the applied high voltage. On average (depending on
the available time), 10 to 14 high voltage values are scanned. For each high
voltage point, a number of beam and random triggers is set and two sep-
arate counters are increased, according to the type of trigger (this inform-
ation is sent to the VME bridge, which communicates it to the PC), until
both counters reach the predefined values. After that, the high voltage is
changed to the next value and the process is repeated, until all points have
been scanned. In case either of the two counters (beam or random) reaches
the target before the other, events of that type are still collected until the
counter reaches 200% of the set value, then that acquisition is stopped until
the other counter reaches the target value.

The TDC stores the time of each hit, regardless of the trigger type, to-
gether with the channel number, into a hit buffer. When a trigger signal
is detected, a trigger matching, with programmable time window, is per-
formed by the TDC. In the GIF++ beam test the window width was set to
5000 ns. If a given hit lies inside the matching window, the data are trans-
ferred to a readout FIFO to be read out and saved by the data acquisition
PC. In order to avoid overfilling the buffer, any data that does not receive a
trigger within a matching window is automatically discarded.

For each HV point, three files in ROOT format are produced and they
contain all the data necessary for the analysis. In the following, they will
be referred to as the DIP, CAEN and DAQ files. The DIP file contains all the
environmental (temperature, pressure etc) and source (on/off, absorption
factor etc) parameters. The CAEN file contains information on the high
voltage parameters; a measurement of the applied, effective and monitored
high voltage and of the current is performed every two seconds and the
data are stored in histograms. Finally, the DAQ file contains the detector
response data, which is saved as a ROOT tree138 with several branches, as
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shown in Figure 4.10.

Figure 4.10: Screenshot of the DAQ file content. The RAWData tree contains the data coming
from the detectors, together with other information for debugging purposes

The data in the tree branches are arranged per trigger and the type of
data saved changes according to the data type. The branches TDC_channel
and TDC_TimeStamp contain vectors with the TDC channels which were
fired (the correspondence between TDC channel and RPC strip is known)
and the timestamp of the hit, with respect to the trigger time. The branch
TriggerTag contains an integer that is used to classify each trigger either
as a muon or as gamma (0 if it is a muon, 1 if it is a gamma). All the
other branches are used for debug purposes, especially theQuality_flag one,
which contains information regarding possible errors that happened during
the data transfer in a given trigger. Only data whose quality flag is good
can be analyzed.

4.3.4.3 FEERIC front-end electronics

The setup just described is used when the RPC signals are discriminated
with the new ALICE MID front-end electronics, FEERIC111, that have been
installed in ALICE before the start of the LHC RUN3 and have been com-
missioned in 2022133. A picture of one of the FEERIC cards used in the beam
test is shown in Figures 4.11a (the front side) and 4.11b (the back side). Due
to the pitch of the RPC under test in the beam periods, a total of 4 cards was
employed, two for the 16 vertical strips (8 channel per card) and two for the
16 horizontal ones.

A brief description of the main features of the FEERIC boards is presen-
ted here. The main logical component of the electronics is the FEERIC chip,
highlighted in blue in Figure 4.11a, which amplifies and discriminates the
input signal and drives the LVDS circuit for the logic output signal gener-
ation. Note that, as already anticipated in Chapter 2, the main difference
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with respect to the old Muon TRigger (former name of the Muon IDentifier)
front-end electronics is the presence of an amplification stage at the input of
each channel (trans-impedance amplifier), which allows one to operate the
detectors at lower gain by reducing the effective signal amplitude threshold.
Multiple FEERIC cards can be connected in series, allowing one to power
them using a single power supply; furthermore, the threshold can be dis-
tributed across multiple boards using the I2C protocol. FEERIC has the cap-
ability to discriminate both positive and negative signals, according to the
strip plane to which it is connected. The required voltage to power-up the
electronics is 4 V, and during the beam and ageing tests it was provided by
means of a lab-bench power supply, installed directly on the trolley, inside
the bunker. According to specifications, each board should draw around 150
mA of currents, so a total of 600 mA was expected; the measured current
was around 620 mA.

Other components of the FEERIC board are highlighted in Figure 4.11a
and are used to distribute the low voltage and the threshold across differ-
ent boards. As part of the beam test preparation, a quick way to set the
thresholds was developed. For this reason, a slightly more detailed descrip-
tion of the process is provided. To perform this operation, an Arduino Uno
WiFi was used. This module is capable of establishing I2C communication,
through its dedicated SDA and SCL pins and the Wire.h library. The WiFi
version of the Arduino was originally selected because it was meant to be
installed inside of the GIF++ bunker and to be permanently connected to
the front-end boards, in order to vary the threshold on-the-fly, without en-
tering the bunker. Unfortunately, said solution could not be implemented,
due to the appearance of noise in the electronics, induced by the Arduino
module itself. For this reason, the WiFi approach was abandoned and, each
time the thresholds needed to be set, the Arduino was connected to the
front-end electronics, the threshold set and the Arduino disconnected. By
design, the FEERIC cards memorize the applied threshold, as long as they
have power, so this procedure had to be performed only a handful of times
during the beam test.

In order to establish communication via I2C, each FEERIC card needs
to be assigned a unique address. This is done by means of DIP switches,
highlighted in red in Figure 4.11a, which are also used to set the polarity
of the signals expected to be discriminated by the board. The full Ardu-
ino code is reported and discussed in appendix A.1; it essentially opens the
communication with one FEERIC board at a time, sets the threshold and
moves on to the next board. The component that actually sets the threshold

https://store.arduino.cc/products/arduino-uno-wifi-rev2
https://store.arduino.cc/products/arduino-uno-wifi-rev2
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on the FEERIC board is a LTC1669IMS8#PBF 10 bit Digital to Analog Con-
verter (DAC) with peak-to-peak voltage (V𝑝𝑝) of 3 V. The threshold values
for each board, expressed in mV since they are applied at the output of the
trans-impedance amplifier, are provided in the Arduino code. The values
in mV are then converted to DAC counts (keeping in mind that 3V/210 ≃
2.93 mV/DAC unit) and this value is either added or subtracted from the
1.5 V FEERIC internal baseline (translating to a maximum and minimum
threshold values of ± 1.5 V). After the conversion, the value of threshold in
DAC counts is written via I2C. Lastly, once the code is run, one can check
with a multimeter whether the expected threshold was applied, thanks to
the presence of two contact points on the FEERIC cards. The results shown
in this chapter were obtained with an applied threshold of ± 100 mV (value
used so far in ALICE133), depending on the signal polarity. The conversion
between threshold in mV (pulse height after amplification) and fC (charge
before amplification) is not trivial, but [86] provides this conversion for
some values: 88 mV corresponds to∼ 142 fC and 117 mV to∼ 189 fC, hence
the 100 mV value is somewhere in between.

(a) Figure 4.11a Front view of the FEERIC front-end board. Highlighted in red are the DIP switches to
select board ID and input signal polarity. The yellow connector is used to daisy-chain the low voltage,

while the green one is used for the I2C connections to set the threshold. The blue component is the FEERIC
chip itself, responsible of signal discrimination and LVDS output generation. The orange contact points are

used to check the threshold value while the black ones are to check the powering of the board

(b) Figure 4.11b Back view of the FEERIC front-end board. Circled in red are the ground pins while the
pins highlighted in violet are used to couple the board to the RPC strips

https://www.mouser.fr/datasheet/2/609/1669fa-2954054.pdf
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4.3.5 Digitizer setup

For what concerns the experimental setup employed with the digitizer, the
trigger logic does not change: the in-spill and out-of-spill signals are used to
trigger on the muon beam and to measure the gamma rate. What changes is
the readout method. Here, the strips are not connected to the FEERIC cards
and are directly coupled to a V5742 CAEN digitizer. The data acquisition
process is also managed by the webdcs. The digitizer has 16 input channels,
with a 1 V peak-to-peak input and 12 bit resolution (LSB = 0.24 mV). It
has three different sampling frequencies: 1, 2.5 and 5 Gs/s and, since signal
digitization is performed via an array of switched capacitors (fixed amount),
the number of samples per trigger is fixed to 1024. The different sampling
frequencies of 1, 2.5 and 5 Gs/s correspond, respectively, to an acquisition
window of 1024, 409 and 204 ns. Last, two trigger inputs are present, namely
TRIG IN and TR0, the main difference is the reduced latency of the TR0 (also
referred to as fast trigger) input, which makes it more suitable for precise
timing measurement, since it can also be digitized.

Figure 4.12 shows how the cabling of the digitizer was carried out. First
of all, it was decided to read out 7 strips of the RPC since the core of the
muon beam is ∼ 10x10 cm2 and the length covered by 7 strips is ∼ 7x3 cm
(strip pitch) = 21 cm so the full beam should fit in 7x7 strips. Those cables
are connected to the input of channels 1 through 7. The signal provided by
the coincidence of the internal and external scintillators was connected to
channel 0. This was done to allow the data acquisition code to classify an
event either as a muon or as a gamma. Indeed, if a trigger is generated by
a muon, the coincidence of the scintillators will provide a non-zero signal,
that will be detected in channel 0. If, on the other hand, the trigger signal
was generated by a gamma, no activity will be seen in channel 0. In this
way, the data acquisition code can either increase the muon or the gamma
counter (and the same information can be used in the data analysis).

Due to the length of the cables employed for the trigger signal propaga-
tion, the delay between the latter and the RPC signal was measured to be
over 500 ns, so the only usable sampling frequency, that allows one to have
both the trigger and the muon signal in the same window, is 1 Gs/s (recall
that the number of samples is fixed to 1024, regardless of the sample fre-
quency). Figure 4.13 shows an example of said delay. The left panel reports
an example of a beam trigger during a spill (coincidence of four scintillat-
ors), while the right panel shows the signal from one of the RPC strips. The
delay of more than 500 ns between the two is visible .

https://www.caen.it/products/dt5742/
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Figure 4.12: Scheme of digitizer cabling, allowing one to exploit both the TRIG IN and TR0
output and to distinguish between a muon and a gamma event
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Figure 4.13: Left panel: trigger signal provided by four-fold coincidence of scintillators (as
described in 4.3.4.1). Right panel: example of an RPC signal as seen by the digitizer. The delay of

more than 500 ns is visible in this Figure

To provide the trigger signal to the digitizer, the same logic explained
in 4.3.4.1 was used. During a spill, the coincidence of internal and external
scintillators is used as trigger, while, when no spill is present, the random
trigger is used. This alternating signal (between beam and random trig-
ger) is sent to the TRIG IN input and it is normally used during the runs.
Moreover, in order to improve the time resolution (and be able to use 5 Gs/s
as sampling frequency), the coincidence of only the internal scintillators
was connected to the fast TR0 input. In this case, the delay between the trig-
ger and RPC signal is reduced to less than 100 ns, enabling one to work with
5 Gs/s. Special runs with this sampling frequency have been taken without
gamma background, using the the TR0 input as a trigger, to carry out time
resolution measurements. The connection was performed only once, since
each channel can be enabled/disabled, and the trigger input selected, via
software.
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4.3.5.1 Digitizer data format

The same data taking strategy illustrated for the TDC data taking is carried
out with the digitizer. For each high voltage value chosen, a number of
beam and random triggers is set. According to the criteria highlighted in
the 4.3.5, if a non-zero signal is present in channel 0, the amount of muon
triggers is increased, otherwise, if no signal is present in channel 0, the
gamma counter is. Once the desired amount of triggers is reached, the HV
is changed to the new value. This process continues until all the HV values
have been scanned. At the same time, the CAEN parameters (high voltage
and current) are also saved.

The output from the digitizer is a set of text files, organized as follows:
for each HV value, one file is created per strip (7 files in total), plus an-
other one in case the TR0 input is digitized. When the digitizer is triggered,
it samples the signal 1024 times and it returns, for each sample, the amp-
litude of the signal at the specific time, expressed in ADC readings. Each
text file contains a list of numbers, corresponding to the aforementioned
ADC values, interspersed with information on the event, i.e., trigger num-
ber, number of samples, sampling frequency and so on (8 lines every 1024
lines).

In order to improve the processing speed of these files, as soon as a run
was completed, the text files were converted into ROOT files. Each file con-
tains different trees (one per HV value), each branch of which corresponds
to a digitizer channel and is filled with vectors. Each vector contains the
ADC counts for a given trigger. Figure 4.14 shows an example of this tree
structure.

Figure 4.14: Screenshot of the ROOT file structure. The tree contains the data coming from the
digitizer. Each branch corresponds to a digitizer input channel (branch ”fast_trig” contains the

data from the TR0 input)
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4.4 Data analysis procedure

4.4.1 TDC data analysis

The format of the data obtained when using the TDCs was briefly outlined
in 4.3.4.2. The data is organized as follows: for all the high voltage values
that were scanned, a ROOT file is created. Each file contains a tree with
as many entries as the number of triggers set by the user for the specific
HV point. Each entry corresponds to a trigger and it contains a list of all
the TDC channels that were fired in the given trigger (also referred to as
hits in the following) and the time of each signal. Each entry of the tree is
classified either as a beam event, collected during the SPS spill, or as gam-
ma/background event, collected outside of the SPS spill. The first step of the
analysis consists in the creation of the so-called time profile, where the time
of all the hits collected upon a trigger is displayed as a histogram. Recall
that for every trigger (beam or random), a 5000 ns window is opened and all
the hits that fall in this interval are collected. Ideally, upon a beam trigger,
only signals that are generated by muons would be collected, while the ran-
dom trigger would collect only signals from the photon background. This
is not the case, since, under gamma irradiation, the photon background is
always present and counts due to photons will appear also in a beam trigger
acquisition window. Furthermore, even when the source is off, counts from
intrinsic detector and/or electronic noise are present. Figure 4.15 shows two
examples of time profiles which demonstrate the behavior just mentioned.
The one on the left is taken with source off (no irradiation) and the one on
the right is taken with ABS 1 (maximum irradiation), and both are taken at
the same value (90%) of RPC efficiency.
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Figure 4.15: Left panel: RPC time profile with standard gas mixture and source off. Right panel:
time profile with standard gas mixture and maximum irradiation. The data correspond to the

same detection efficiency of 90%
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The time profile is a superposition of all the hits recorded by the TDC
for a given data-taking interval (usually, a step in the high-voltage scan). In
both panels of Figure 4.15 one can observe a peak around 4500 ns. Since
the time interval between the beam trigger and the RPC signal is constant
(dominated by the RPC and scintillators jitter) the accumulation of signals
represents the real muons. All the other counts, uniformly distributed in the
acquisition window are not real muon signals (since they arrive at random
times in the TDC) but they represent, as mentioned before, either intrinsic
noise in the detector and/or in the electronics or gammas from the 137Cs
source in case the latter is on. Indeed, in the right panel of Figure 4.15 one
can observe how the randomly distributed counts outside the muon interval
increase, due to the gamma background.

Going back to the muon time profile, one would expect the width of the
muon peak to be dominated by the jitter of the trigger and RPC signals
(∼ 2-3 ns) but, upon closer inspection, the width is found to be closer to
∼ 25-30 ns. This behavior can be explained by considering that the internal
clock of the TDC (that determines the trigger sampling frequency) runs at
40 MHz (since the TDC was developed for LHC applications and 40 MHz
corresponds to the LHC clock frequency), which means that the trigger is
sampled every 25 ns and this creates a jitter that dominates over the one due
to the detectors. This also makes precise timing measurements unfeasible,
since the precise timing information on the trigger is not available. The solu-
tion to overcome this problem would be to send a copy of the trigger signal
in one of the TDC input (the time resolution on the single hit is 100 ps) to
have a precise trigger timing measurement. This solution was not adopted
due to lack of available channels but it was overcome with the digitizer (as
better explained in the next section).

In order to properly tag a signal as muon, a muon window has to be es-
timated. This is done by performing a Gaussian interpolation of the peak
around 4500 ns. To take the contribution of the non-muon counts into ac-
count, a Gaussian with a constant offset is used. First the offset value is
estimated by performing an interpolation of the time profile with an hori-
zontal line in the interval 0-3000 ns (away from the muon window), then
the peak is fitted with the Gaussian plus offset (using as initial value for the
offset the one obtained from the previous fit). The muon window is then
defined as the time interval in the ± 3𝜎 range around the Gaussian mean.
This means that, if the time of a given hit falls in this window, it is tagged
as a muon. Figure 4.16 shows the RPC strip profile (only for muon triggers
and with maximum background radiation) if all the events in the time pro-
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file are considered (left panel) and if only the ones inside the muon window
are considered (right panel). The hit profile shows clearly that the RPC was
aligned with the core of the muon beam. The knowledge of the hit time
allows one to isolate the muons, even in the presence of a high background
radiation. Of course, the signal from a background photon can fall inside
of the muon window; this effect is corrected for in the determination of the
detector efficiency.
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Figure 4.16: Standard gas mixture, RPC strip profile at maximum irradiation. Left panel: all hits
in the muon acquisition window are plotted. Right panel: only hits in the muon window are

plotted, beam profile more evident

If, for any given trigger, there is a hit inside the muon window calculated
earlier, the RPC is considered efficient for the given trigger. Since the ALICE
RPC is readout on two perpendicular strip planes, one can compute three
different efficiency values, referred to as X plane, Y plane and 2D efficiency.
The X and Y plane efficiencies are computed by looking only at the hits on
the horizontal and vertical strip plane respectively, while the 2D efficiency
requires at least a hit in both detection planes for the RPC to be considered
efficient in a given event.

As said before, a gamma signal can happen at any time, even in the muon
window. In case this happens, it could lead to an overestimation of the effi-
ciency so it has to be taken into account. To estimate the gamma contribu-
tion to the muon efficiency, a fake efficiency (meaning efficiency for gamma
detection) is calculated, based on the hit rate outside themuonwindow. The
window chosen for the gamma rate measurement (gamma window) is the
range 100-4350 ns. Once all the triggers for a given high voltage value have
been analyzed, the 2D raw (without the subtraction of the gamma contribu-
tion) muon efficiency, and its error, are computed as:

𝜖𝑟𝑎𝑤 = 𝑛ℎ𝑖𝑡𝑠
𝑛𝑡𝑟𝑖𝑔

and 𝜎𝜖𝑟𝑎𝑤 =√
𝜖𝑟𝑎𝑤(1 − 𝜖𝑟𝑎𝑤)

𝑛𝑡𝑟𝑖𝑔
(4.2)
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where 𝑛ℎ𝑖𝑡𝑠 represents the number of events with at least one hit in both
detection planes inside the muon window and 𝑛𝑡𝑟𝑖𝑔 is the number of muon
triggers. For what concerns the fake efficiency, the following is used:

𝜖𝑓𝑎𝑘𝑒 =
𝑛𝛾𝜏𝜇
𝑛𝑡𝑟𝑖𝑔𝜏𝛾

and 𝜎𝜖𝑓𝑎𝑘𝑒 =
𝜏𝜇
𝜏𝛾

1
𝑛𝑡𝑟𝑖𝑔√

𝑛𝛾(𝑛𝑡𝑟𝑖𝑔 − 𝑛𝛾)
𝑛𝑡𝑟𝑖𝑔

(4.3)

where 𝑛𝛾 is the number of events with at least one hit in both detection
planes in the gamma window, 𝜏𝛾 is the duration of the gamma window and
𝜏𝜇 is the duration of the muon window.

Finally, the corrected muon efficiency is estimated as:

𝜖2𝐷 =
𝜖𝑟𝑎𝑤 − 𝜖𝑓𝑎𝑘𝑒
1 − 𝜖𝑓𝑎𝑘𝑒

(4.4)

and the error is obtained by propagating the errors on the raw and fake
efficiencies. The derivation of this formula is reported in appendix A.2. It
was decided to report the values of 2D efficiency throughout the thesis since
it reduces the contribution of spurious counts due to electronic noise.

Once the efficiency has been estimated for all the voltages in the run,
its trend as a function of the high voltage is interpolated using a logistic
function74:

𝜖(𝐻𝑉) = 𝜖𝑚𝑎𝑥
1 + 𝑒−𝜆(𝐻𝑉−𝐻𝑉50)

(4.5)

where the 𝜖𝑚𝑎𝑥 parameter represents the asymptoticmaximumefficiency
reached by the detector, 𝜆 is the steepness of the efficiency rise and 𝐻𝑉50
represents the high voltage value where the efficiency reaches 50% of the
maximum efficiency. Figure 4.17 shows the typical trend of an RPC effi-
ciency curve, when operated with the standard gas mixture and without
any gamma background. The efficiency is zero when the electric field is be-
low the threshold for charge multiplication; once the multiplication region
is reached the curve presents a steep rise, followed by what is typically re-
ferred to as a plateau, meaning that the efficiency value has reached its max-
imum value and is approximately constant as a function of the high voltage.
The inflection point between the rise and the plateau is known as the knee
of the efficiency curve. Typical values for the three parameters from the
interpolation are listed in Figure 4.17. Since no irradiation is present, no
correction for gamma contamination is applied in this particular case.

A key parameter for the RPC operation, that can be extracted from the
interpolation with the logistic function, is the detector working point (WP),
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Figure 4.17: Example of an efficiency plateau, obtained with the standard gas mixture and
without irradiation. Interpolation with the logistic function and the values of the fit parameters

are reported in the figure

meaning the lowest value of high voltage such that, for small voltage vari-
ations, the efficiency remains unchanged. Usually the WP is defined as the
voltage corresponding to the knee plus a fixed amount: in the following,
unless otherwise specified, the WP is defined as in [122]:

𝑊𝑃 = 𝑙𝑜𝑔(19)
𝜆 + 𝐻𝑉50 + 150𝑉 (4.6)

where the term 𝑙𝑜𝑔(19)
𝜆

+ 𝐻𝑉50 comes from a mathematical definition of
the knee as the voltage value where the efficiency reaches 95% of its max-
imum value (see A.4 for a derivation). The determination of the working
point is of crucial importance to characterize a detector with a given gas
mixture. As discussed in Chapter 3, the final goal of these studies is to find
a mixture with compatible performance with respect to the standard gas
mixture and with a not-too-high working point.

After the efficiency calculation, the clustering is carried out next, both
for muon and for gamma events. The aim of the clustering procedure is
to determine the cluster size (in terms of number of strips hit by a single
particle) and the cluster multiplicity, meaning the number of clusters in any
given trigger. The clustering algorithm implemented is described in detail
in A.3 but the main idea is to check the strip number and time difference
between hits in the same triggerwindow and, if adjacent strips are firedwith
a time separation less than 15 ns (the choice of this value is also explained
in A.3), the hits are joined together in a cluster. The result of the clustering
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procedure is a cluster vector, which contains a number of elements equal to
the number of clusters, and each element represents the number of strips in
each cluster. Two separate histograms, one for the cluster size and one for
the multiplicity, are filled for each high voltage value. Once the analysis of
a given HV is over, the mean and its error are extracted from the histograms
and the trend of these quantities as a function of the high voltage is created.
The value of cluster size is related to the transverse size of the avalanche
inside the gas gap and is important for the detector spatial resolution, which
is approximately given by cluster size ⋅ strip width / √12 (as explained in
2.2.2).

The last quantity that is calculated in the TDC data analysis is the gamma
cluster rate, which is expressed in Hz/cm2 and is an estimate of the back-
ground rate measured by the detector. Indeed, by analyzing the data that
are taken outside of the muon spill, one can obtain information on the rate
of photon-induced hits. In particular, one can create a strip profile in the
same way as the one shown in Figure 4.16, but considering gamma events.
The profile will be flat, since the photon background is uniformly distrib-
uted on the detector surface. An estimate of the background (expressed
in Hz/cm2) can be calculated by counting the number of gammas detected
by the RPC and dividing this number by the total acquisition time and the
active area of the detector. The total acquisition time can be calculated as
𝑛𝑔𝑎𝑚𝑚𝑎−𝑡𝑟𝑖𝑔𝑔𝑒𝑟𝑠 ⋅ 4900 ns, where 𝑛𝑔𝑎𝑚𝑚𝑎−𝑡𝑟𝑖𝑔𝑔𝑒𝑟𝑠 is the number of gamma
triggers collected and 4900 ns is the duration of the acquisition window for
each trigger (5000 ns minus the first 100 ns, which are excluded due to the
presence of possible data corruption in the transfer). The number of gamma
hits is calculated after the clustering procedure (because one photon could
produce a response in more than one strip), as the total number of clusters.
This value, divided by the total acquisition time and by the active area of the
detector, provides the gamma cluster rate (or gamma hit rate), which is the
best estimate of the background rate measured by the detector. In the case
of the ALICE RPC, since the readout is carried out on the two sides of the
RPC, one has two estimates of the photon rate, one for the vertical and one
for the horizontal strips. Since the front-end threshold is the same, also the
measured photon rate is very similar and for this reason, the average value
between the twowas chosen as the best estimate of gamma cluster rate. The
maximum values of background rates at which the results presented in this
chapter were obtained are about 200-300 Hz/cm2, which are orders of mag-
nitude lower than the nominal GIF++ background rate, reported in [128].
This is because the photon detection efficiency in RPC detectors is of the or-
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der of the ‰, so the number of detected photons is much smaller than what
is delivered by the source. Furthermore, other detectors. located between
the ALICE RPC and the source, contribute to further absorb photons and
reduce the intensity of the background on the detector.

The current absorbed by the detector is also measured throughout the
data taking procedure. The value is sampled and saved every 2 seconds
and it is inserted in a histogram, which is attached to the ROOT output
file. Dividing the current density (in 𝜇A/cm2) by the gamma cluster rate
(in Hz/cm2), provides an estimate of the total charge per hit, released in the
gas gap. As explained in [139], the current density (ratio between measured
current and detector area, 𝐼/𝐴, after subtraction of the dark component)
circulating in the detector when exposed to a photon flux, can be expressed
as:

𝐼
𝐴 =< 𝑄 > ⋅

𝑁𝛾−𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
𝐴Δ𝑡 (4.7)

where <Q> is the average charge per hit and N𝛾−𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑/(A Δt) is the
gamma cluster rate. This information is very useful to compare the proper-
ties of different gas mixtures.

4.4.2 Digitizer data analysis

The same physical quantities cited above can also be measured using data
from the digitizer, although one should expect differences due to the fact
that the threshold set in the FEERIC cards cannot be easily reproducedwhen
analyzing the digitizer response. Having access to the full waveform, more
information can be extracted. Specifically, one can calculate the prompt
charge of each signal, as reported in Reference [74], the time over threshold,
the signal amplitude and, by using the fast trigger input (TR0, described in
4.3.5) one can also perform time resolution measurements. The disadvant-
age of using the digitizer is that the amount of data produced is much bigger,
with respect to what is obtained when using the TDCs. Indeed, for each
trigger 8 channels are readout (7 strips plus the trigger), for each channel
1024 samples are acquired and, on average, 12500 triggers are acquired (2500
beam triggers and 10000 random triggers for gammas) for each high voltage
value. The typical size of the output files from a high voltage scan with the
digitizer is around∼ 10 GB in text format and around 2 GB in ROOT format.
The developed analysis code had to be optimized to work with files of this
size and it is able to fully analyze a typical scan in ∼ 1-2 minutes. The steps
of the analysis are outlined in the following.
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The starting point for the digitizer analysis is the sampled waveform for
each signal, expressed as a vector of 1024 values (corresponding to 1024
samples), for each strip. Recall from 4.3.5 that the data in channel 0 of the
digitizer contain the beam trigger signal (coincidence of the four scintillat-
ors), in order to distinguish between a beam event and a background one.
Indeed, if the background trigger is present the beam trigger is absent and
the content of channel 0 is a flat line. By checking the content of this chan-
nel, one is able to distinguish between a muon and a gamma event. This
difference is shown in Figure 4.18 Each event is tagged accordingly, for fur-
ther processing.
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Figure 4.18: Difference between channel 0 response (beam trigger signal) for a muon event (left
panel) and a gamma event (right panel). In the gamma event the trigger is absent and this allows

one to distinguish between muon and gamma triggers

The values of each sample are expressed as ADC counts. The readings
are affected by the internal baseline of the digitizer. In order to convert
these values to mV, the average value of the signal oscillations (expressed
in ADC counts) is calculated for each trigger in a window between samples
50 and 100, defined as the noise window. This value is then subtracted from
each sample value. Once this is done, keeping in mind that the ADC has a
resolution of 12 bits, and a V𝑝𝑝 = 1 V, the conversion to mV is performed
by multiplying the ADC counts by V𝑝𝑝/212. This part of the analysis is
common, both for muons and for gammas. The treatment of a muon signal
will be described in the following.

Once a signal is tagged as a muon (signal present in channel 0), the first
step is to check if the RPC was efficient in the given event. The analysis
cycles through the waveforms of the 7 strips and, if the signal in any strip
is above a given threshold inside what is defined as the muon window, for
at least two samples, the RPC is considered efficient. The threshold has
been set to five times the RMS (expressed in mV) of the signal in the noise
window, while the muon window has been set by checking manually (using
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an oscilloscope) the distribution of the muon arrival time with respect to the
trigger (in the case of 1 Gs/s this window is 100 ns wide, while for 5 Gs/s
it is 30 ns). All the strips that satisfy the efficiency request are selected for
further analysis. In particular, a custom-developed peak finding algorithm
is used to locate the signal peaks, to calculate the prompt charge and the
time over threshold.
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(a) Example of event where the RPC was efficient,
with the standard gas mixture. Strips 2 and 3 are

efficient in this case
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(b) Example of event where the RPC was efficient,
with the MIX0. The signals induced by the big signal
on channel 4 can be seen. In this case, the algorithm

(described later) would classify only strip 4 as
efficient

Figure 4.19: Signal examples where the RPC is considered efficient. Standard gas mixture on the
left and MIX0 (CO2/HFO 95%/0% on the right)

Since, in the digitizer readout mode, the signals from the ALICE RPC are
readout on the cathode, they are expected to have a positive polarity and
almost all the signals collected with the standard gas mixture are charac-
terized by the presence of a single peak with such polarity, so a basic peak
detection algorithm is enough to characterize it. With the eco-friendly al-
ternatives tested, the behavior of the RPC is different: the signals could be
characterized by multiple peaks, have also negative peaks and, lastly, their
amplitude could be much higher than the one of the standard gas mixture
and this could lead to cross-talk, of either sign, between neighbouring strips.
Due to these facts, a more advanced algorithm had to be developed, to take
care of the variety of cases just listed. Figure 4.19 shows in the left panel, the
response of the strips with the standard gas mixture. The right panel is an
example of RPC response with one of the eco-friendly alternatives tested.

Precisely finding the start of a peak is important to improve the preci-
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sion of the charge calculation. The peak finding algorithm is divided in two
iterations: the first one runs on the waveform samples, starting from the
first sample of the muon window. If a sample is above the threshold, a peak
could be present; as Figure 4.20 shows, the first point above threshold does
not coincide with the real start of the peak. The real starting point is shown
in the figure with a black circle and, to determine it, the algorithm starts
from the first point above threshold and it moves backwards by one sample.
In each iteration a pair of neighbouring points (current sample and the one
just before) is considered and the discrete derivative2 is calculated between
them. It is possible to see that, in the case of a positive peak, the sign of
the discrete derivative is always greater than 0, up to the starting point. In-
deed, considering the pair formed by the starting point and the point just
before, the discrete derivative changes sign, hence one is able to determine
the starting point of the peak (a similar observation can be made for negat-
ive peaks, changing only the expected sign of the derivative). If the search
for a peak has started, the sample where the signal goes once again below
the threshold is found, and a similar approach of discrete derivative is ap-
plied to find the real end of the peak. Together with the start and end of
the peak, also its sign is saved (+1 if positive and -1 if negative). Further-
more, to calculate the time over threshold (time in which the signal is above
threshold), the precise intersection between the signal and the threshold is
found (this point is explained in detail in 4.5.1.3). At this stage, no require-
ment is imposed on the peak sign (it can be either positive or negative), the
only request is that the peak has to be above threshold for at least 2 samples,
for it to be considered a peak. Moreover, the strip must have at least one
peak which starts inside of the muon window. If such a peak is not found,
the strip is discarded from further analysis.

As described, the algorithm scans thewhole waveform and detects all the
peaks, independently of their polarity. It returns a list which contains, for
each peak, the start/end sample number, the sign, and the start/end of time
over threshold. If multiple peaks are found in a strip, the information is re-
ported for all peaks. Subsequently, the second iteration of the algorithm ex-
ecutes a more refined peak search, which performs the separation between
”real” signals and cross talk, as well as the detection of multiple peaks in a
given strip (pulses delayed with respect to the initial signal). This takes a
different number of steps, according to the number of peaks found:

• If only one peak is found in the data, the above mentioned values are
2The term discrete derivative is a loosely used term to describe an analogue of derivative for a function

whose domain is discrete
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Figure 4.20: Enlargement of muon signals obtained with the standard gas mixture (left) and with
an eco-friendly alternative (right), at source off. Highlighted are the start and end of the charge

integration interval (in black) while in green are the start and end of the ToT

returned

• If two peaks are found, a distinction in four cases is done, according
to the sign of the peak. Let the sign of the peak be indicated by + for
positive and - for negative.

– Case: +/+ both peaks are considered real and charge and time over
threshold is calculated as the sum of those quantities for the two
peaks.

– Case: +/- or -/+ the change of sign between the two peaks could
be a sign of cross-talk, since it was observed that such a behavior
is typical of those signals. Nonetheless, it was also observed that,
especially in the case of very large signals (> 100 mV), the posit-
ive peak is often preceded by a small negative dip. To distinguish
between these two cases, the absolute value of the ratio between
the maximum and the minimum amplitude of the peaks is com-
puted, since it was observed that in the case of cross-talk signals
this value is close to 1. If it is greater than 1, then the signal is
tagged as a real peak and the charge integration process and time
over threshold calculation is carried out on the positive peak only.
If, instead, the ratio is ≤ 1, the peaks are tagged as ripples (terms
used to describe signals resulting from mutual induction) and dis-
carded.
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– Case: -/- both peaks are discarded and the strip is not considered
efficient since a positive peak is expected, in accordance to what
was described earlier. This type of signals results, with certainty,
from cross-talk.

• If more than two peaks are found the algorithm divides them in ”super-
peaks”: it calculates the time difference between each peak and, as long
as it this is ≤ 40 samples, the peaks are inserted in the same super-
peak. When a super-peak is complete, either because the last peak in
the vector is reached or because the distance between two peaks is
> 40 samples, the absolute value of the ratio between maximum and
minimum in the super-peak is calculated. As before, if this value is >
1, the peak is considered as a real one while, if it is ≤ 1, it is considered
as a ripple and discarded. The prompt charge and time over threshold
calculations are carried out only on the positive peaks, while negative
peaks are discarded from the analysis.

Once the peaks have been identified and classified as real signals, or
cross-talk, the prompt charge is calculated by integrating the positive peaks
of the signal in the intervals found by the algorithm. The prompt charge is
calculated on all the strips with a ”good” peak and it is summed over all of
them, in order to get the total prompt charge released in the gas. In order to
obtain a charge value, the integral is divided by 50 Ω, i.e., the input imped-
ance of the digitizer. The time over threshold is also computed, by summing
the time ranges where the positive signal is above threshold, as provided by
the peak-finding algorithm described above. For each high voltage point,
a charge distribution is created and the classification of the signals as ava-
lanches or streamers is done. As will be further discussed in 4.5.1.2, it was
decided to tag as streamers all the signals with a prompt charge > 20 pC.
The left panel of Figure 4.21 shows an example of efficiency curve, obtained
with the digitizer, together with the average avalanche and streamer charge
(the avalanche charge is extracted as the mean of the charge distribution in
the interval 0-20 pC while the streamer charge is computed as the average
of the charge distribution for charge > 20 pC). The muon cluster size and
multiplicity are computed with the same algorithm as for the analysis of
TDC data, described in A.3.

For what concerns the analysis of the photon signals, the same peak find-
ing algorithm is applied. This time, peaks can be anywhere in the acquisi-
tion window, since the gamma background is uniform. Once all the peaks
in a given trigger are found, the clustering is performed with the algorithm
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described in A.3 and the cluster rate is calculated as the number of clusters,
divided by the active area (strip area * number of strips (7)) and the total
acquisition time (number of triggers * duration of an acquisition window).
The cluster rate is used to estimate the background rate on the detector.
The right panel of Figure 4.21 shows an example of cluster rate curve, as a
function of the high voltage, for the standard gas mixture.
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(a) Trend of efficiency, average avalanche and
streamer charges, as a function of the high voltage,

source off, standard gas mixture
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(b) Cluster rate as a function of the high voltage,
standard gas mixture, ABS 2.2

Figure 4.21: Example curves with key information extracted by the digitizer analysis. Efficiency,
prompt charge and cluster rate. The efficiency curve was fitted with the logistic function of
Equation 4.5, while the charge data points are connected with a straight line to guide the eye

4.5 Gas mixture characterization in the beam test
This section contains the results of the beam tests carried out at the GIF++
with the different HFO-based gas mixtures introduced listed in Table 4.1.
They have been characterized in terms of detector response to the muon
beam (efficiency, cluster size, prompt charge and streamer contamination)
and also in terms of response to the photon background (currents, cluster
rate and total charge per photon hit). Since several mixtures have been
tested, the criterion used to divide the description of the results is based
on the estimated working point: the first results discussed are for mixtures
with a lower working point than the one calculated for the standard gas mix-
ture (in 4.5.1), while the results for mixtures with a higher working point
than the standard mixture will be presented later (in 4.5.2). Note that for
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the mixtures with lower working point the data taking has been carried out
only with the digitizer. For the mixtures with higher working point, the
FEERIC front-end cards have been employed as well. Finally, a comparison
among all the mixtures will be performed (in 4.6). Of course, the perform-
ance of each gas mixture will be compared to the standard, which is used
as a baseline.

4.5.1 Mixtures with lower working point than the standard
mixture

This section reports the performance of the ALICE RPC, when operated
with three HFO-based gas mixtures with lower working point with respect
to the standard gas mixture, namely (with reference to Table 4.1) MIX0,
MIX1 and MIX2. These have a HFO content ranging from 0 to 20%. The
HFO content has been increased in steps, to study specifically the interplay
with the CO2, since the concentration of the other gases was kept constant.
The mixtures were first tested with source off, using the digitizer config-
uration with 5 Gs/s (200 ns acquisition window) in order to increase the
resolution on the measurement. The coincidence of the internal scintillat-
ors was used as beam trigger, to reduce the delay between the RPC signal
and the trigger (as explained in in 4.3.5).

The mixtures were then tested with the gamma irradiation, up to a hit
rate of ∼ 250 Hz/cm2, this time using the 1 Gs/s sampling frequency, due to
the delay between the (external and internal) scintillator trigger and the RPC
signal (see 4.3.5). All the quantities described in the previous section have
been studied under irradiation and they will be compared to the source-off
behavior.

4.5.1.1 Source off and irradiation currents

The first parameter that is monitored is the current absorbed by the de-
tector. When the RPCs are exposed to a flux of ionizing particles (such as
the photons from the 137Cs source in GIF++, or the muon beam) those will
ionize the gas and will cause current to circulate in the detector. This quant-
ity is strictly related to the total charge released inside the gas, indeed if a
mixture contains gas(es) with a smaller quenching effect, the amount of re-
leased charge will be greater and the current will be higher. Of course, the
higher the flux, the higher the current absorbed by the detector will be.

Figure 4.22 shows (in the left and right panel respectively) the results
of the current measurements at the working point (with the standard gas
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mixture) at source-off and under maximum irradiation (ABS 1, cluster rate
∼ 300 Hz/cm2). The current distribution has two distinct populations: the
main peak (at lower values of current) corresponds to the dark current (in
the source-off case) or the gamma-induced current (under irradiation) while
the other peak refers to the current measured during the muon spill (beam-
induced current). The two populations appear because of how the current
is measured: every two seconds the value monitored by the high voltage
module is saved, independently of the status of the SPS (that is, the meas-
urement can be taken either during or a spill or in between spills).
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Figure 4.22: Left panel: distribution of measured current when no gamma irradiation is present.
Right panel: distribution of measured current at maximum gamma irradiation. Both distributions

are taken at the working point with the standard gas mixture

To isolate the gamma-induced (or dark) component of the current, for
a given value of applied high voltage, a Gaussian fit is performed around
the peak with the greatest amount of counts, which always corresponds
to current values measured outside of the muon spill (a spill usually lasts
∼ 5 s while the inter-spill period is on the order of ∼ 20-30 s). Once the
Gaussian interpolation is carried out, its average (with the error provided
by the fit) is taken as an estimate of the photon-induced (or dark) current.
In the following, all the current values reported correspond to the outcome
of the above mentioned process. The gamma-induced current is important
for the determination of the average charge per hit, as will be explained in
4.5.3.

Figure 4.23 shows, in the left panel, the current at source off, as a func-
tion of the effective high voltage for the mixtures mentioned above. The
left panel shows the current values evaluated as the average of the distribu-
tion, without performing the subtraction of the beam-induced current. The
right panel shows the contribution of the beam-induced to the total RPC
current, as difference between the total current and the one obtained from
the Gaussian interpolation explained earlier.
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Figure 4.23: Total current and beam-induced component for three eco-friendly gas mixtures vs
standard gas mixture. HFO/CO2: 0/95 (MIX0), 10/85 (MIX1), 20/75 (MIX2) - source off

The charts in Figure 4.23 report on the x-axis the values of high voltage
minus the working point. This choice allows one to compare the results of
mixtures with far apart working points (changing the HFO/CO2 ratio one
obtains mixtures with working points that differ by 1-1.5 kV). The compar-
ison between the curves for the eco-friendly alternatives and the standard
gas mixture shows that the beam-induced current is always greater for the
eco-friendly mixtures than for the standard mixture. Also, the current at
a fixed voltage (minus working point) decreases as the HFO concentration
increases. As anticipated at the beginning of this section, a higher current
hints to a greater charge release in the gas, and this hypothesis will be con-
firmed by studying the prompt charge distribution.

Since the high voltage power supply was limited to a maximum current
of 99 𝜇A (also not to damage the detector), it was not possible to test all the
mixtures up to the maximum irradiation, in particular the MIX0 (0% HFO)
was tested only at source OFF, since the measured current was close to the
power supply limit. Figure 4.24 shows the current (total and with subtrac-
tion of the beam-induced component) absorbed at the maximum common
irradiation available for STD, MIX1 and MIX2. The relative beam-induced
contribution to the total current is reduced, with respect to the source off
case, and the correction becomes more and more negligible as the gamma
background increases.

Figure 4.25 shows the trend of the current measured at working point
(with the subtraction of the beam-induced component) as a function of the
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Figure 4.24: Total current and beam-induced component for three eco-friendly gas mixtures vs
standard gas mixture. HFO/CO2: 10/85 (MIX1), 20/75 (MIX2) - ABS 4.6

gamma cluster rate (measured at working point). The values of rate corres-
pond to the same set of ABS values across all the mixtures tested: 22, 10,
6.9, 4.6 and 2.2 (from lowest to highest irradiation). Note that for MIX1, the
maximum achieved rate corresponds to ABS 4.6 (and not 2.2) due to above
mentioned current limit. The source-off value for each mixture is also re-
ported in the chart.
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Figure 4.25: Current at working point as a function of the gamma cluster rate measured by the
detector. HFO/CO2: 10/85 (MIX1),20/75 (MIX2)

Figure 4.25 shows that the measured rate for a given ABS is similar for
different mixtures, although variations can be observed; those could be at-
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tributed to gas mixture-related effects, such as different gamma detection
efficiency for different mixtures. The current absorbed by both eco-friendly
alternatives is more than doubled (for a fixed value of gamma cluster rate),
with respect to the standard gas mixture. This can be explained by consider-
ing that the HFO content in these mixtures is low and the quenching effect
of the 1% SF6 is not sufficient to reduce the charge per hit. Recall that, while
MIX0 (0% HFO) could not be tested under irradiation due to too high cur-
rents, the addition of 10% HFO (in MIX1) already reduces the currents and
enables one to work under gamma irradiation.

4.5.1.2 Source-off efficiency, streamer contamination, charge distribution
and cluster size

As explained in 4.4.2, the RPC is considered efficient if the amplitude of
the signal on at least one strip crosses the threshold, inside the muon win-
dow. The streamer fraction is defined as the fraction of signals whose total
prompt charge is above 20 pC. Recall that the prompt charge is computed as
the sum of the prompt charge of all the strips selected, within themuon time
window, by the peak-finding algorithm described in 4.4.2. The streamer
threshold of 20 pC was chosen by studying the charge spectrum obtained
with the standard gas mixture at voltages higher than the working point,
since it offers a clear avalanche/streamer separation74, as can be seen in Fig-
ure 4.26. The spectrum shows two peaks: the one at lower charge values
represents the avalanches, the one at higher charge values, the streamers.
By performing an interpolation of the two peaks with two Landau func-
tions, one finds that their intersection, which marks approximately the ava-
lanche/streamer separation, is around ∼ 20 pC. Note also that the streamer
contamination in the standard gas mixture is low, hence a run with 10000
muon triggers (vs the standard 2500) had to be taken in order to observe a
statistically significant streamer peak.

It is interesting to look at the charge distribution for the mixtures dis-
cussed so far and compare them to the results obtained with the standard
gas mixture. This comparison is shown in Figure 4.27 where the prompt
charge spectra (at the detector working point) are reported. It was decided
to use a logarithmic scale on the x-axis (with logarithmic bins as well) since
the charge content spans from about 10−2 pC up to some 103 pC.

By comparing the prompt charge spectra, some difference with respect
to the standard gas mixture (shown in black) can be pointed out. First of
all, the streamer contamination is higher, with counts up to few hundred



114 Gas mixture characterization in the beam test

0 20 40 60 80 100
Prompt charge [pC]

1

10

210

C
o

u
n

ts
Charge distribution
Avalanche fit
Streamer fit

Figure 4.26: Prompt charge distribution for the standard gas mixture in the source off condition.
The intersection of the two Landau interpolations is used as a discriminant for the

avalanche/streamer classification

pC, especially in the mixture with lower HFO content. Moreover, the ac-
tual shape of the distribution is different with respect to the standard gas
mixture, which shows a peak around 1 pC. The mixtures with lower HFO
concentrations (≤ 20%) shows a greater amount of events with a very low
charge (< 0.5 pC) and the charge distribution is broader than the one ob-
tained with the standard gas mixture. This observation can also be related,
to the low number of primary (and secondary) ionization clusters in CO2:
if the impinging muon ionizes the gas in a space region close to the anode,
the electron multiplication is negligible and only a tiny amount of charge is
released in the gas. If, on the other hand, the charge multiplication process
develops, the avalanche is not quenched sufficiently by the other gases in
the mixture, hence the higher streamer contamination. This observation
makes mixtures with a high CO2 content not suitable to be employed in
detectors with a thin gas gap. With the ALICE RPC (a 2 mm gas gap de-
tector) an acceptable value of efficiency (see Fig. 4.28) is reached thanks to
the thickness of the gas traversed by the particle, but at the cost of a large
streamer contamination. The addition of HFO to the gas mixture has the
effect of reducing the quantity of signals with small charge and, at the same
time, shifting the first peak (avalanche peak) of the charge distribution to-
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Figure 4.27: Source-off prompt charge distribution at the voltage closest to the working point for
the three eco-friendly gases under test, compared to the standard gas mixture. A clear difference
in streamer contamination and distribution shape can be observed. HFO/CO2: 0/95 (MIX0), 10/85

(MIX1),20/75 (MIX2)

wards higher values; it also slightly reduces the population of the streamer
region due to the improved quenching properties.

The RPC efficiency curve at source off is shown in the left panel of Figure
4.28, while the right panel contains the streamer probability. The addition
of 10% HFO produces a shift of the working point by ∼ 1 kV, consistently
with what reported in [125, 127]. The number of primary clusters produced
by the CO2 ionization is much smaller, due to its lower density of ∼ 1.84
mg/cm3 [73] with respect to other gases, such as R134a (4.25 mg/cm3 [140])
or HFO (4.82 mg/cm3 [140]). This might explain why the maximum value of
efficiency reached with MIX0 (which has the largest CO2 content) is lower
than with the other mixtures.

The right panel of Figure 4.28 shows the streamer probability with all
the eco-friendly alternatives considered so far. The standard gas mixture
exhibits a streamer probability of ∼ 2% at working point, while the same
quantity is ∼ 42%, 21% and 7% for MIX0 (HFO/CO2: 0/95), MIX1 (HFO/CO2:
10/85) and MIX2 (HFO/CO2: 20/75), respectively. Moreover, the standard
gas mixture is characterized by a streamer contamination < 10% for voltages
up to 500 V above the working point;. Neither MIX0 nor MIX1 exhibit this
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Figure 4.28: Efficiency and streamer probability curves at source off. HFO/CO2: 0/95 (MIX0),
10/85 (MIX1), 20/75 (MIX2) - source off

property, showing a streamer contamination above 10% already at the work-
ing point. MIX2 is the only mixture for which the streamer probability is
lower than 10% at working point, but, as soon as the voltage is increased,
the streamer contamination increases rapidly.

Another parameter that has beenmeasured is themuon cluster size. This,
is defined as the number of adjacent strips that are fired in an event, within
a fixed time window. The clustering algorithm is defined in A.3 and the
fixed time window within which hits on adjacent strips are considered a
cluster has been set to 15 ns. Indeed, a detailed study of the signal shapes
has revealed that, especially for the mixtures with a low HFO content, a
large fraction of the events is characterized by a signal amplitude of more
than 200 mV (recall that the signals are picked up from the strips without
any amplification). When such signals occur, they tend to induce some sort
of signal on several readout strips, with very complicated patterns. Some
examples are shown in 4.4.2. The cluster size is unambiguously defined only
when some front-end electronics is used to discriminate signals, but even
when the detector response is studied with the digitizer, it is interesting to
compare the number of neighbouring strips that are ”lit up” by the muon
signals. The signal-shape-based selection described in 4.4.2 was mainly de-
veloped to exclude ”ripple” signals from the prompt charge calculation but,
to be consistent with this choice, it was decided to use the same criteria for
the cluster size calculation. Note also that the pitch of the ALICE RPC strips
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(∼ 3 cm) is relatively large, so tiny variations in the cluster size might be
difficult to appreciate. The cluster size at source off for the three mixtures
described in this section is reported in Figure 4.29, as a function of the high
voltage minus working point.
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Figure 4.29: Muon cluster size as a function of the high voltage minus working point for the three
mixtures described in this section. HFO/CO2: 0/95, 10/85, 20/75 (MIX0, MIX1, MIX2) - source off

The cluster size values are similar across the different gas mixtures, al-
though it seems that, for the eco-friendly alternatives, the cluster size tends
to decrease for decreasing HFO content. This could be explained by the sig-
nificant fraction of signals with small prompt charge (such as the one shown
in panel c of Figure 4.33) in CO2-rich mixtures. The cluster size values for
the eco-friendly alternatives tend to saturate for voltages above the working
point, while for the standard gas mixture such saturation is not observed in
the explored voltage range. The results of a properly-defined cluster size
will be reported for the mixtures studied with the front-end electronics, in
4.5.2.

4.5.1.3 Time resolution and time over threshold

By using the digitizer one can also compute the time resolution of the RPC,
when operated with the different mixtures. Recall from 4.3.5 that the di-
gitizer is equipped with a ”fast trigger” input, whose peculiarity is that its
input can be digitized and used as a time reference for the other channels. If
coupled with the 5 Gs/s sampling frequency (200 ps resolution on the single
hit), this allows one to perform precise timing measurements. Recall from
4.3.5 that only the coincidence of the internal scintillators can be connected
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to the fast trigger input. Hence, time resolution measurements have been
performed only at source off, when the rejection of accidental coincidences
(from photon hits) by the external scintillators is not required. For each
event, the trigger signal is digitized through the fast trigger input of the
digitizer, together with the response from all the RPC strips. The time of
the RPC signal is defined as the time when the signal crosses the threshold,
while the time of the trigger signal is defined as the time when it crosses 50%
of its amplitude. The amplitude of the signal is calculated event-by-event
by taking the difference between the minimum value of the signal (since
the signal is in NIM logic) and its baseline (average of the sampled values in
the interval 10-40 ns). In order to improve the estimation of the threshold
crossing time, one can take the two samples closest to the threshold (one
just before and one just after) and interpolate the two with a line. The in-
tersection between this line and an ideal horizontal line, corresponding to
the threshold, gives a more precise time measurement that can be used to
compute the time resolution of the detector (see also [141]). This process is
repeated for all the events at fixed value of high voltage and a histogram is
filled with the difference between the trigger time and the RPC time. Finally
a Gaussian fit is performed to the distribution and the standard deviation 𝜎
of the Gaussian provides an upper limit to the RPC time resolution (since it
is also affected by the jitter of the trigger scintillators and photomultipliers).
It can happen, especially for the mixtures with a low HFO content, that a
strip responds with a signal with multiple peaks (as explained in 4.4.2): in
order to deal with this, only events with a single peak are taken into account
for the timing measurements. Moreover, if more than one strip is fired in a
given trigger, the time of each strip is considered in the calculation, as long
as it is characterized by a single peak. The left panel of Figure 4.30 shows
the procedure to determine the precise time of the trigger signal while the
right panel shows the distribution of the time difference between the RPC
and trigger signals, for the standard gas mixture at the detector working
point. It also displays the value of the 𝜎 from the Gaussian fit of the peak.

The time resolution values, measured with this method, are reported in
the left panel of Figure 4.31 as a function of the high voltage minus the
working point. The error on themeasurements is defined as the error on the
parameter resulting from the Gaussian fit. The data points at lower voltages
have a bigger error due to the smaller number of efficient events, used to
compute the time resolution. The results are similar for the different gas
mixtures (although, it seems, slightly better for the eco-friendly alternatives
than for the standard). The dependence on high voltage is small at voltages
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Figure 4.30: Left panel: enlargement of fast trigger signal and time estimation with the technique
shown in [141]. The signal in red is the trigger. The lines called baseline, minimum and threshold
represent the baseline oscillations, the minimum of the signal and the threshold, defined as the
50% of the signal amplitude respectively. Right panel: distribution of time difference distribution

between RPC and trigger signals for the standard gas mixture at working point - source off

around the working point.
A complementary observation can be made by looking at the distribu-

tion of the time over threshold (ToT) of the same signals: recall that for
the time resolution measurements, only signals with a single peak are con-
sidered. For the same signals, the time over threshold is defined as the total
time interval in which the signal is above threshold. The ToT distributions
shown in the right panel of Figure 4.31 illustrate the different behavior of
the mixtures: the mean value of ToT for the standard gas mixture is ∼ 7 ns,
with no count exceeding the 15 ns mark. The other mixtures show some
different features: first of all, the region where the ToT is < 1 ns becomes
more populated (due to the low-charge events shown in 4.5.1.2); second, the
mean value of the distributions is increased, with counts up to values that
correspond to the whole acquisition window. This is not desirable in LHC
applications, where the RPCs must provide correct bunch crossing identi-
fication down to 25 ns142. It appears that this effect becomes less severe as
the HFO concentration increases in the mixture.

Last, by studying the correlation between time over threshold and signal
charge, one can discover another feature of the low-HFO gas mixtures, i.e.,
the presence of events with a modest charge content (< 20 pC) but with a
high value of ToT. These events are characterized by a small amplitude in
terms of mV (∼ 10 mV) but they tend to remain over threshold for a long
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(a) Time resolution of the RPC (upper limit) as a
function of the high voltage minus working point

2−10 1−10 1 10 210
Time over threshold [ns]

0

10

20

30

40

50

C
o

u
n

ts

STD

MIX0

MIX1

MIX2

(b) Time over threshold distribution measured at the
detector working point for the mixtures discussed

thus far

Figure 4.31: Left panel: time resolution trend as a function of the high voltage minus working
point. Right panel: time over threshold distributions at working point for the mixtures tested.

HFO/CO2: 0/95,10/85,20/75 (MIX0, MIX1, MIX2) - source off

time (> 40 ns). This type of events is not foundwith the standard gasmixture.
Indeed, in this case, a higher time over threshold always corresponds to a
higher prompt charge. This correlation is shown, at the working point, for
the different gas mixtures, in Figure 4.32. The events at very high charge
and TOT values represent the streamers. The events close to 0 pC and small
ToT are instead those that contribute to the small charge values observed in
4.27.

The chart in Figure 4.32 contains the information on all the events char-
acterized by a single peak signal on the strip. The maximum ToT reported is
close to 120 ns because the start of the muon window is set at 80 ns and the
total acquisition window is 200 ns long. Together with the spectrum, three
examples of signals are shown in Figure 4.33. The signal in the top left has a
ToT ∼ 50 ns and a prompt charge of ∼ 3.2 pC, due to the presence of a long
tail with low amplitude. The one in the top right is a signal with a ToT of ∼
16 ns and a prompt charge ∼ 33 pC, due to its high amplitude of more than
200 mV (note that for the standard gas mixture, a signal with the same ToT
would correspond to a much lower value of prompt charge, ∼ 5-6 pC). Last,
in the bottom panel, an example of a short and low-charge-content event is
reported: the ToT is ∼ 2 ns and the integrated charge is ∼ 0.06 pC. The blue
horizontal line in all the charts represents the threshold value. All these
signals were obtained with the mixture without HFO (MIX0). By looking
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Figure 4.32: Correlation between prompt charge and time over threshold for the different
mixtures tested. Results shown at working point and no irradiation. Different event populations
can be distinguished: low charge and low ToT, more present in the eco-friendly gases rather than
the standard gas mixture. Events with high ToT but relatively small charge and events with a
short ToT and relatively high charge are a feature specific to the eco-friendly alternatives.

HFO/CO2: 0/95,10/85,20/75 (MIX0,1,2)

at Figure 4.32 one can see that adding 10% HFO to the mixture the com-
ponent of signals with small ToT (between 5 and 20 ns) and high charge
(> 10pC) tend to disappear, and the correlation between prompt charge and
ToT tends to flatten.
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Figure 4.33: Example of signal shapes with peculiar characteristics in terms of ToT and prompt
charge

4.5.1.4 Results under irradiation

This section discusses the behavior of the ALICE RPC when operated with
the mixtures described above and exposed to the gamma flux of the GIF++
137Cs source. As stated before, the RPCs have been exposed to a gamma
hit rate up to ∼ 250 Hz/cm2 and, as mentioned in 2.3.3, this background
rate is about 2.5 times higher than the maximum expected value in ALICE
(already including a safety factor of 2) during the LHC RUN3 and RUN4112.
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Nevertheless, it is useful to study the response of the detectors at such high
rates to find the upper limit of the rate capability granted by the mixtures.

When the detectors are exposed to the gamma flux, the circulating cur-
rent increases correspondingly, as shown in Figure 4.25. The current flows
through the gas and, to complete the circuit, it passes through the bakelite
electrodes that enclose the gas gap. This current generates a voltage drop
across the bakelite electrodes and this, in terms, reduces the actual high
voltage that is applied to the gas, i.e., the one available for the charge mul-
tiplication process. This is shown in Figure 4.34, where a sketch of a RPC
detector is presented, together with a high voltage generator, connected to
the RPC. The power supply provides the voltage HV, which is then split
into the voltage drop across the gas, HV𝑔𝑎𝑠 and the drop on the bakelite
electrodes, indicated as R*I since the bakelite behaves as an Ohmic resistor
(R is the resistance and I is the circulating current), hence the drop is pro-
portional to the current and the bakelite resistance.

Figure 4.34: Sketch of the RPC connection to the high voltage module with explicitly indicated
the voltage drop across the bakelite electrodes, due to the current circulating in the detector

The reduction of the actual voltage applied to the gas (due to the drop
on the bakelite electrodes) causes a decrease in the detector gain (as repor-
ted in Section 2.2) for a given value of applied high voltage, which, if not
negligible, translates into a shift of the efficiency plateau towards higher
voltages. The shift is more pronounced if the absorbed current increases
(for example if the irradiation is increased). The shift of the efficiency plat-
eau can be observed in the left panel of Figure 4.35, where the efficiency
curves (as a function of the high voltage) for different background rates
are reported, together with the curve corresponding to the no irradiation
condition (in black). In the same figure, the curves of the streamer probabil-
ity for the different irradiation conditions are also reported. The efficiency
curves have been fitted using the logistic function introduced in 4.4.1 while
the lines in the streamer probability curves have been added for visual aid.
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By looking at those curves, it appears that also the streamer contamination
decreases for increasing irradiation.
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(b) Efficiency and streamer probability curves as a
function of HV𝑔𝑎𝑠 for MIX2. The curves tend to

superimpose with one another in this case

Figure 4.35: Effect of showing efficiency and streamer probability curves under irradiation as a
function of the effective high voltage (left panel) and HV𝑔𝑎𝑠 (right panel).

Since the voltage drop on the bakelite is proportional to its resistance
and the current flowing through the detector, by measuring both quantit-
ies, the real voltage across the gas (HV𝑔𝑎𝑠 in the following) can in principle
be determined as the difference between the applied high voltage (HV in the
following) and the term R*I (that is, HV𝑔𝑎𝑠 =HV - R*I). If no other ”parasitic”
voltage drops are present, then, by plotting the efficiency as a function of
HV𝑔𝑎𝑠, the observed shift between the curves should disappear. The values
of the absorbed current are saved by default during a run and periodic res-
istivity measurements, performed with the Ar method described in Section
2.2, are performed to monitor the evolution of this quantity in time. The
measurement closest to the beam test was carried out one month before
and it provided a resistance value of R = 1.24⋅107 Ω. The right panel of Fig-
ure 4.35 shows the trend of efficiency and streamer probability for MIX2 as
a function of HV - R*I (with the value of R just mentioned). One can see
that the efficiency curves are superimposed with one another, and the same
holds for the streamer probability curves. Beside the superposition of the
curves, the comparison of the two panels in Figure 4.35 reveals another fea-
ture: especially for higher rates, it appears that the efficiency curves reach
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a plateau (at lower and lower values of efficiency as the rate increases), if
they are plotted against the effective high voltage, while this behavior is not
reproduced if the efficiency is shown as a function of HV𝑔𝑎𝑠. This can be
explained by considering the voltage drop across the bakelite planes: even
if the effective high voltage is increased, the drop on the bakelite increases
as well and, effectively, the increase of HV𝑔𝑎𝑠 is much smaller than that of
HV, and the increase of efficiency is consequently also small. This gives the
visual impression of the curve reaching a plateau, due to the ”wrong” scale
on the x axis. If one then observes the trend as a function of HV𝑔𝑎𝑠 (shown
in the right panel of Figure 4.35), it is possible to see that the points that
appeared to be in the plateau in the left panel of Figure 4.35, are actually
still in the rising portion of the efficiency curve. The same can be inferred
for the streamer probability: the reason why it appears to be decreasing,
for increasing irradiation, is because the actual voltage applied to the gas
is lower than what is provided by the high voltage module, hence the gas
gain is lower and the charge multiplication process leads to smaller released
charge in the gas gap.

The efficiency curves under irradiation for STD and MIX1 are reported
in Figures 4.36 and 4.37.
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Figure 4.36: STD gas mixture
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(b) MIX1 efficiency - streamer probability curves as
a function of HV𝑔𝑎𝑠

Figure 4.37: MIX1 gas mixture

To visualize the behavior of all the mixtures as a function of the gamma-
induced counting rate at a glance, another format to show the results will be
adopted in the following. The data presented in this new way is reported
in Figure 4.38, where only the values of efficiency and streamer probabil-
ity at working point are shown as a function of the measured gamma rate.
Since the efficiency curves are shifted towards higher voltages, the value
of working point is itself shifted and has been re-calculated under each ir-
radiation condition. Figure 4.38, also reports the value of the efficiency at
the working point of the source-off condition. Of course, due to the shift
of the efficiency curves discussed above, the efficiency drop at the source
off working point is greater than what is measured if the working point is
re-calculated for each irradiation condition. It is interesting to monitor this
efficiency reduction since in a real-life scenario one might not be able to
easily change the applied high voltage according to the particle rate. With
this idea in mind, the choice of the source off working point represents the
worst case scenario and it is interesting to study it.

Table 4.4 reports the results shown in the chart of Figure 4.38, together
with the values of working point estimated from the logistic function inter-
polation. It is important to monitor both the shift of working point with in-
creasing irradiation, as well as the efficiency dropwith respect to the source-
off condition. For the standard gas mixture, the efficiency drop at the (re-
determined) working point is ∼ 2.5 pp (percentage points), from source off
to maximum irradiation; while for both MIX1 and MIX2 this value is ∼ 8 pp.
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Figure 4.38: Efficiency and streamer probability computed at working point and source-off
working point as a function of the gamma rate on the detector for the different mixtures.

HFO/CO2: 10/85,20/75 (MIX1, MIX2). The source-off condition is also reported in the chart

As reported in 2.3.3, themost exposed RPCs inALICE, during the LHCRUN3
and RUN4, will have to sustain a hit rate of ∼ 100 Hz/cm2 (already includ-
ing a safety factor of 2). The efficiency drop (at the re-calculated working
point) is∼ 1.2/1.3 pp for the standard gas mixture while it is∼ 7 pp for MIX1
and ∼ 5 pp for MIX2. The source-off efficiency value at working point is
slightly lower for the HFO-based gas mixtures, with respect to the stand-
ard gas mixture, due to the high CO2 content, which translates to lower
number of primary/secondary ionization clusters and reduced detection ef-
ficiency. The working point shift is similar across all mixtures but due to
the higher currents circulating with the eco-friendly gases (which leads to
a greater voltage drop across the bakelite), the maximum efficiency reached
under irradiation appears to be much lower, with respect to the standard
gas mixture. All in all, the performance of the ALICE RPC with the first
three eco-friendly alternatives is worse than with the standard gas mixture,
especially in light of the streamer contamination and of the efficiency drop
for a background rate of ∼ 100 Hz/cm2. Hence, none of them can be con-
sidered as a strong candidate for operation in ALICE. However, the results
obtained show that the performance of the detector is improving as the HFO
content is increased. Following this observation, it was decided to further
increase the HFO content to observe whether the RPC response would im-
prove further. The results from these mixtures are reported in the following
section.

Themuon cluster sizewas alsomeasured under gamma irradiation. Since
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Mix WP𝑜𝑓𝑓[𝑉] Rate [ 𝐻𝑧
𝑐𝑚2 ] 𝜖𝑊𝑃𝑜𝑓𝑓 WP [V] 𝜖𝑊𝑃 [%] Str prob[%]

STD 9716

0.3 97.5 9716 97.5 0.44
33 91.8 9890 96.9 0.3
61 95.6 9793 96.9 0.5
86 94.2 9843 96.8 0.3
121 92.8 9868 96.1 0.2
222 84.1 10027 94.8 0.3

MIX1 8861

0.09 95.2 8861 95.2 20
34 89.8 8923 90.7 11
62 87 8962 88.6 8
83 84.7 9028 87.8 6
110 83.6 9042 87.1 5

MIX2 9666

0.03 94.7 9666 94.7 10
36 92.5 9678 92.6 6
65 90.2 9742 91.4 4
95 87.9 9838 91.2 4
115 86.6 9838 90.1 2
230 76.2 10048 86.4 2

Table 4.4: Summary table of working point at source off (WP𝑜𝑓𝑓), re-calculated working point
(WP), efficiency and streamer probability (at the re-calculated WP) at different counting rates for

the mixtures discussed so far. HFO/CO2: 10/85,20/75 (MIX1, MIX2)

the real voltage applied to the gas is reduced, due to the drop measured on
the bakelite electrodes, the gas amplification is also reduced. This leads to
a reduction of the avalanche spatial size in the gap and to a smaller cluster
size for increasing irradiation. The trend of the cluster size measured at
working point (re-calculated for each irradiation condition), as a function
of the background rate, is reported in Figure 4.39.

The slight decreasing trend observed may be ascribed to the reduction
of the actual high voltage applied to the gas for increasing irradiation.

4.5.2 Mixtures with higher working point than the standard
mixture

This subsection reports the results obtainedwithmixtures that have a higher
working point, with respect to the standard gas mixture. They will be ad-
dressed to asMIX3, MIX4, MIX5 andMIX6, with CO2/HFO ratio 69/25, 65/30,
60/35 and 55/40 respectively. The results are organized in a similar fashion
as 4.5.1, starting with the absorbed current, with and without irradiation,
moving then to the performance with no irradiation (efficiency, time res-
olution, charge) and, last, to the performance under irradiation. The last
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Figure 4.39: Trend of the cluster size measured at working point (re-calculated for each
irradiation condition), as a function of the measured gamma cluster rate for the gas mixtures

tested HFO/CO2: 10/85,20/75 (MIX1, MIX2). The observed decreasing trend can be explained by
considering the decrease of the real high voltage applied to the gas

part of this section contains a summary of the results, comparing all the
mixtures described in this as well as in the previous subsection.

In addition to the results obtained with the digitizer, this section dis-
cusses also the performance of the ALICE RPC when the ALICE front-end
electronics is used to discriminate the signals, and TDC modules were used
to acquire them. It will be indicated whether a given result is obtained with
the digitizer or with the front-end electronics.

4.5.2.1 Source-off and irradiation currents

As in 4.5.1, the first results shown here concern the current absorbed by the
detector at source off, with the different gas mixtures under test. The effect
of the beam-induced current was also studied. The left panel of Figure 4.40
reports the trend of the total current as a function of the high voltage minus
the working point, while the right panel shows the beam-induced compon-
ent of the current. Recall that the beam induced current is subtracted by
performing a Gaussian fit to the main peak of the measured current distri-
bution, for a given high voltage value (see 4.5.1.1 for a detailed description
of the procedure).

The effect of the higher HFO content can be observed as a reduction
of the beam-induced component of the current, with respect to the mix-
tures discussed in 4.5.1 and shown in Figure 4.23. The absorbed current at
working point is, however, almost doubled with respect to the standard gas
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Figure 4.40: Total current and beam-induced component for four eco-friendly gas mixtures
compared to the standard gas mixture. HFO/CO2: 25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5,

MIX6) - source off

mixture.
The current measured at the detector working point (with the subtrac-

tion of the beam-induced component), under irradiation, is shown in Figure
4.41 as a function of the measured gamma rate. Also in the case of these
mixtures, the relative importance of the beam-induced component, tends to
become less significant as the background increases. The maximum value
of rate corresponds to ABS 2.2 for all mixtures.

The absorbed current seems to be compatible among the different mix-
tures tested, which suggests that the average charge per gamma hit at work-
ing point is similar for all the HFO-based gas mixtures. The current is ∼
1.6/1.7 times higher with respect to the standard gas mixture (for the same
irradiation condition).

4.5.2.2 Source-off efficiency, streamer contamination, charge distribution
and cluster size

As it was done earlier for MIX0, MIX1 and MIX2, the efficiency response
with source off will be discussed here, together with the streamer contam-
ination results. The same algorithms discussed in 4.4.2 have been applied
to the data obtained with these other mixtures. The addition, with respect
to the previous section, is that the detector performance with two of the
mixtures discussed here (MIX3 and 5), in terms of efficiency and cluster
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Figure 4.41: Current at working point as a function of the gamma rate measured by the detector.
HFO/CO2: 25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6)

size, has been studied also using the ALICE front-end electronics (FEERIC),
and the results will also be shown and discussed. For this purpose, was de-
cided to set the same FEERIC thresholds that are currently being used in
the ALICE detector133, which correspond to ± 100 mV, after amplification.
According to [86], this value roughly corresponds to a threshold in charge,
before amplification, of ∼ 170 fC. The thresholds were set using the Ardu-
ino code, discussed in 4.3.4.3 and were monitored during the data taking
period.

Figure 4.42 shows, in the left panel, the efficiency curves for all the mix-
tures under test, obtained with the digitizer, while the right panel shows the
trend of the streamer probability, as a function of the high voltage minus
the working point.

If the HFO concentration increases, the efficiency curves tend to shift
towards higher voltages. The shift of roughly 1 kV every 10% more HFO,
already shown in 4.5.1.2, can be also observed here. Moreover, since the
density of the gas mixture (hence the number of primary ionization clusters,
as reported in Section 2.2) is gradually increased (as the HFO concentration
increases), the maximum value of efficiency tends to become compatible
with the one obtained with the standard gas mixture.

For what concerns the streamer probability, the chart in the right panel
of Figure 4.42 shows that it tends to decrease as the HFO concentration
increases. The streamer probability at the working point is close to that
of the standard gas mixture for all the mixtures shown in the chart, and it
is around 5%. This is a promising result, since streamers are significantly
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(a) Efficiency curves vs effective high voltage
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(b) Streamer probability as a function of effective
high voltage minus detector working point

Figure 4.42: Efficiency and streamer probability curves at source off. HFO/CO2:
25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6)

more suppressed than in the mixtures shown in 4.5.1. The main issue to be
pointed out is that the high voltage range where the streamer probability
remains under 10% is only around 150 V forMIX6 and it is even lower for the
others. The drawback of MIX6 is that it is the one with highest source-off
working point (∼ 1.5 kV higher than the standard gasmixture) and (similarly
to the other gas mixtures described here) the absorbed current is∼ 1.6 times
that for the standard gas mixture under the same irradiation and for the
same efficiency.

The efficiency as a function of effective voltage at source off, obtained
using the front-end electronics, for the standard gas mixture, MIX3, and
MIX5 is shown in Figure 4.43. The algorithm to compute the efficiency is
reported in 4.4.1: recall that the ALICE RPC is readout on two perpendicular
strip planes and the so-called 2D efficiency is reported. This is computed by
requesting that at least one hit in both strip planes is present upon a muon
trigger. If one compares the working point obtained with the digitizer and
the front-end electronics, the latter is found to be 100-150 V lower, with
respect to the former. This is due to the fact that the threshold set in the di-
gitizer analysis (5 times the baseline RMS as measured in the noise window)
is somehow arbitrary, and turns out to be higher than the 100 mV used with
the front-end boards. Moreover, the stricter event selection criteria applied
when processing the data from the digitizer (such as the minimum duration
above threshold imposed) might also contribute to the higher working point
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values observed.
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Figure 4.43: Efficiency curves obtained without irradiation, using the new ALICE front-end
electronics. HFO/CO2: 25/69,35/60 (MIX3, MIX5)

The efficiency curves have been fitted using the same logistic function as
with the digitizer and the working point has also been estimated in the same
way. The streamer probability at the FEERIC working point, interpolated
from the curves obtained with the digitizer analysis and shown in the right
panel of Figure 4.42, is ∼ 3% to 4% but, as previously stated, it tends to grow
quite rapidly for small voltage increases (differently from the standard gas
mixture).

The comparison between the prompt charge distributions at the voltage
closest to the working point (in the source-off condition) for the HFO-based
gas mixtures and the standard one is discussed next. The prompt charge
distributions have been obtained using the digitizer and are shown in Fig-
ure 4.44. The left panel displays the results for the standard gas mixture,
compared to MIX4 and MIX6, while the right panel shows the standard gas
mixture, MIX3, and MIX5.

A few comments can be made, by comparing these spectra with the ones
shown in Figure 4.27 that referred to mixtures with a lower HFO content.
First of all, the number of counts at very low charge is reduced, making the
charge spectrum more similar to the one obtained with the standard gas
mixture. The avalanche peak becomes more and more pronounced as the
HFO concentration increases and the population of the streamer regions
decreases. Moreover, the width of the avalanche peak is reduced and, for
MIX6, the peak is almost superimposed with the one of the standard gas
mixture. The actual value around which the distributions are peaked is
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(a) Source-off prompt charge distribution for
standard, MIX4 and MIX6
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Figure 4.44: Source-off prompt charge distribution for the mixtures under test. HFO/CO2:
25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6)

greater than the standard gas mixture for all the mixtures, but it moves
towards the value of the standard if a greater HFO fraction is added to the
mixture. These observations seem to point in the direction that addingmore
HFOmakes the RPC operation closer to the behaviour with the standard gas
mixture. Although, as already stated before, this increases significantly the
detector working point.

The other quantity that was studied both with the digitizer and the front-
end electronics is the mean cluster size. The results of this measurement (at
source off) are reported in Figure 4.45. The left panel shows the results ob-
tained with the digitizer, while the right one is for FEERIC. Since in the
latter case the RPC is readout on both planes, the average cluster size of
the horizontal and vertical strips is reported. The results for both readout
systems are reported as a function of the high voltage minus the working
point and, although they refer to the same mixtures, it is possible to observe
a difference in their behavior. For the digitizer the cluster size does not in-
crease above 2 strips, while the one obtained from the front-end electronics,
reaches up to 4/5 strips.

The different behavior can be explained by looking at the signal shapes
obtained with the eco-friendly alternatives, specifically referring to what
was said in 4.5.1.4, where it was shown that, especially for the mixtures
with lower HFO content, some signals due to cross-talk between strips are
present. The peak-finding algorithm eliminates this kind of events while
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(a) Mean cluster size obtained from the digitizer data
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(b) Mean cluster size obtained from the FEERIC data

Figure 4.45: Trend of the mean cluster size as a function of the high voltage minus the working
point for all the mixtures tested. HFO/CO2: 25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6) -

source off

the front-end electronics accepts at least some of them, leading to an in-
crease of the mean cluster size. The different sensitivity to ripple signals
is probably the cause for the saturation at high voltage values, which is ob-
served with the digitizer and not with FEERIC. While the digitizer studies
are useful to understand the detector response, the results obtained with the
front-end electronics are the ones that will matter, once a decision on which
gas mixture to be employed in ALICE has to be taken, since the RPC signals
are to be discriminated by FEERIC. To conclude, the cluster size at work-
ing point is similar for all the mixtures tested, although at higher voltages
the increase with HV is faster with the eco-friendly gas mixtures than with
the standard one, according to the results obtained with the front-end elec-
tronics. Moreover, no definite hierarchy among mixtures with different
HFO content seems to emerge (note however that, given the relatively large
strip pitch of ∼ 3 cm, it may not be possible to appreciate small differences
between mixtures).

4.5.2.3 Time resolution and time over threshold

The (upper limit to) the time resolution of the RPC, operated with the gas
mixtures described in this section, has been determined as discussed in
4.5.1.3 and the results of this measurement are shown in Figure 4.46.

The results confirmwhatwas already shown in Figure 4.31, which showed
that the time resolution at working point for the eco-friendly gasmixtures is
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Figure 4.46: Time resolution as a function of HV at source off for the gas mixtures tested.
HFO/CO2: 25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6)

the same or even slightly improved with respect to the standard gas mixture.
One can conclude that the time resolution is not degraded by the presence
of HFO and CO2 in the gas mixture.

The time over threshold (ToT) distribution at the working point has also
been studied and the results are reported in Figure 4.47. They have been
split again in two panels, one for MIX4-6 and one for MIX3-5.

By looking at the ToT distributions one notices that, opposite to what
happens in the case of the standard gas mixture, two peaks are present.
The one peaked around 3-4 ns represents the avalanche signals, including
those with very low charge, such as the one shown in panel c of Figure
4.33, which are still present although in reduced fraction. The second peak,
around 10 ns, contains mostly signals with a modest charge content (as the
event shown in panel a of Figure 4.33), as well as the streamers. This type
of signals is shown in panels a and b of Figure 4.33. This region is also
populated by avalanches, with a longer duration than in the standard gas
mixture. The region above 30 ns contains the pure streamer signals and
it seems to becomes less populated as the HFO content in the gas mixture
increases. Contrary to the standard gas mixture, where a clear separation
between avalanche and streamer signals is found, all the HFO-based gas
mixtures show a more gradual transition between the two modes of oper-
ation, through events such as the ones shown in panels a and c of Figure
4.33.
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Figure 4.47: Source-off time over threshold distribution for the mixtures under test. HFO/CO2:
25/69,30/65,35/60,40/55 (MIX3,4,5,6) - source off

4.5.2.4 Results under irradiation

This section contains the description of the detector performance under ir-
radiation. The RPC response was studied both with the digitizer and the
front-end electronics; the results of both measurements will be discussed in
the following. When the front-end electronics were used, more absorption
factors have been tested. In particular, data were taken at the maximum pos-
sible irradiation value available at GIF++, which corresponds to a measured
rate of ∼ 300 Hz/cm2 (ABS 1), while with the digitizer the available data
with maximum irradiation are for to ABS 2.2. Figures 4.48 to 4.51 show, in
the left panel, the efficiency (obtained with digitizer readout) and streamer
probability curves for the mixtures discussed in this section as a function
of the effective high voltage, for different irradiation conditions. The right
panel shows the curves as a function of HV𝑔𝑎𝑠 (as defined in 4.5.1.4). The
corresponding results for the standard mixture were presented earlier, in
Figure 4.36.
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Figure 4.48: MIX3 gas mixture
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Figure 4.49: MIX4 gas mixture
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(a) MIX5 efficiency - streamer probability curves as
a function of HV𝑒𝑓𝑓
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a function of HV𝑔𝑎𝑠

Figure 4.50: MIX5 gas mixture
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(a) MIX6 efficiency - streamer probability curves as
a function of HV𝑒𝑓𝑓
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Figure 4.51: MIX6 gas mixture

Figure 4.52 shows, in the left panel, the efficiency measured (with di-
gitizer readout) at the working point (estimated at each background rate),
and at the source-off working point, as well as the streamer probability at
working point. The right panel presents the same quantities (except for the
streamer probability) as obtained with FEERIC.

The efficiency values at source off are compatible with one another, al-
though the standard gas mixtures show the highest efficiency by 1-2 pp
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Figure 4.52: Efficiency and streamer probability values at working point and efficiency at source
off working point for different gamma rates and for the different mixtures. Left panel, results with

the digitizer. Right panel, results with the front-end electronics. HFO/CO2:
25/69,30/65,35/60,40/55 (MIX3, MIX4, MIX5, MIX6)

(percentage points) with respect to all other mixtures, as can be seen in
both panels of Figure 4.52. The efficiency drop, for the same irradiation
conditions, is slightly greater in the case of the digitizer, due to the higher
threshold employed, with respect to the one used with front-end electron-
ics. The efficiency drop at the highest achieved irradiation is similar among
all the mixtures tested and it is around 6-7 pp, if the working point at a
given background value is considered. It becomes greater if the source-off
working point is taken as a reference but it is similar to what was reported
for MIX1 and MIX2 in 4.5.1.4. The streamer probability for the eco-friendly
alternatives is slightly higher than for the standard, but it is reduced with
respect to MIX1 and MIX2. It appears that the increased HFO content does
not have a significant effect on the maximum efficiency obtained under ir-
radiation, but it has the effect of reducing the streamer contamination and
also the number of events with very small charge (< 0.5 pC), making the
mixtures with more HFO more suitable for RPC operation. Moreover, the
reduced number of small-charge events may make these mixtures more ap-
propriate for the use in thinner-gap RPCs (for example the new 1 mm pro-
totypes employed in the ATLAS upgrade, discussed in [139]).
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The shift of the efficiency curves towards higher voltages discussed in
4.5.1.4 and it is also observed when analyzing the data from the front-end
electronics, this time up to the maximum possible irradiation (ABS 1). Sub-
tracting the expected voltage drop, due to the circulating current, from the
applied HV has also been tried. The resistance of the detector wasmeasured
in Ar, close in time to the beam test performed with FEERIC readout, and
found to be R = 1.25⋅107 Ω. The results for the efficiency are shown for the
standard gas mixture in Figure 4.53 and for MIX5 and MIX3 in figures 4.54
and 4.55. The efficiency curves as a function of HV𝑔𝑎𝑠 for the standard gas
mixture tend to superimpose for all irradiation values. For the HFO-based
alternatives, this holds for irradiation up to ABS 2.2 (as already shown for
digitizer data), while for the maximum background condition (ABS 1), the
efficiency trend deviates from the other curves.
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(b) STD efficiency curves as a function of HV𝑔𝑎𝑠

Figure 4.53: STD gas mixture - FEERIC

This can be explained in two ways: the first hypothesis is that the effi-
ciency values reported have been overestimated, for example because the
gamma contribution was underestimated; the second is that the the voltage
drop on the bakelite electrodes has been overestimated and the estimated
efficiency curve shift is greater than the real one, which would explain the
non-perfect alignment. The first hypothesis can be, in principle, discarded,
since the non-perfect alignment of the efficiency curves is not observedwith
the standard gas mixture, but only with MIX3 and 5. Since the algorithm
used to analyze the data is the same, a possible bias should be present with
all the mixtures. So it should be safe to assume that this is not the explan-
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Figure 4.54: MIX5 (HFO/CO2 35/60) gas mixture - FEERIC

ation for the observed effect. The second hypothesis would imply a res-
istance decrease at very high gamma flux, which would lead to a smaller
voltage drop on the bakelite for a given current. This hypothesis cannot be
discarded and it is quite difficult to confirmwith the available data since one
should be able tomeasure the resistance of the bakelite under irradiation but
this is not doable with the current set-up.
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Figure 4.55: MIX3 (HFO/CO2 25/69) gas mixture - FEERIC



Gas mixture characterization in the beam test 143

Figure 4.56 shows the results from the SHiP RPC (1.6 mm single gas gap)
of the ECOgas@GIF++ collaboration. It is interesting to compare the per-
formance of this detector to the ALICE RPC since the SHiP chamber also
uses the FEERIC front-end electronics and a TDC for readout. The figure
shows the trend of efficiency and absorbed current as a function of the ef-
fective high voltage, for three irradiation conditions and for the same mix-
tures that have been tested with the ALICE RPC equipped with FEERIC
(STD, MIX3 and MIX5). The addition of 10% HFO from MIX3 to MIX5
causes a smaller shift of the efficiency plateau with respect to the ALICE
RPC (∼ 0.8 kV vs ∼ 1 kV). This effect is expected due to the thinner gas gap
of the SHiP RPC. A slightly larger increase in the absorbed current with re-
spect to the standard gas mixture (a factor ≳ 2, was 1.5-1.6 for the ALICE
RPC) is observed.

Figure 4.56: Efficiency and absorbed current under irradiation for the SHiP RPC (1.6 mm single
gasp gap detector with FEERIC readout) when operated with the same mixtures that were tested

with FEERIC and the ALICE RPC. Figure taken from [143]

The last quantity that wasmeasured under irradiation is themean cluster
size. Figure 4.57 shows the trend of this quantity, calculated at working
point (re-calculated for the different irradiation conditions), as a function
of the measured gamma rate, for all the mixtures tested. The left panel
refers to the digitizer data, while the right one to the data from the front-
end electronics.
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Figure 4.57: Mean cluster size as a function of the measured gamma rate

The same decreasing trend already highlighted in 4.5.1.4 can be observed
also in this case. It can be explained by considering that the actual voltage
applied to the gas is reduced by the factor R*I mentioned above. The values
obtained with the front-end electronics are slightly higher, with respect to
the digitizer ones, due to what was discussed in 4.5.1.4, regarding the signal
shapes and the cross-talk between strips. What can be inferred is that the
mean cluster size is compatible across all the mixtures tested. It is possible
that, if strips with a smaller pitchwere used, someminor difference between
the mixtures would have been spotted.

4.5.3 Mean charge per hit

Every time the charge was addressed, thus far, it was always referred to
as prompt charge. This is because a typical charge signal from an RPC is
composed by two component74: a faster one, due to the collection of the
avalanche electrons and a slower one, induced by the movement of the pos-
itive ions. To have a better estimate of the total charge released in the gas,
one should acquire the signal due to the ion collection but, since the ion
collection time is order of magnitudes longer than for electrons, one would
need to have a dedicated set-up and an acquisition window in the order of
tens of 𝜇s, while the longest window of the digitizer is 1 𝜇s. To collect the
signal from the positive ions, one should use a setup like the one described
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in [127] and already commented on in 3.2.1.2. In that case, the ionic signal
is readout on a 10 kΩ resistor connected to the ground graphite electrode
and the acquisition window lasts 100 𝜇s. In the lack of such a setup, one
can only estimate the average total charge in the gap, by considering that,
under irradiation, the absorbed current is proportional to the number of
photons detected by the RPC (note that photon detection in RPCs comes
almost exclusively from conversion of the photons in the bakelite [144]),
as explained in Equation 4.7 and, according to it, one expects to measure
a linear dependence of the current on the gamma cluster rate. Figure 4.58
shows the current density (current per unit surface, in 𝜇A/cm2) at the work-
ing point, as a function of the gamma cluster rate (in Hz/cm2) estimated at
working point, for all the mixtures. Note that, by considering the current
density, effectively one takes Equation 4.7 and divides all of its terms by
the detector area. Note also that, at source off, a non-zero current and rate
are measured. These are both due to intrinsic detector noise (plus, possibly,
a Ohmic component for the current and a contribution by the electronics
noise for the rate) and not to the photons. If the data shown in Figure 4.58
is fitted with a straight line, according to Equation 4.7, the angular coeffi-
cient of the fit represents the average charge per hit, for the given mixture,
neglecting the above mentioned contribute at source off. The left panel of
Figure 4.58 shows the current density for the mixtures tested with the digit-
izer, while the right panel shows the same data obtained with the front-end
electronics. More values of rate are present in the latter, since more absorp-
tion factors have been employed, on the contrary, in the former case, only
5 attenuators have been used but more mixtures have been tested.

The angular coefficient is extracted from all the fits and the average
charge per hit is found. This value is reported in Figure 4.59 for all tested
mixtures. The left panel reports the results obtained with the digitizer while
the right one the results using the front-end electronics. For a given mix-
ture, the results obtained with the digitizer and the front-end electronics are
slightly different: this is because the cluster rate measurement is threshold-
dependent and, as already stated earlier, there is no correspondence between
the threshold applied in the digitizer analysis and the 100 mV set on the
front-end electronics. The values reported in these charts have to be taken
as an estimate of this quantity, and are useful to compare different mixtures,
while a more rigorous measurement has to be carried out using a technique
similar to what described in [127]. What can be understood by the trends
reported in Figure 4.59, is the relative change of the charge, in the sense
that the total charge per hit is ∼ 1.6-1.7 times greater for all the eco-friendly
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Figure 4.58: Current density vs cluster rate trends. Cluster rate measured with the digitizer and
the front end electronics. The source off values have been subtracted in both cases

alternatives, with respect to the standard gas mixture.
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Figure 4.59: Average charge per hit obtained with the digitizer and the front-end electronics
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4.6 Summary of beam-test studies
Seven HFO-based gas mixtures, with varying content of HFO and CO2 have
been tested in the framework of the ECOgas@GIF++ collaboration at the
Gamma Irradiation Facility and their performance was compared to the
standard, R134a-based, gas mixture. The main goal of this test was to fully
characterize the detector response when operated with these new gas mix-
tures. The HFO content was gradually increased, from 0 up to 40%, while
the CO2 concentration was lowered from 95 down to 55% and the inter-
play between these two gases was studied. The detector was exposed to
the gamma flux from the 137Cs GIF++ source and its performance under ir-
radiation was also studied. The data were collected using both a digitizer
readout, for a more R&D oriented study, and with the new ALICE front-end
electronics, to obtain more realistic results for future operation in the muon
identification system in ALICE.

The main feature of these mixtures is that the absorbed current at work-
ing point, for the same background value, is ∼ 1.6/1.7 times as high, with
respect to the standard gas mixture, and the same observation holds for the
total charge released in the gas (obtained as the ratio of the current density
over the gamma hit rate). This can be explained by considering that the
quenching effect of the HFO is reduced, with respect to that of R134a.

The study of the efficiency with no irradiation showed that mixtures
with a higher CO2 content tend to reach slightly lower efficiency values,
with respect to the standard gas mixture, mainly because of the reduced
number of primary and secondary ionization clusters, due to the high CO2

concentration in the mixtures. The efficiency curves tend to shift by ∼ 1 kV,
for every 10% HFO added to the mixture. For the mixtures under test, the
working point moves from 8 kV to 11.2 kV, as the HFO concentration in-
creases.

Increasing the HFO content also leads to a reduction of the streamer
contamination, making it almost comparable to the standard gas mixture, if
20-25% HFO is used. This is a promising result but the downside is that, if
the applied high voltage is raised by some 100 V above the working point,
the streamer contamination grows faster then in the case of the standard
gas mixture.

The study of the prompt charge distribution and correlation with the
time over threshold (ToT) revealed that the CO2 addition to the mixture
leads to the presence of signals with a modest charge content (< 20 pC) and
a long ToT (> 50 ns), which are not present in the case of the standard gas
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mixture. However this effect seems to be quite mitigated by the addition of
HFO to the mixture.

The time resolution and cluster size are not significantly affected by the
presence of the CO2 and HFO. The cluster size is slightly higher for the
HFO-based gas mixture, while the time resolution appears to be slightly
improved, with respect to the standard gas mixture.

For what concerns the performance under irradiation, the standard gas
mixture shows an efficiency drop of 2 percentage points (pp) between the
source off and maximum irradiation case, while all the eco-friendly gas mix-
tures show a decrease of around 8 pp, if the HFO content is above 20%
(both for what concerns the digitizer and the front-end results). When us-
ing the front-end electronics, the efficiency drop for a background rate of
∼ 100 Hz/cm2 (the hit rate expected on the most exposed RPC during LHC
RUN3 and RUN4 [112]) with the standard gas mixture is negligible while for
MIX3 and 5 is ∼ 3 pp each. If the results of the digitizer are analyzed, a drop
of ∼ 3-4 pp is observed for MIX3-6 and ∼ 1 pp for the standard gas mixture.
If the HFO percentage is lower, a greater degradation is observed. The RPC
efficiency degradation with the gamma background rate is well described,
with the exception of the highest background value, by a simple model that
takes into account the voltage drop across the gas gap due to the circulating
current and the resistivity of the bakelite electrodes.

In summary, acceptable performance have been achieved for background
rates up to what is expected in the ALICE experiment during the upcoming
LHC runs. The main concerns are the higher absorbed current and charge
per hit of HFO-based mixtures, and the relatively high working point for
mixtures with large HFO content, which seem to provide the best streamer
suppression. These could lead to issues in the long-term operation of the
RPCs with these new mixtures. For this reason a long-term irradiation cam-
paignwas started by the ECOgas@GIF++ collaboration, which is the subject
of Chapter 5. Tables 4.5 and 4.6 contain a summary of all the parameters
that have been obtained in the beam tests, using the digitizer. Table 4.7
shows the results obtained when the FEERIC cards were used.
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Chapter 5

Aging studies

This chapter is dedicated to the description of the long-term stability (aging)
studies in the context of the search for an eco-friendly gas mixture for RPC
detectors. Section 5.1 reports the general methodology employed in the
aging studies (5.1.1), together with a description of the mixtures that have
been tested (5.1.2) and some generalities on the RPC monitoring system
(5.1.3). Moreover, a characterization of the irradiator, in term of instant
dose rate is also reported in 5.1.4. The results obtained so far are described
in Section 5.2, with a focus on the ALICE detector. Three gas mixtures have
been tested and the results are presented following a by-mixture arrange-
ment.

5.1 General description of aging studies
The following section contains a general description of the aging studies
carried out by the ECOgas@GIF++ collaboration: first, a description of
the methodology adopted is presented, then the different gas mixtures that
have been tested are listed. Lastly, an overview of the monitoring system is
provided.

5.1.1 Methodology

The aging test is being carried out at the GIF++ (described in detail in 4.2.1),
using the RPCs listed in Table 4.3. The aim of this kind of studies is mainly
to assess the stability of detector current (since, for the moment, other para-
meters are not monitored), when operated over a long period of time, using
the new eco-friendly gas mixtures. This is the next step, following the pre-
liminary studies reported in Section 3.2 and the characterization described
in Chapter 4, towards a full understanding of the promising alternatives
found to replace the greenhouse gases employed in the standard RPC gas
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mixtures. Indeed, one has to prove that RPCs can be operated with an eco-
friendly mixture for a prolonged period of time, without showing any loss
of performance or stability. An important parameter that can be introduced
to numerically quantify what long-term means, is the so-called integrated
charge. This quantity is measured in C/cm2 (to quote an example, these val-
ues have been calculated for the ALICE MID RPCs in RUN3 and RUN4 and
are reported in Table 2.2) and is defined as the integral in time of the current
flowing through the detector, divided by its area.

Thanks to the set-up at GIF++ (described in Section 4.2), an accelerated
aging test can be carried out. Accelerated means that one can expose the
RPCs to a higher particle flux than what they would be exposed to in nor-
mal conditions, hence producing a higher current and integrating a greater
amount of charge in a shorter time span. As an example, the stability of
the RPCs currently employed in the ALICE muon trigger/identification sys-
tem has been validated up to an integrated charge of 50 mC/cm2, as was
discussed in Section 2.3. This value corresponds to the projected amount
of integrated charge for the first 10 years of operations at the LHC104 and
it was integrated during a time span of roughly 12 months. For reference,
after the first two LHC physics runs, the most exposed RPCs have reached
an integrated charge of ∼ 30 mC/cm2 and have not yet shown any degrad-
ation in terms of efficiency110. The aging test described in Section 2.3 was
carried out at the old GIF at CERN, while the studies with eco-friendly gas
mixtures are being carried out at the GIF++, a new and updated version of
the old facility. The main difference between the two is the activity of the
137Cs irradiation source. In the former it was ∼ 0.5 TBq, while in the latter
it is 12.5 TBq. This translates into an even faster acceleration of the charge
accumulation process.

5.1.2 Gas mixtures tested

A total of three gas mixtures have been tested by the collaboration. First
of all, the standard gas mixture employed by ATLAS and CMS74 was tested
(referred to as STD in the following), to provide a baseline result to which
the eco-friendly gas mixtures can be compared (as done for the beam test
studies described in Chapter 4). This mixture is composed by 95.2% C2H2F4,
4.5% i-C4H10 and 0.3% SF6. It has a lower isobutane content with respect to
the one employed in ALICE, which, precisely because of this higher i-C4H10

fraction, is considered flammable and cannot be used at GIF++ for safety
reasons.
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As previously described in Section 3.3, the strategy adopted by the col-
laboration is to test HFO-based gas mixtures, with the addition of CO2 as a
place-holder gas to lower the detector working point. Two eco-friendly op-
tions have been tested, named ECO1 and ECO2. The choice of mixtures has
been agreed by the collaboration: ECO1 has been proposed due to its sim-
ilarity with some of the mixtures tested by the CMS and ATLAS groups (as
reported in [118, 127]). This mixture is not among the ones tested with the
muon beam, and described in Chapter 4 since, as it will be shown in 5.2.2.1
the results obtained with it are not promising. ECO2 has been proposed
as an alternative and it has been fully characterized with the muon beam.
As already anticipated in 4.1.1, the latter was addressed to as ”MIX5” when
the beam test results were described but a different name has been adopted
by the collaboration for aging studies. ECO1 is composed as follows: 45%
HFO, 50% CO2, 4% i-C4H10 and 1% SF6, while ECO2 (MIX5) has the same per-
centages of i-C4H10 and SF6, the HFO content reduced to 35% and the CO2

content increased to 60%. Table 5.1 summarizes the mixtures just described,
together with a column containing an estimate of their GWP.

Mixture C2H2F4 % HFO % CO2 % i-C4H10 % SF6 % GWP

STD 95.2 0 0 4.5 0.3 1488
ECO1 0 45 50 4 1 437

ECO2 =MIX5 0 35 60 4 1 482

Table 5.1: Composition of the different mixtures tested in aging studies

The GWP of each mixture has been calculated with the same procedure
highlighted in 4.1.1. Mixture ECO1 was never mentioned in Chapter 4 since
it has not been studied with the muon beam.

5.1.3 RPC monitoring system

During aging studies, several parameters have to be closely monitored. For
example, the environmental temperature and pressure, the gasmixture com-
position, the relative humidity of the gas, the applied high voltage and the
absorbed current. These values are gathered from a plethora of different
sources and are all saved to a common database. The already mentioned
webdcs (4.3.2) is used to carry out all the operation related to detector con-
trol and data logging; recall that this piece of software was specifically de-
veloped by the CMS collaboration and was adapted to the needs of the ECO-
gas@GIF++ collaboration. Moreover, aGrafana145 web page has specifically
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been developed to visualize the information saved into the database at a
glance, to spot any obvious issue (for example, wrong mixture, unwanted
source status and so on) without the need to download the data and write
a specific piece of code to view them. Of course, one can still download all
the data and perform more in-depth studies on them.

The webdcs is used to configure and monitor the detector parameters
and to handle data-taking; among other tasks, it takes care of performing
the pressure and temperature (PT) correction, according to Equation 4.1, to
the applied HV, to maintain a stable effective high voltage (see Section 2.2.3)
throughout the aging process (see also 5.1.1).

The webdcs grants a high level of flexibility, allowing the user to easily
include or exclude a given detector from the data taking. It also provides
basic data quality monitoring tools. Beside allowing one to view trends of
selected quantities over a given time period, the Grafanaweb page can be set
in up in such a way that configurable alarms can be inserted, in order to get
an e-mail notification when some quantities are outside a predefined safety
range. The webdcs and Grafana systems are also able to communicate with
each other; for example, if the flow of a certain gas is too low, resulting in
the wrong mixture sent to the detectors, Grafana can send a kill command
to the webdcs, which would stop any ongoing data taking and bring the
detectors to a safe state.

5.1.4 Dose rate measurement

Since the detectors are placed at different distances from the source (as re-
ported in 4.3.1), and in order to compare the results obtained with the vari-
ous RPCs, a detector-independent measurement of the dose rate at the po-
sitions of the two trolleys, for different absorption factors, was carried out
using a Mirion RDS-31ITX dosimeter. The results of this measurement are
reported in Figure 5.1.

The different dose values reported for the same (upstream) ABS value
correspond to different values of the downstream ABS value. This is be-
cause another goal of the measurement was to test whether a change in
downstream filter would significantly affect the measured rate upstream.
As it can be seen from the figure, this is not the case, except for very large
absorption factors (low radiation level). In order to compare the behavior
of detectors that are installed on different trolleys, the following pairs of
absorption factors can be used, which roughly correspond to the same in-
stant dose rates for the two trolleys: ABS 10 and 69 (corresponding roughly

https://www.mirion.com/products/rds-31-itx-telemetry-survey-meters
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Figure 5.1: Measured instant dose rate as a function of the attenuation factors on the two trolleys
of the collaboration

to 500 𝜇Sv/h) and 2.2 and 22 (roughly 2000 𝜇Sv/h). The first value of each
pair is for the RPCs on trolley 1 (6 m from the source), the second for those
on trolley 3 (3 m from the source). Together with these, the source-OFF
condition is also taken as a baseline for the no-irradiation condition.

5.2 Results from aging studies
The threemixtures have been tested in the following order: STD (to validate
the stability of the system), ECO1, and ECO2 (hence the names given to the
mixtures). The data taking method has always been organized in the same
way, so it will be shortly described here. The chosen mixture is flushed in
the detectors, with roughly a 1 vol/h replacement rate in the ALICE RPC.
After around 10/15 volume changes, the detectors are switched ON at the
chosen working point and the detector control system is in charge of ap-
plying the temperature and pressure correction to grant the stability of the
applied high voltage. The RPCs are exposed to the gamma irradiation com-
ing from the 137Cs source and the absorbed current (irradiation current) is
monitored over time. The absorption factor chosen for the source is decided
in collaboration with the other GIF++ users and it has been usually set to
2.2 or 4.6.

Once a week, during the source-OFF (source fully shielded) day, a full
high voltage scan is carried out and the current is measured (this will be
referred to as I(HV) scan in the following). In this case the current will
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be addressed to as dark, meaning that it is the current absorbed without
irradiation. The stability of both currents (dark and under irradiation) is
monitored over time, since the increase of any of the two could be a sign of
potential aging of the detectors.

By monitoring the current absorbed by the detector, one can also calcu-
late the integrated charge, which serves as a quantitative estimate of the
aging progression.

The following subsections are dedicated to a more extensive discussion
of the results for each gas mixture tested. All the quantities shown in the
upcoming charts are reported as a function of the integrated charge, since
they show data that have been taken over long periods of time and not ne-
cessarily continuously. The integrated charge calculation is not as simple
as taking the irradiation current and integrating it over time. For example,
if a given detector was to have a high Ohmic component in the dark current
(see 2), this would still be present even under irradiation and, since this cur-
rent does not correspond to charge released in the gas gap, if not subtracted
it would lead to an over-estimation of the integrated charge. Hence, the
following precautions have been taken in all the calculations:

• Irradiation currents and applied high voltage are saved every 30 seconds
together with the measurement timestamp.

• Since a source off I(HV) curve is taken weekly, any irradiation period
has a reference source-off scan that can be used to estimate the Ohmic
part of the current for the specific period. This is done by performing a
linear interpolation of the curve from 0 to 5000 V (well below themulti-
plication threshold) and extrapolating the current to theworking point.
The extrapolated current is then subtracted from the measured current
to obtain the so-called physics current, i.e., current due to charge liber-
ation and multiplication processes occurring in the gas resulting from
ionizing particles or intrinsic detector noise.

• The source status (on or off) is also saved to provide an estimate of the
total time under irradiation, during the aging studies.

Figure 5.2 shows an example of a I(HV) source-off scan for the EP-DT
detector. The red line is the linear interpolation mentioned above, while
the vertical one marks the detector working point. The y coordinate of the
intersection point between these lines is the Ohmic part of the dark cur-
rent at working point. The values reported on the vertical axis are current
density (measured in 𝜇A/cm2), so that detectors with different areas can be
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Figure 5.2: I(HV) source OFF scan for EPDT detector, illustrating the Ohmic component
estimation procedure. The linear interpolation is used to estimate the Ohmic part of the current.

The vertical blue line marks the detector working point

immediately compared. The estimated Ohmic part of the current is subtrac-
ted from the irradiation current and the results of this operation is shown,
for the EPDT detector and for an arbitrary time period, in Figure 5.3. The
figure shows the current under irradiation as a function of time; the blue
curve is the total current absorbed by the RPC, while the red one shows the
effect of the subtraction of the Ohmic component.

In Figure 5.3, the source conditions have not been taken into account.
For completeness, the effect of completely shielding the source is shown
in Figure 5.4. One can see that towards the end of the period shown, the
current drops and, by checking the status of the source (shown in green
in Figure 5.4) one can see that in correspondence of the current drop, the
irradiation was stopped (status = 0 represents the source-off condition). The
black vertical line represents the start of a period with source on, while the
red one corresponds to when the source is fully shielded. In this example,
the source was switched off only once but, especially for longer irradiation
periods, it can happen that multiple periods with source off are found.

Figures 5.3 and 5.4 refer to an arbitrary stability run and to the EP-DT
detector. The figures shown in the following present the results, obtained
applying the procedure just discussed, for the ALICE RPC. Sometimes, for
completeness and to support some of the arguments raised, results from
other RPCs of the collaboration will be shown.
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Figure 5.3: Trend of the current absorbed under irradiation by the EP-DT detector, showing the
effect of the Ohmic component subtraction (the blue curve shows the current with the Ohmic

component included, while it is subtracted in the red one)

5.2.1 STD gas mixture

The standard gas mixture has been used at the LHC for many years already:
its performance and stability over time are well known, hence the aim of
this test was to validate the data taking method and study the stability of
the monitoring system. Since many parameters have to be monitored dur-
ing this kind of studies, a dedicated database has been created to store all
the values. This structure is populated and queried by the detector control
system. The data are stored as a function of time and some of the most im-
portant values are: current, applied and effective high voltage, source status
and value of absorption factor, ambient temperature and atmospheric pres-
sure. The last two parameters are used to perform the pressure and tem-
perature correction of the applied high voltage; the user sets a value for the
effective voltage, and the PT correction varies the applied high voltage in
such a way as to maintain a constant effective voltage, according to Equa-
tion 4.1. Furthermore, each time a new run is started, an ID gets attached to
it, together with the start (and, eventually, the end) timestamp, in order to
keep track of the chronological order in the data taking. Other important
parameters, such as the gas flow, its relative humidity and gas composition,
are saved into a separate database which is not directly managed by the
detector control system.

The aim of this irradiation test with the standard gas mixture was also
to test two more features of the system: 1) the software gas kill, meaning
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Figure 5.4: The effect of completely shielding the 137Cs source during an irradiation period is a
reduction of the absorbed current - example for the EP-DT detector

that, if the concentration of a given gas is different from the nominal one by
more than a given tolerance, or if the flow of any gas is stopped, a software
command is issued, the high voltage is switched off and the data acquisition
is halted 2) a safety feature to reduce the high voltage applied to the detect-
ors if the absorption factor goes below a given value, resulting in too high
irradiation. This is done in order to protect the detectors from an excessive
prolonged exposure to radiation.

5.2.1.1 Stability results

Figure 5.5 shows the results of the irradiation studies with the STD mixture.
It reports, as a function of the integrated charge, the trend of effective high
voltage and monitored current, with and without the Ohmic component
of the dark current; since the Ohmic part is negligible, the two curves are
almost superimposed.

In two occasions, at around 2 and 3 mC/cm2, circled in red in the chart,
it is possible to observe how the voltage is reduced to the standby value by
the safety mechanism explained earlier because the absorption factor was
lower than the threshold (recall that the lower the absorption factor, the
higher the irradiation). The PT correction also works properly, as shown
by the constant trend of the effective high voltage, and all the parameters
are correctly saved in all the databases. Finally, it can also be seen that
there are some integrated charge ranges where, despite the high voltage
being constant, the current is higher or lower. This is due to the fact that
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Figure 5.5: Effective high voltage and current density as a function of the integrated charge for
the ALICE RPC - STD gas mixture. Red circles show the safety mechanism to lower the high

voltage if the absorption factor goes below a given threshold (curves with and without Ohmic part
are superimposed since the Ohmic component is close to 0)

the absorption factor was not kept constant over time.

5.2.1.2 STD gas mixture summary

The studies with the standard gas mixture only lasted around 7 days, most
of which were with source ON. A total of 6 mC/cm2 was integrated and the
stability of the system was proven. A gas stop was simulated, by switching
OFF one of the input valves and the system behaved as expected: the run
was stopped, the high voltage was set to 0 V and an e-mail was sent to all
the members of the collaboration, informing about the gas kill.

Figure 5.6 shows the trend of the integrated charge as a function of time.
The horizontal portions represent periods of time in which the detector was
off.

5.2.2 ECO1 gas mixture

The ECO1 gas mixture is composed as follows: 45% HFO, 50 % CO2, 4%
i-C4H10 and 1% SF6. It is the first eco-friendly gas mixture that has been
tested by the collaboration. Once again, the i-C4H10 content is lower, with
respect to the ALICE standard gas mixture and to the eco friendly ones
tested in [125], due to the flammability issues mentioned in 5.1.2. The work-
ing point for the 2 mm gaps has been set to 11.6 kV. Since these studies have
been carried out in the initial stages of the collaboration effort, no beam test
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Figure 5.6: Trend in time of the integrated charge with the STD gas mixture for the ALICE
detector. The horizontal portions of the chart represent periods of time when the detector was off

to fine tune the detector working point under irradiation had been carried
out. For this reason, it was decided to operate the detectors at this value of
effective high voltage after analyzing the I(HV) response of the RPCs when
operated with the ECO1 gas mixture, under irradiation. Figure 5.7 reports
two I(HV) scans taken with absorption factor 22: the blue one is taken with
the standard gas mixture, the red one with ECO1.
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Figure 5.7: I(HV) scans with ABS 22, for the ALICE RPC, with the STD and ECO1 gas mixtures. A
linear interpolation is used to estimate the turn-on point. A shift of ∼ 2 kV increase for ECO1,

with respect to STD, is observed

In the figure, together with the aforementioned I(HV) curves, also four
straight lines are present (two for each mixture). The purpose of these lines
is to estimate the, so-called, turn-on voltage of the RPC, that is, the point
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where the current becomes dominated by charge multiplication processes
rather than by Ohmic conduction. This quantity was estimated as a prelim-
inary information on the behavior of the detectors. This is done by perform-
ing two linear regressions, one to the Ohmic and one to the multiplication
parts of the I(HV) curve, and by finding their intersection. The results of
this process for the ALICE RPC are summarized in Table 5.2. The last line of
the table reports also the differenceΔ in turn-on voltage between ECO1 and
STD gas mixtures. A difference of ∼ 2 kV is observed and, considering that
the working point with the standard gas mixture is around 9.6 kV for the 2
mm gas gap, it was decided to operate the detectors at the above-mentioned
voltage of 11.6 kV.

Mixture Turn-on voltage [V]

STD 8785 ±82
ECO1 10803 ±92

Δ(ECO1-STD) 2018 ±122

Table 5.2: Turn-on voltage for the ALICE RPC

5.2.2.1 Results under irradiation

Following the above-described preliminary results, the irradiation campaign
was carried out. As previously stated, the absorption factor was not con-
stant throughout the whole period, mainly due to requests by other GIF++
users. Nonetheless, some interesting observations could be made. First of
all, Figure 5.8 shows the trend of the absorbed current (with and without
Ohmic part of the dark current, subtracted as discussed in 5.1.1) and effect-
ive high voltage of the ALICE RPC during the aging studies, as a function
of the integrated charge. The effective high voltage is constant, except for a
small period in the range 4-5 mC/cm2, where a few I(HV) scans with source
ON have been taken, hence the variation of HV𝑒𝑓𝑓. The variation in ab-
sorbed current, observed throughout the whole irradiation period shown in
Figure 5.8 is due to the different absorption factors set by the other users,
so it is expected. What is non expected, though, is the fact that, after the
integration of ∼ 5 mC/cm2, the difference between the current with and
without the Ohmic part starts to become more and more relevant. This is
a sign that the Ohmic part of the dark current is steadily increasing. This
behavior could be a sign of very early detector aging, that could be linked
to the gas mixture, since this effect is observed on all the detectors of the
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Figure 5.8: Effective high voltage and current density as a function of the integrated charge for
the ALICE RPC - ECO1 gas mixture

collaboration146.

5.2.2.2 Dark current investigation

Figure 5.9 shows the value of the dark current, both Ohmic and non-Ohmic,
at the detector working point, as a function of the integrated charge. One
can clearly observe the increase mentioned in the previous section. Indeed
the dark current jumps from ∼ 0.0006 𝜇A/cm2 to ∼ 0.0022 𝜇A/cm2 between
5 mC/cm2 and 8 mC/cm2.

The hypothesis was made that this observation be related to the form-
ation and/or deposition of impurities (produced by the interaction of the
gamma radiation with the gas) along the spacers or the external frame,
which would act as conductive channels. An attempt to recover the ori-
ginal conditions of the detectors was carried out. Indeed, it was decided to
keep the RPCs for some time at a reduced voltage (so-called standby mode).
In this way, the contribution of the gammas from the 137Cs source is negli-
gible (no charge multiplication and no further aging) but, nonetheless, the
possibly present impurities could be burnt off and removed by the gas flow.
During this period the absorbed current was also monitored, but no clear
behavior emerges for the ALICE detector. This procedure did not prove
successful for the ALICE RPC and both the Ohmic and non-Ohmic parts
of the dark current of the detector did not seem to decrease. On the other
hand, for other detectors of the collaboration this procedure proved some-
what successful and a reduction of the Ohmic part and/or of the total dark
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Figure 5.9: Dark current and its Ohmic part measured at detector working point for the first part
of the aging studies - ALICE RPC - ECO1 gas mixture, with a clearly visible increase around the

last points of the chart.

current was observed (see 5.2.2.4). Of course this kind of behavior, where
a relaxation period is needed to operate properly, is not compatible with
operation at the LHC. It is worth mentioning that for some detectors, such
as the CMS-GT RPC, only the total dark current seemed to increase, while
the Ohmic part was approximately stable over time, pointing to a different
origin of the extra current. And indeed, for the CMS-GT RPC this effect
was somewhat reverted by keeping the detectors in standby mode for a pro-
longed period of time.

5.2.2.3 Second irradiation attempt

Even though the preliminary results outlined above were not promising, it
was decided to continue the studies with the ECO1 mixture, to better un-
derstand whether or not the dark current increase observed is linked to the
gas mixture. Hence, after the irradiation at standby voltage, the detectors
were exposed once again to the radiation at the nominal working point. The
results of the full irradiation test are reported in Figure 5.10, where the first
part of the chart (up to ∼8 mC/cm2) was already shown in Figure 5.8 and
the second portion refers to the second irradiation attempt.

For integrated charge above 8 mC/cm2, the difference between the cur-
rent absorbed with and without the Ohmic part becomes more and more
significant. This is once again a sign that the dark current (and especially
the Ohmic part of it) of the ALICE RPC is greatly increasing over time. Also,
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Figure 5.10: Effective high voltage and current densities as a function of the integrated charge for
the ALICE RPC - ECO1 gas mixture, full irradiation campaign

a non stable trend can be seen for the current under irradiation. These could
be signs of detector aging, and, since this effect was observed for all the de-
tectors, it was decided to interrupt the studies with ECO1 and to move to a
new gas mixture.

Figure 5.11 shows the values of the dark current, both Ohmic and non-
Ohmic, at working point, for thewhole irradiation period. The above-mentioned
increase is here clearly visible. In this figure, the values of dark current
measured during the standby period are not reported.

The Ohmic part of the dark current is very close to the total dark current.
Moreover, the non-Ohmic component of the total dark current is increasing
too, hinting to the presence of non-Ohmic effects as well.

Finally, note that in the first and the last irradiation period (from o to 2
and 10 to 12 mC/cm2 respectively), the absorption factor was the same (ABS
22) but in the second period the absorbed current is much higher with re-
spect to the first. This is explained by the increase in absorbed dark current
alone. Indeed if one was to subtract the whole dark current (and not simply
its Ohmic part) from the total absorbed current under irradiation, onewould
find that the gamma-induced current had not increased much (from ∼ 0.01
to ∼ 0.012 𝜇A/cm2). All things considered, this is the only promising result
obtained with ECO1.



168 Results from aging studies

0 2 4 6 8 10 12
]2Integrated charge [mC/cm

0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008
]2

A
/c

m
µ

C
u

rr
en

t 
d

en
si

ty
 a

t 
W

P
 [

Dark current
Ohmic part

Figure 5.11: Dark current and its Ohmic part measured at detector working point for the whole
aging with ECO1 gas mixture - ALICE RPC. The increase of the Ohmic component discussed in

the text is clearly visible

5.2.2.4 ECO1 summary

Summarizing the results obtained with ECO1: the duration of the whole
study was around 44 days, 17 of which with the detectors exposed to irradi-
ation at working point. In this time frame, the ALICE detector integrated a
total of ∼ 12.3 mC/cm2, meaning around 0.7 mC/cm2 per 24 hours of irradi-
ation. The trend of the integrated charge in time is reported in Figure 5.12,
where the horizontal sections represent time intervals in which the detector
was off and no further charge was integrated.
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Figure 5.12: Trend in time of the integrated charge with the ECO1 gas mixture for the ALICE
detector. The horizontal portions of the chart represent periods of time when no charge was

integrated

Figure 5.13 shows the trend of the dark current (total with blue markers
and Ohmic in with red markers), as a function of the integrated charge,
for two other detectors of the ECOgas@GIF++ collaboration: CMS-GT top
gap (2 mm double gap RPC) in the left panel and CMS-KODEL bottom gap
(1.4 mm double gap RPC) in the right panel. The dark current increase
pointed out in 5.2.2.3 for the ALICE RPC is also visible for the two above-
mentioned detectors. For the CMS-GT top, the increase is only in the total
dark current, while its Ohmic part is stable. For the CMS-KODEL bottom
gap, instead, a slight decrease in the dark current (for an integrated charge
between 5 and 6 mC/cm2) shows the dark current decrease (especially in
the Ohmic part) after the prolonged standby period mentioned in 5.2.2.1.
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Figure 5.13: Total and Ohmic dark current absorbed by two detectors of the ECOgas@GIF++ col-
laboration during the irradiation campaign with ECO1

Since, at the time that the ECO1 studies took place, the RPCs were not
equipped with any front-end electronics, it was not possible to correlate the
increase of dark current with a possible increase of detector dark counting
rate (counts when the RPC is not exposed to any irradiation) or to highlight
possible hot-spots in the RPC, that is to locate any point of the inner surface
where the intrinsic detector noise rate is much higher than the in the rest
of the detector.

5.2.3 ECO2 (MIX5) gas mixture

ECO2, labelled as MIX5 in Chapter 4, is the second eco-friendly mixture
that was aging-tested. The difference with respect to ECO1 is a lower HFO
concentration (35%) and a higher CO2 fraction (60%), while i-C4H10 and SF6
are still at 4% and 1% respectively. The idea behind the CO2 percentage in-
crease is related to the fact that the HFO molecules seem to be more prone
to breakage under irradiation than the C2H2F4 ones146 and, for this reason,
mixtures containing HFO might produce a greater quantity of pollutants
with respect to the R134a-based ones. Furthermore, it is known125 that for
every 10% HFO added to the mixture, the working point moves by about 1
kV to higher values. Following this reasoning, by reducing the HFO con-
centration, one might lower impurity production and, at the same time, be
able to operate the detector at a lower voltage, which is expected to reduce
the intrinsic noise from surface imperfections.
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The ECO2 gas mixture was tested during a beam time period (as de-
scribed in 4.5.2), so the behavior of the detector was known, in terms of
efficiency and rate capability. The default value of absorption factor in
GIF++ is 2.2. As a first step, the effective high voltage of the ALICE RPC
was set to a value of 10.6 kV, which corresponds to the source-off knee and
the counting rate of the detector with ABS 2.2 at this voltage corresponds
to ∼ 160 Hz/cm2. These observations could not be done with ECO1, since
no beam test had been carried out before starting the irradiation. For this
reason, for ECO1, the difference in turn-on point of Figure 5.7 was used.

5.2.3.1 Stability results

In order to carry out the studies with the ECO2 gas mixture, the ALICE RPC
had to be replaced with a new one, because, following the aging test with
ECO1 and during further irradiation studies with the standard gas mixture,
the dark current had started to grow at much faster pace than usual. This
specific issue was not observed in the other detectors, hence it has been at-
tributed to a detector-specific problem, not related to the gas mixture. After
closer inspection, it was found that the cause of this uncontrolled increase
was a faulty high voltage connector. The replacement of the connector
would have been more demanding than simply changing the detector. The
new RPC is the one that was used for all the beam tests described in Chapter
4, which was tested with cosmic muons in Turin and whose performance
was found to be fully satisfactory.

The irradiation campaign was started with all the detectors of the col-
laboration, and the same procedure as with ECO1 was followed. The high
voltage is switched ON to the value discussed above (10.6 kV) and the sta-
bility of the absorbed current is monitored over time. Weekly I(HV) source
off scans are performed to keep track of the dark current and its Ohmic
component.

Figure 5.14 shows the stability of the absorbed current of the SHiP/LHCb
RPC (1.6 mm single gas gap detector), as reported in Reference [143].

The high voltage and currents are shown as a function of the elapsed
time from the start of the irradiation test and a good stability of the current
is observed. The total amount of integrated charge for the period shown in
the chart is ∼ 18 mC/cm2. Similar results have been obtained also by other
detectors. Also the dark current (both Ohmic and non-Ohmi) exhibited a
stable behavior over time. This is a promising result, and much different
than the one obtained with the ECO1 mixture.
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Figure 5.14: Trend of effective high voltage and absorbed current by the SHiP/LHCb RPC under
irradiation with ECO2. The quantities are shown as a function of time and the total integrated

charge in the period shown corresponds to ∼ 18 mC/cm2. Figure taken from [143]

For what concerns the ALICE RPC, instead, the detector behaved as ex-
pected during the beam test and also in the beginning of the aging studies
with ECO2. After the integration of ∼ 5 mC/cm2 the current under irradi-
ation (and also the dark current) started to drift over time. This effect was
only observed for the ALICE detector, hence an investigation campaign was
launched, to try and understandwhether the issue is purely detector-related
or it is still somehow connected to the gas mixture. The investigation is de-
tailed in the following section. Note that the ALICE RPC is the only one in
the ECOgas@GIF++ collaboration to have a double linseed oil coating on
the inner surfaces of the bakelite (as discussed in Section 2.3) and this could
interact differently with the gas mixture.

5.2.3.2 Current increase in ALICE

The steady increase of the absorbed current, anticipated in 5.2.3.1, is shown
in Figure 5.15. The absorbed current was stable up to ∼ 5 mC/cm2, but it
then started to drift, almost doubling over the course of one week.

By analyzing a few I(HV) scans taken with source off, one can also see
that the dark current absorbed by the detector was increasing over time.
The increase is not so large for the Ohmic part but more clearly visible in
the non-Ohmic component of the dark current. Figure 5.16 shows different
I(HV) curves taken at source OFF, each of them corresponding to a given in-
tegrated charge value. The vertical line in the chart represents the effective
high voltage maintained under irradiation (10.6 kV) and one can see how
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Figure 5.15: Trend of effective high voltage and absorbed current by the ALICE RPC under
irradiation with ECO2. Values shown refer to source ON condition

the dark current greatly increased, especially in correspondence of the last
I(HV) scan.
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Figure 5.16: I(HV) scans with source OFF for different values of integrated charge with the ECO2
gas mixture. Increase of the dark current in the last scan clearly visible

The dark current increase itself does not justify the increase shown in Fig-
ure 5.15. Indeed, the dark current has increased from 0.0005 to 0.0028𝜇A/cm2

while the current under irradiation hasmoved from 0.0093 to 0.0169𝜇A/cm2.
This means that whatever is causing the increase, is doing so for both dark
and non-dark current but at a difference pace for the two.

The irradiation campaignwith ECO2 continued normally for all the other
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detectors, since they did not show any sign of current increase. Only the
ALICE RPCwas kept with the high voltage off and gas still flushing, to avoid
damaging the detector further without having understood the cause of the
observed current increase. In a first phase of the investigation on the ob-
served current increase, the detector was switched on from time to time, to
take periodic I(HV) scans at source off to monitor the evolution of the dark
current. The results of those scans are reported in Figure 5.17. Each of them
has a run number and timestamp attached (run numbers are chronological,
meaning that a run with greater run number was taken later). Runs 272 and
382 are from before the current increase, while the others are taken after the
detector was excluded from the irradiation studies. It is possible to notice
how, by simply flushing the RPC in standard conditions, the dark current
slowly decreases. This is particularly evident for runs from number 401 on-
ward. After about four months of flushing with chamber off (except for the
I(HV) source-off scans mentioned), the dark current is almost the same as
before the current increase.
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Figure 5.17: Different I(HV) scans at source OFF. Each scan is taken at a different time, over the
span of three months. The vertical line represents the voltage value chosen for the irradiation

with ECO2

This is an interesting observation, since it means that whatever is caus-
ing the current increase is most likely reversible.

The steps taken in the investigation are described in the following. The
studies started from the problems that most commonly can affect RPC de-
tectors, such as bad insulation of the high voltage electrode and/or issues
with the high voltage connector. Those tests, carried out as soon as the cur-
rent increase was noticed, have proven unsuccessful (no evident reason for
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the increase was found), so the possibility that the gas mixture relative hu-
midity was producing the observed current increase was investigated, i.e,
an attempt to correlate the current increase with the gas mixture relative
humidity was carried out. In parallel, a possible correlation between the
detector dark current and dark counting rate was also investigated.

Search for current leaks

As the current increase was noticed, it was decided to perform some tests
to exclude an hardware issue related to the HV cable/connector. Swapping
the cable and changing the channel of the HV power supply did not seem
to improve the situation. Replacing the HV connector on the RPC side did
not change the behavior of the detector either.

Another explanation for the observed current increase could be a defect-
ive insulation between the RPC high-voltage electrode and ground, creating
a conductive path for the current to leak through the mechanical frame of
the RPC towards ground, without flowing through the gas gap. Figure 5.18
shows in detail how the ALICE RPC is connected to the high voltage mod-
ule. In particular, the HV cable employed is coaxial, meaning that a single
cable is used to connect the detector to the HV module. The core of the
cable is what supplies the high voltage, while the externally woven copper
shield is used for the ground (return line). The two are separated by means
of a dielectric insulator and they are both inserted into an outer plastic shell.
The connection of the cable to the detector is performed through two thin
graphite coatings on the outer part of the bakelite electrodes. The electrodes
are electrically isolated from the mechanical frames by a mylar sheet. If, for
any reason, such insulation starts to deteriorate, some current may leak
from HV to ground through the mechanical frame. The damage to the in-
sulation could be worsening over time, possibly explaining the systematic
current increase observed.

It is worth mentioning now that all the values of currents that have been
shown so far are measured directly from the CAEN HV mainframe. If the
detector is working properly, all the current measured by themodule should
be flowing through the gas gap. If this is not the case, part of the current
could be flowing through other parts of the detector. In case of bad insula-
tion, as explained earlier, it could be flowing through the mechanical frame
to ground. Another possibility is that the current is flowing around the
plastic spacers that are used to maintain the distance between the bakelite
electrodes (see 2); as mentioned earlier, this could be due to deposition of
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impurities around them, leading to the creation of conductive paths inside
the gas gap.

Since the CAEN HV module provides only a reading of the total current
(flowing from high voltage to ground), it is not possible to disentangle the
different components of the currents. By connecting an amperometer in
series with the return line (from the gas gap to ground), as shown in Figure
5.18 by the circle with an ”A”, one can measure only the current that is
flowing through the gas gap. If the current measured by the amperometer
is much lower than the value provided by the CAENHVmodule, it is a good
indication that some current is leaking, without going through the gas gap.
Note that the hypothesis that current is flowing around the plastic spacers
can not be tested with this strategy.

Figure 5.18: Sketch of the RPC connection to the coaxial high voltage cable (not to scale). The
object labelled with ”A” is the amperometer

The measurement has been carried out for different values of applied
voltage and the results are shown in Table 5.3. Note that the measurements
have been carried out without irradiation and after the replacement of the
high voltage connector. To give some context to the measurements, it is use-
ful to provide some numerical values of the dark current values. Before the
current increase, the dark current at 10.6 kV effective high voltage was ∼
0.00032 𝜇A/cm2 while after the current increase it was∼ 0.0054 𝜇A/cm2, i.e.,
an increase by ∼ 16 times has been observed. The idea behind the measure-
ment of current leak is to verifywhether any discrepancy is present between
the values provided by the HVmodule and the amperometer and to check if
this discrepancy is compatible with the observed current increase. If this is
the case, one can then assume that the increased current is not circulating
in the gas gap but it is rather flowing through a parasitic path.

By comparing the data reported in the table, a discrepancy of ∼ 0.0004
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𝜇A/cm2 can be observed for the highest HV values. There can be multiple
explanations for this difference, ranging from low precision of the ampero-
meter to the presence of a small current leak, and it is not possible to pin-
point the exact cause. Nonetheless, this difference is much smaller than
the observed current increase (∼ 0.005 𝜇A/cm2), so it is safe to state that a
current leak cannot explain the observed current increase.

HV [V] I𝐶𝐴𝐸𝑁 [𝜇A/cm2] I𝐴𝑀𝑃 [𝜇A/cm2]

0 0 8E-05
1000 2.8E-05 0.00012
3000 0.00018 0.0002
5000 0.000356 0.00032
6000 0.000464 0.0004
7000 0.0006 0.00048
7500 0.000672 0.00052
8000 0.000812 0.00064
8500 0.00102 0.0008
9000 0.00132 0.00104
9500 0.0018 0.00148
9750 0.002324 0.002
10000 0.002844 0.00256
10250 0.003252 0.0028

Table 5.3: Current measured by the CAEN HV module and by the amperometer for different
values of applied voltage. The difference between the HV module and amperometer reading is ∼
0.0004 𝜇A/cm2 at most while the current increase is 0.0051 𝜇A/cm2, meaning that a current leak

cannot explain the increase

The role of humidity

Once verified that no evident leakage issue is the cause of the current in-
crease, the attention was shifted to another key component, the gas mix-
ture humidity. As previously shown (in 4.3.1), the gas mixture is bubbled
through water, to retain a certain amount of water vapor, in order to hu-
midify the bakelite surfaces and keep their resistivity constant. One has to
be very careful not to insert too much water vapor into the RPC, otherwise
the resistivity of the bakelite could decrease and, as a consequence, the ab-
sorbed current increase. This was the case of the ALICE RPCs, which, when
installed in the ALICE cavern, were flushed with a gas mixture that had a
relative humidity content of 40% and, when switched on for the first time,
had a similar behavior as the one shown earlier, where the absorbed current
was constantly drifting over time. The humidity was lowered to 37% and
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the current increase ceased and the original values were recovered147.
In order to test if the same problemmight be happening to the RPC under

test at GIF++, the value of the gas mixture relative humidity was monitored,
using the dew point sensor mentioned in 4.3.1 was carried out. One can
compute an estimate of relative humidity value using a converter, such as
the one provided by this website 1 if the dew point and the temperature of
where humidification occurs are known. A dew point of 4∘C, at a temper-
ature of 20∘C (typical temperature at the humidifier location) corresponds
roughly to 40% relative humidity.

The gas mixture dew point was reduced and monitored throughout the
test. This was divided into two phases: first, the detector was kept with
the high voltage off, while flushing it with a reduced humidity content gas
mixture; periodic I(HV) scans with source off were taken to check whether
the reduced humidity had any effect on the dark current. In the second
phase, the high voltage was switched on and the detector was kept under
irradiation, with a reduced humidity gas mixture flowing. This time both
the dark current and the current under irradiation were monitored and the
effect of the reduced humidity on both was studied.

In order to test the effect of humidity, the dew point of the gas mixture
was changed from the usual 4∘C to around 0.5∘C, 2.5∘C, 4∘C and back to
0.5∘C. The different values have been set to understand if the detector be-
haves differently with changing dew point values. The trend of the gas
mixture dew point (measured at the mixer level) is reported in Figure 5.19,
for the whole duration of the test period.

The reason why the dew point value hovers around the set value is be-
cause the temperature where the gas mixture is humidified is not constant
over time and a manual adjustment of the dew point is needed.

Initially the RPC was left flushing and the dew point of the gas mixture
was lowered from 4∘C down to ∼ 0.5∘C (∼ 42% down to 35% relative humid-
ity), with the high voltage switched off and periodic source off I(HV) scans
were taken, to check whether or not the reduced humidity content had any
effect on the dark current. The results of these scans are reported in Figure
5.20. A scan taken before the current increase (the curve with black mark-
ers) is shown for reference; the other curves represent data taken with ∼
0.5∘C dew point. They span a period of around 4 days and it is possible
to observe that the current seems to be slowly decreasing, although never
reaching values comparable to before the increase. This behavior is similar
to what was reported earlier, that simply by keeping the high voltage off

1https://www.calculator.net/dew-point-calculator.html

https://www.calculator.net/dew-point-calculator.html
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Figure 5.19: Gas mixture dew point measured at mixer level with the dew point sensor during
the whole test period

and flushing the detector, the dark current decreases, so one can not unam-
biguously conclude that there is an effect of the humidity.
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Figure 5.20: I(HV) source off scans taken with lower humidity (dew point set to 0.5∘C). The scan
in black was taken before the current increase

The high voltage of the RPC was switched on at the irradiation value of
10.6 kV and the detector was kept under irradiation for some time and the
absorbed current under irradiation was monitored (recall that the first sign
of current increase was observed as increase of current absorbed under irra-
diation). Together with the current under irradiation, also the dark current
(without irradiation) was measured periodically to check for any variation
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due to the radiation. The behavior of both currents is described in the fol-
lowing. Figure 5.21 reports (in the top panel), the status (on or off) of the
source together with the value of absorption factor, while the bottom panel
contains the trend of current and dew point, for the duration of the reduced
humidity studies. Note that the applied voltage has been kept at 10.6 kV for
the whole duration of these studies, except for the source-off scans.

08/12 00:00 15/12 00:00
Time [UTC]

2−10

1−10

1

10

210

S
o

u
rc

e 
va

lu
es

ABS ]2A/cmµCurrent Density [

Status RH [%%]

08/12 00:00 15/12 00:00
Time [UTC]

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

C
]

°
D

ew
 p

o
in

t 
[

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

]2
A

/c
m

µ
C

u
rr

en
t 

d
en

si
ty

 [

1 2 3

Figure 5.21: Trend of gas mixture dew point (in blue) and absorbed current (in green), at fixed
value of high voltage. The three periods identified by numbers are associated to different values of

dew point

In the regions marked with the number 1 and 2, the absorption factor
was kept at 2.2 for the whole time and the dew point varied from to 2.5 to
4∘C. No clear correlation appears between the absorbed current and the dew
point of the gas mixture. In region 3, the value of ABS was changed quite
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frequently due to requests by other users and this explains the current vari-
ations observed. No striking correlation appears between the current and
dew point but one can observe a slight current decrease when comparing
the current for ABS 2.2 in regions 1-2 with that in region 3 for the same ABS
value. However, the effect is small, so it seems unlikely that the humidity
content be responsible for the sudden current increase observed with ECO2
for the ALICE RPC.

Dark current and dark rate vs irradiation time

The current under irradiation does not show a clear correlation with the
different values of gas mixture relative humidity that have been tested. The
periodic I(HV) scans that have been carried out throughout the irradiation
show, instead, a clear increasing trend of the absorbed dark current. All
the runs taken are summarized in Table 5.4, together with a short remark
regarding the conditions in which each measurement was carried out.

Run number Comments Dew point [°C]

5483 Baseline reference run 0.9

5486
since the start of the test - ABS 2.2

HV on under irradiation for 118 hours
2.5

5487
since the start of the test - ABS 2.2

HV on under irradiation for 159 hours
0.5

5488
since scan 5487

HV off for 8 hours
0.9

5489
since scan 5487

HV off for 32 hours
0.5

5490
since scan 5489

HV on without irradiation for 2 hours
0.5

5494
since scan 5490 - ABS 3.3

HV on under irradiation for 48 hours
0.5

5496
since scan 5494 - ABS 2.2

HV on under irradiation for 36 hours
0.5

Table 5.4: Summary of high-voltage scans taken with reduced humidity content, with
information on the status of each run

Figure 5.22 reports the I(HV) trend for the different scans taken at source
off, throughout the irradiation period. One can clearly see that the dark cur-
rent tends to increase for increasing irradiation time: going from run 5483
to 5487 the RPC was kept with the high voltage switched on under irradi-
ation and the dark current at the irradiation high voltage (10.6 kV) increases
from ∼ 0.001 𝜇A/cm2 to ∼ 0.006 𝜇A/cm2. However, it was observed that
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keeping the high voltage off for some time, as it was done from run 5487
to 5489 (high voltage was off for ∼ 8 hours), has the effect of reducing the
dark current from ∼ 0.006 𝜇A/cm2 to ∼ 0.002 𝜇A/cm2, hinting to a possible
reversibility of the dark current increase just discussed.
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Figure 5.22: I(HV) scans with source off, taken throughout the low humidity test. Refer to Table
5.4 for the details of each scan

Another interesting observation is that also switching on the high voltage,
without exposing the RPC to any irradiation (as is the case between runs
5489 and 5490), leads to a dark current increase, possibly indicating that
this effect is not strictly related to the presence of irradiation. Moreover, a
possible correlation between dark current increase and time spent with the
high voltage switched off can be observed. Indeed, two periods when the
high voltage was off can be identified: before run 5483 and between runs
5488 and 5489. The difference between the two is that, in the former case,
the RPC was off for a few months, while in the latter only for ∼ 40 hours.
If one compares the dark current increase between runs 5483-5487 (first
portion of the irradiation with lower humidity) and runs 5489-5496 (second
portion of the irradiation with lower humidity), the increase in the former
is ∼ 0.005 𝜇A/cm2 while in the latter it is ∼ 0.006 𝜇A/cm2. Keeping in mind
that the time under irradiation in the first case is 168 hours while in the
second it is 86 hours, one can see that the current increment per unit time
is greater in the second case (RPC had only been off for a couple of days be-
fore irradiation) than in the first case (RPC had been off for months before
irradiation).

Together with the current measurements, it was also decided to measure
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the dark counting rate of the detector, that is the counting rate of the RPC
when no irradiation is present, to test whether the increase in absorbed
current is related to an increase in dark rate. More specifically, the idea
is to look for hot-spots, that is spots on the bakelite surface where the
dark counts are much higher than the neighboring points. To carry out
this measurement, the FEERIC front-end electronics were installed on the
detector and a dark rate measurement was carried out periodically, in par-
allel with the measurement of dark current and for the same set of I(HV)
scans. The data for the dark rate measurements have been collected using
the random trigger described in 4.3.3, to sample the RPC response periodic-
ally and measure its noise counting rate. Recall that all the measurements
are taken without irradiation, hence all the counts in the RPC are either
from detector or electronics noise. Since the idea is to correlate the current
increase with an increase in dark counts (hence detector noise), one has to
disentangle these from the electronics noise. To do this, an offline auto-
trigger algorithm has been developed. The idea behind it is to exploit the
2D readout of the ALICE RPC. Indeed, by checking whether a hit on a given
strip plane is coupled with a hit on the perpendicular strip plane, within a
short time window (∼ 50 ns), one can greatly reduce the contamination of
the electronics noise in the counts. This is the idea behind the algorithm:
for each hit on the y-strips (vertical ones), go through all the hits on the
x-strips (horizontal); if any of those hits happened within 50 ns from the
y hit under consideration, then a 2D noise map is filled in correspondence
of the intersection of the two strips. An example of such a measurement is
reported in Figure 5.23.

The noise maps for all the runs are reported in Figure 5.24. Since for
all measurements the number of triggers and the length of the acquisition
window (20000 triggers with a duration of 5000 ns each) is the same, they
can be directly compared with each other, without further normalization.
The maps show the results at the irradiation high voltage (10.6 kV). Table
5.4 reports the conditions under which each run was taken. One can see
that after roughly 160 hours of irradiation, three hot spots tend to appear
(marked with a red circle in the left panel of Figure 5.24b). Furthermore, in
run 5486, (right panel of Figure 5.24a), the counts in the top right corner of
the RPC are globally much higher than the rest and this is due to a front-
end board which was affected by high noise levels (the same happens in run
5489). Those counts are picked up as a signals by the auto-trigger algorithm
since their noise frequency is ∼ 10 MHz, corresponding to a signal roughly
every 100 ns due to how the output stage of the front-end boards is built111.
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Figure 5.23: Example of 2D noise map of the ALICE RPC. The x axis represents the vertical strip
number (horizontal coordinate), the y axis the horizontal strip number (vertical coordinate). The

width of a strip is ∼ 3 cm

Between runs 5487 and 5488 (left and right panels of Figure 5.24b), the
RPC was kept with the high voltage off for 8 hours and one can see that the
previously mentioned hot-spots tend to disappear. This effect is even more
visible after 24 more hours with the high voltage off, in run 5489 (left panel
of Figure 5.24c).

The last aspect to be verified is whether the hot-spots are related to the
presence of the irradiation or simply to the high voltage. To test this, the
high voltage was switched on for some time without irradiation. The result,
shown in run 5490, is that the same hot-spots tend to reappear, hinting to
the fact that they are not (or not only) related to the action of the gammas
on the detector.

The tests just described show that the dark current of the ALICE RPC is
strictly correlated with a localized increase of intrinsic noise in a few spots,
which tends to grow in time once the high voltage is switched on. The ob-
served increase seems to be somewhat reversible by letting the detector cool
down with the high voltage switched off. Of course this is not an expected
behavior for the detector. The outcome of this test is not sufficient to prove
that the problems are related to the detector only. Specifically, the high-
lighted hot-spots could respond in different ways to different mixtures. For
this reason, before replacing the RPC, one should repeat the same measure-
ments using the standard gas mixture. In case the results with the standard
mixture are similar to the ones shown earlier, one could confirm that the is-
sue is detector specific, and not related to the gas mixture. This is a planned
activity for 2023. It could not be done in time for the writing of this thesis
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since the gas mixture is shared with the other RPCs of the ECOgas@GIF++
collaboration, which, given the promising results obtained with ECO2 for
all but the ALICE detector, gave priority to continuing the aging tests with
such a mixture.

Once all the ”non-destructive” tests on the ALICE RPC have been carried
out, one could also perform a microscopic analysis of the inner surfaces, in
correspondence of the highlighted hot-spots to better understand their ori-
gin. This kind of tests imply removing the glue around the gas gap, making
it unusable, hence they have to be performed as a last resource, when no
more information can be extracted with other studies.
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(a) Left panel: run 5483. Right panel: run 5486. RPC was kept with the high voltage on under irradiation.
Time elapsed between the two runs: ∼ 118 hours. Appearance of hot-spots (circled in red) following

irradiation

(b) Left panel: run 5487. Right panel: run 5488. Run 5487 was taken ∼ 40 hours after run 5486. Hot-spots
are still visible. Between run 5487 and 5488, the high voltage was kept off for ∼ 8 hours, the hot-spots start

to cool down

(c) Left panel: run 5489. Right panel: run 5490. Run 5489 was taken after further ∼ 24 hours with high
voltage off, the hot-spots cool down even more. Between runs 5489 and 5490, the high voltage was kept on

without irradiation for ∼ 2 hours, an increase in dark counting rate is visible

Figure 5.24: 2D noise maps taken at different times during the studies. The appearance of
hot-spots after the high voltage is switched on for some time is clear. Also the disappearance after
the HV is off can be seen. Refer to the text for further details about the conditions of each run
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5.3 Summary of aging studies
This chapter outlined why aging studies are necessary in the framework of
the search for new eco-friendly gas mixtures for RPC detectors. It also ex-
plained the methodology applied by the ECOgas@GIF++ collaboration and
it described some of the results obtained thus far. In particular the results
obtained with three mixtures, namely standard, ECO1 (45% HFO and 50%
CO2), and ECO2 (35%HFO and 60% CO2) have been illustrated in detail. The
standard gas mixture has been used as a reference, to test the data taking
stability and all the safety mechanisms, such as the gas kill and the auto-
matic lowering of the applied voltage in case of too low attenuation. ECO1
was the first mixture tested and it was discarded due to an increase of ab-
sorbed dark current (both Ohmic and non-Ohmic) in all the detectors of
the collaboration. ECO2 is currently being tested and, so far, all the detect-
ors but the ALICE one (which showed an increase of absorbed current un-
der irradiation), have shown stable performance over time. For the ALICE
RPC, an in-depth campaign to study this increase was carried out. It was
found that the current increase is strongly correlated with the appearance
of localised hot-spots when the high voltage is switched on for some time
(even if no gamma irradiation is present). This is most probably due to the
presence of defects on the inner surface of the bakelite, which points to a
detector-specific issue. The test will be repeated in 2023, after the detector
is flushed for some time with the high voltage kept off, to confirm the ob-
served cool-down effect. Also, as anticipated earlier, the same tests will be
repeated with the standard gas mixture. Depending on the results, this test
may either provide the final confirmation that the issue is detector-specific
and validate the stability of ECO2 also for ALICE, or prompt a deeper in-
vestigation of the interaction of the ECO2 mixture with the double-oiled
bakelite electrode surface.





Chapter 6

Summary and outlook

Thework presented in this thesis consists of twomain investigations: on the
one hand, a small ALICE-like RPC prototype has been used to characterize
different HFO-based gas mixtures using a muon beam, also exploiting the
photon flux provided by the CERN Gamma Irradiation Facility to study the
detector rate capability. On the other hand, the same RPC prototype has
been used to study the stability of its response (in terms of absorbed current)
when operated, under irradiation, for long periods of time with HFO-based
gas mixtures.

Both activities are inserted in the context of the ECOgas@GIF++ collab-
oration, formed by members of the four LHC experiments and of the CERN
gas group to join forces in the search for an eco-friendly alternative to the
currently employed RPC gas mixture.

The main results obtained with the beam tests are summarized in the
following:

• Seven different HFO-based gas mixtures, with CO2 addition, have been
tested during beam periods at the CERN GIF++. The HFO concen-
tration has been increased in steps, from 0% up to 40% and the CO2

has been decreased accordingly, while keeping that of i-C4H10 and SF6
fixed. The aim of this study was to try and understand the possible
interplay between HFO and CO2.

• The RPC signals have been read out both using a digitizer, to perform
signal shape and prompt charge analyses, and using the ALICE front-
end electronics (FEERIC) to study the detector response in an ALICE-
like readout scenario. The results obtained with the two methods can
not be directly compared, due to different thresholds, but they lead to
very similar overall conclusions.

• Beam-test results have shown that mixtures with higher CO2 concen-
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tration reach a lower efficiency (few percentage point) with respect to
the standard (R134a-based) gasmixture and also show a higher streamer
contamination

• Increasing the HFO concentration shifts the detector working point
upwards by ∼ 1 kV for every 10% HFO added but, at the same time,
it reduces the streamer contamination to values that are less than 10%
and close to the ones of the standard gas mixture. The downside is
that the contamination seems to grow rapidly with the high voltage,
and the voltage range (above working point) where the streamer con-
tamination is below 10% is significantly shorter than with the standard
gas mixture

• Time resolution and cluster size values are very similar to those ob-
tained with the standard gas mixture

• A shift of the efficiency curves towards higher voltages is observed for
increasing irradiation. Such a shift is found to correspond, except for
very high rates (∼ 300 Hz/cm2), to the expected voltage drop across
the gas gap, induced by the gamma-induced circulating current and
the electrode resistivity

• Results under gamma irradiation show an efficiency drop by 2 percent-
age points for the standard gas mixture, at the maximum irradiation
reachedwith all gasmixtures (∼ 250Hz/cm2), while all the eco-friendly
alternatives show a drop by up to ∼ 8 percentage points; if the HFO
concentration is greater than 20%, the efficiency degradation is slightly
mitigated. The efficiency drop for a gamma-induced counting rate of
∼ 100 Hz/cm2 (maximum expected rate on the MID RPCs in RUN3 and
RUN4) is ∼ 3-4 pp for all the eco-friendly alternatives and ∼ 1 pp for
the standard gas mixture.

• In general, the current absorbed under irradiation is found to be about
1.6 times higher than for the standard gas mixture, for all the eco-
friendly alternatives tested. The average charge per hit has been es-
timated as the slope of the linear interpolation of the current density
trend as a function of the average background hit rate and found to
be ∼ 50 pC for the standard gas mixture and ∼ 80 to 100 pC for the
eco-friendly mixtures

• The mixture containing 35% HFO, 60% CO2, 4% i-C4H10 and 1% SF6
exhibited the best compromise between performance (in terms of effi-
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ciency, prompt charge and streamer contamination) andworking point
shift

Long-term irradiation studies of RPCs operatedwith HFO-based gasmix-
tures have been carried out at the GIF++ as well, exploiting the gamma ir-
radiation provided by the 137Cs source. The detectors are exposed to the ra-
diation and are switched on at a fixed voltage. The stability of the absorbed
current is studied over time. Two HFO-based gas mixtures have been tested
and the results are summarized in the following:

• The stability of the monitoring system (high voltage correction, data
logging and stability of the data acquisition) has been tested using the
standard gasmixture. Around 6mC/cm2were integrated by the ALICE
RPC, with stable performance.

• The first eco-friendly alternative tested was composed by: 45% HFO,
50% CO2, 4% i-C4H10 and 1% SF6.

– Detector characterization with this mixture was not carried out
with the muon beam since the beam test campaigns had not star-
ted yet.

– A total of ∼ 12 mC/cm2 was integrated by the ALICE detector

– An increase in the absorbed dark current (both Ohmic and non-
Ohmic) was observed, for the ALICE detector as well as for all
other detectors of the ECOgas@GIF++ collaboration

– Due to the above-mentioned general current increase, the mixture
was considered unstable and no further tests were carried out

• The second eco-friendly alternative testedwas composed by: 35%HFO,
60% CO2, 4% i-C4H10 and 1% SF6

– This mixture was tested with the muon beam and the working
point was calculated to be ∼ 1 kV above the standard gas mixture.
The voltage of the detectors was initially set at the source off knee
to study their stability at this voltage

– For most detectors of the collaboration, the current (both dark and
under irradiation) showed a satisfactory stability in time after the
accumulation of ∼ 55 mC/cm2. However, after the integration of
∼ 6 mC/cm2the ALICE detector showed a sudden and sharp cur-
rent increase with no apparent correlation to external parameters
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(environmental or gas mixture-related). This behavior was closely
studied and a correlation of the current increase with the appear-
ance of hot-spots (regions where the noise counting rate is higher
than the rest of the detector) has been found. This is encouraging
as it points to an issue specific to the tested prototype rather than
the gas mixture. Further tests are foreseen to confirm this hypo-
thesis.

Currently the aging campaign is ongoing with the other detectors and
the absorbed current (both irradiation and dark) appears to be stable . The
installation of a new mechanical support for the RPCs is foreseen and this
will allow for the installation of four scintillators (coupled with photomul-
tipliers) that will provide a cosmic-ray trigger, allowing the collaboration
to continuously monitor the detector efficiency throughout the aging cam-
paign. Moreover, further beam test campaigns are planned for the future
and they will be used to perform more detailed studies of the detector re-
sponse, after the integration of a growing amount of integrated charge.



Appendix A

A few details from the beam tests

A.1 Threshold setting code with Arduino

1 #include <Wire.h> //I2C Arduino library
2
3 #define CLOCK_FREQUENCY 50000 //FEERIC I2C clock frequency
4 #define DAC_ADDRESS 0x21 //I2C address of the DAC
5 #define BOARD_NUM 4 //Number of FEERIC cards
6 #define BASE_COUNTS 513 //1.5 V baseline in DAC counts
7
8 int boardAddress[BOARD_NUM] = {0,1,2,3}; //Board address
9 float thr[BOARD_NUM] = {96.0,100.0,-105.0,-102.0}; //Threshold values (mV)

10 int thrCounts[BOARD_NUM] ={0,0,0,0}; //For threshold values in DAC counts
11 uint16_t finalThr[BOARD_NUM] = {0,0,0,0}; //For threshold values after baseline subtraction/addition
12 byte LSB[BOARD_NUM] = {0,0,0,0}; //Default way to send threshold to the DAC
13 byte MSB[BOARD_NUM] = {0,0,0,0};
14
15 float mVperCount = 2.93; //mV per DAC count
16 void setup() {
17
18 Wire.begin(); //Start I2C pins
19 Wire.setClock(CLOCK_FREQUENCY); //Set clock frequency
20 byte error; //Result of communication attempt
21
22 for (int i = 0; i < BOARD_NUM; i++) {
23 //Convert thr to DAC counts
24 thrCounts[i] = abs(thr[i])/mVperCount;
25
26 //Sum it or subtract it to the 513 baseline
27 if (thr[i] >= 0) finalThr[i] = BASE_COUNTS + thrCounts[i]; //positive thr
28 if (thr[i] < 0) finalThr[i] = BASE_COUNTS - thrCounts[i]; //negative thr
29
30 //Calculate LSB and MSB to send to the DAC
31 LSB[i] = (finalThr[i] & 0x00FF);
32 MSB[i] = ((finalThr[i] & 0xFF00) >> 8);
33
34 //Begin transmission with the board
35 Wire.beginTransmission(boardAddress[i]); //Open communications with FEERIC board
36 Wire.write(00000001); //Enable DAC
37 error = Wire.endTransmission(); //Get result
38 //If result is 0 -> good communication established
39 if (error == 0) Serial.println(”Com with board started”);
40
41 //Communicayte with the DAC
42 Wire.beginTransmission(DAC_ADDRESS);
43 Wire.write(00000000); //Send command
44 Wire.write(LSB[i]); //Write LSB
45 Wire.write(MSB[i]); //Write MSB
46
47 error = Wire.endTransmission();
48 if (error == 0) Serial.println(”Data written to DAC”);
49
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50 Wire.beginTransmission(boardAddress[i]); //Begin transmission with the board
51 Wire.write(00000000); //Disable DAC
52 Wire.endTransmission();
53 }
54 Wire.end(); //End I2C transmission
55 }

A.2 Gamma contamination in muon efficiency es-
timation

The formula reported in 4.4.1, used to keep track of the gamma contam-
ination in muon efficiency calculation is here justified. We start from the
assumption that the events for which the RPC has given a signal are given
by a combination of muons and photons. One can write:

𝑁𝑅𝑃𝐶 = 𝑁𝑡𝑟𝑖𝑔[𝜖𝑟𝑒𝑎𝑙 + (1 − 𝜖𝑟𝑒𝑎𝑙)(1 − 𝑒−<𝑁𝛾>)] (A.1)

Where N𝑅𝑃𝐶 is the total number of counts see by the RPC, N𝑡𝑟𝑖𝑔 is the
number of muon triggers, 𝜖𝑟𝑒𝑎𝑙 is the ”real” muon efficiency and the ex-
pression 1 − 𝑒−<𝑁𝛾> is the probability to have at least one photon in the
muon window, calculated as one minus the probability to have no photons
in the muon window (given that < 𝑁𝛾 > is the average number of photons
in the muon window), assuming that the photon number distribution fol-
lows a Poisson distribution. In equation A.1 the result of the multiplication
𝑁𝑡𝑟𝑖𝑔 ⋅ 𝜖𝑟𝑒𝑎𝑙 gives the number of signals tagged as muons, that are actually
produced by muons, while the term 𝑁𝑡𝑟𝑖𝑔 ⋅ (1 − 𝜖𝑟𝑒𝑎𝑙)(1 − 𝑒−<𝑁𝛾>) gives
the number of signals tagged as muons but that are actually generated by
photons.

With some algebra, equation A.1 becomes:

𝑁𝑅𝑃𝐶
𝑁𝑡𝑟𝑖𝑔

= 𝜖𝑟𝑎𝑤 = 1 − 𝑒−<𝑁𝛾> + 𝑒−<𝑁𝛾>𝜖𝑟𝑒𝑎𝑙 (A.2)

and solving for 𝜖𝑟𝑒𝑎𝑙 gives:

𝜖𝑟𝑒𝑎𝑙 =
𝜖𝑟𝑎𝑤 + 𝑒−<𝑁𝛾> − 1

𝑒−<𝑁𝛾>
(A.3)

Considering that 𝑒−<𝑁𝛾> is the probability to have no photons in the
muon window, and remembering how the fake efficiency was defined in
4.4.1, one can see that 𝑒−<𝑁𝛾> = 1− 𝜖𝑓𝑎𝑘𝑒 and that 𝑒−<𝑁𝛾>−1 = −𝜖𝑓𝑎𝑘𝑒 so
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equation A.3 can be re-written as:

𝜖𝑟𝑒𝑎𝑙 =
𝜖𝑟𝑎𝑤 − 𝜖𝑓𝑎𝑘𝑒
1 − 𝜖𝑓𝑎𝑘𝑒

(A.4)

which is exactly the formula reported in 4.4.1. As explained there, the
uncertainty on this measurement is estimated by propagating the errors on
all the terms in the equation.

A.3 Clustering algorithm
The clustering algorithmhas been developed from scratch and it exploits the
fact that, together with the information on the strip that gave a signal, also
the time of the hit is known, so a double condition (on strip proximity and
time difference between the hits) is imposed. In particular, for two signals
to be in the same cluster (clustering conditions), the strip difference must
be equal to one and the time difference must be less than 15 ns, as explained
in 4.4.1. The clustering algorithm returns a vector of clusters, meaning that
each element of the vector represents a separate cluster and its value the
number of strips in a given cluster.

The algorithm is the same for muon and photon triggers clustering and it
works as follows: for each trigger, all the hits ( fired strips) are coupled with
their respective time and these pairs are ordered by increasing strip number.
An example of hit-time pairs before ordering could be the following:

(2,100);(3,50);(4,55);(2,55);(1,110)

and the result of he ordering procedure would be the following:

(1,110);(2,55);(2,100);(3,50);(4,55)

Once this is done, an iterative algorithm runs over all the values in the
following way:

• Take the first pair of hit-time (1,100) and compare it to all the others

• Check if the clustering conditions are satisfied, then 1) if they are not
satisfied it means the first hit is ”alone” and so the cluster vector is filled
with a ”1” and the alone element is deleted from the starting vector 2)
if the clustering conditions are satisfied, the two elements are part of a
cluster and are inserted in a temporary support vector, and a variable
that keeps track of whether a pair is created or not, is set to true. Lastly,
the two elements in the cluster are deleted from the original vector
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• If a cluster is not created, the algorithm restarts from the first element
and it goes through all the hit-time pairs until a cluster is created (if not,
a series of 1 is pushed to the vector, meaning that a series of isolated
hits is present)

• If a cluster is created, the algorithm checks if any of the cluster element
satisfies the clustering condition with all the remaining vector element.
If one element is found to satisfy the clustering condition, it is added to
the cluster and deleted from the original vector. The algorithm keeps
on comparing the residual elements of the original vector to all the
ones in the cluster. If no element satisfies the conditions, it means that
the cluster is complete and the number of strips in the cluster is pushed
back to the cluster vector

• The clustering procedure continues until there are no more elements
left in the original vector and the cluster vector is filled up

• Once the clusters vector is returned, the cluster size histogram is filled
with its content, and the cluster multiplicity histogram is filled with
its size

Usually, for a muon event, it is quite rare to have more than one cluster,
for this reason this complicated algorithm was developed to estimate the
cluster size of photon events, since multiple photons can produce a signal
in the same acquisition window. In the example case taken above, the result
of the clustering would be the following vector:

clusters = {2,3}

because the hits (1,100) and (2,200) would be paired in a cluster and the
other three in another cluster. The cluster size histogram would be filled
twice, in the bins 2 and 3 and the cluster multiplicity algorithm would be
filled once, in the bin 2, since the size of the clusters vector is 2.

The reason why 15 ns was chosen as clustering time can be explained
by looking at the chart in Figure A.1, where the evolution of the cluster
size and multiplicity is shown as a function of the clustering time: this vari-
able was varied from 0 to 40 ns and the trend of the cluster size can be
explained as follows: if the clustering time is 0, the average cluster size per
event is always equal to 1, because no cluster is created, since the clustering
time is too small. On the contrary, the cluster multiplicity is maximum. If
the clustering time is increased, the cluster size slowly rises and the cluster
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multiplicity correspondingly decreases. This is true for values up to ∼ 7
ns, after that the trend seems to flatten and no variation of either quantity
is observed. Since this study was not carried out systematically for all the
runs taken, it was decided to set the clustering time at 15 ns (higher value
than the 7 ns which grants stability) in order to be sure that the clustering
results would be similar across the different runs taken.
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Figure A.1: Trend of the muon cluster size and multiplicity as a function of the clustering time. A
stable trend of these quantities is observed if the clustering time is greater than 7 ns

Note that similar observations can be inferred for the photons, and the
same clustering algorithm is employed in that case.

A.4 Knee derivation
Starting from the mathematical definition of knee, as the point where the
efficiency reaches 95% of the maximum efficiency, one can write that:

𝜖 = 0.95 ⋅ 𝜖𝑚𝑎𝑥 =
𝜖𝑚𝑎𝑥

1 + 𝑒−𝜆(𝐻𝑉𝑘𝑛𝑒𝑒−𝐻𝑉50)
(A.5)

and from here one can solve to find the value of HV𝑘𝑛𝑒𝑒, which corres-
ponds to the knee point of the curve. With some calculations one finds
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that:

1 + 𝑒−𝜆(𝐻𝑉𝑘𝑛𝑒𝑒−𝐻𝑉50) = 1
0.95

⇒ 𝑒−𝜆(𝐻𝑉𝑘𝑛𝑒𝑒−𝐻𝑉50) = 1
19

⇒ 𝐻𝑉𝑘𝑛𝑒𝑒 =
𝑙𝑜𝑔(19)

𝜆 + 𝐻𝑉50

(A.6)

Which is the value that was anticipated in 4.4.1.
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