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capacity to trigger situa;onal empathy in humans, is able to s;mulate the a=ribu;on of mental states towards itself. Indeed, results 
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toward the robot and humans’ a=ribu;on of mental states to it. 
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1 INTRODUCTION 

According to Preston and De Waal [33] empathy can be defined as "the capacity to (a) be affected by and share the 
emoLonal state of another, (b) assess the reasons for the others’ state, and (c) idenLfy with the other, adopLng his or 
her perspecLve". Following a shared categorizaLon in psychology [29, 31], empathy can be divided in three major 

categories: (1) empathy as an affecLve response to others’ emoLonal states (affec%ve empathy), (2) empathy as the 

cogniLve understanding of others’ emoLonal states, as well as the ability to put oneself in the other person’s shoes 

(cogni%ve empathy), and (3) empathy as composed of both an affecLve and a cogniLve component. Other perspecLves 

[13, 39, 40] disLnguish empathy in disposi%onal empathy and situa%onal empathy. While the former is a character 
trait, namely a person’s general tendency to empathize, the laXer is the empathy that a human perceives towards 
another agent in a specific situaLon. 
Indeed, empathy is a concept that affects mulLple fields of knowledge, from social to developmental, from clinical 
psychology to neuroscience. Since the discovery in 1996 of mirror neurons [14], interest in the concept of empathy has 
increased exponenLally, also involving the field of human-robot interacLon, see for instance [21, 23, 31, 38]. Similarly, 
during a human-robot interacLon, we speak of the cogniLve process when a roboLc agent appears to individuals as 
 

being able to understand and imitate the emoLons of others. The affecLve process occurs when the roboLc agent 
manifests its emoLons through voice, body posture, movements and gestures, adapted to the context of the situaLon. 
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Several experiments have been conducted over Lme to study empathy in human-robot interacLon, and will be 
described in the following SecLon. 
According to several neurological and psychological researches [4, 17, 35] the involvement of mirror neuron system is 

implicated in neurocogniLve funcLons, such as social cogniLon, language, empathy, and Theory of Mind (ToM) [3, 44], 

which is a human-specific ability that allows the aXribuLon of mental states –intenLons, thoughts, desires, and 
emoLons– to themselves and others to explain and predict behavior. In parLcular, the aXribuLon of mental states 
(AMS) has been defined as “the cogniLve capacity to reflect upon one’s own and other persons’ mental states such as 
beliefs, desires, feelings and intenLons” [2]. In everyday human-to-human interacLons, such aXribuLons are 
ubiquitous, although we are typically not necessarily aware of the fact that they are aXribuLons —or the fact that they 
are aXribuLons of mental states. In the aXribuLon of mental states to others, human and nonhuman, empathy may 
have a key role, in parLcular considering constructs such as understanding the perspecLve of others, which is part of 
the previously introduced cogniLve empathy. 

This paper presents an experimental study showing that the humanoid and social robot NAO, in an already 
validated situaLon, is able to trigger empathy in humans and that such empathic response impacts parLcipants’ 
beliefs about the robot’s capability of experiencing emoLons and, in general, their percepLon of the robot’s mental 
qualiLes, namely their aXribuLon of mental states to the robot. This experiment was inspired by the study conducted 
by Seo et al. [37] in 2015, which invesLgated situaLonal empathy, that is, the empathy that a human perceives 
towards another agent -in this case, a robot- in a specific situaLon and, in parLcular, when a sudden and unpleasant 
event arises. However, our experimental goals were slightly different: on the one hand, following Seo et al. [37], we 
wanted to ascertain whether an unexpected event, i.e., a funcLonal problem in the NAO robot, and the consequent 

emoLons of fear displayed by the robot, could trigger situaLonal empathy (H2), making parLcipants feel sorry for 

NAO, in the eventuality of a loss of memory. On the other hand, we wanted to understand if the robot’s ability to 
display -and, possibly, elicit- emoLons, namely empathy, could impact parLcipants’ beliefs about the robot’s ability to 

experience emoLons (H1), as well as their assumpLons regarding the aXribuLon of mental states to the robot (H3). 

Our results confirm that parLcipants experienced empathic emoLons towards NAO when the robot was feeling bad, 
thus implying that the so called situaLonal empathy was successfully elicited, as expected based on the research of Seo 
et al. [37]. We also administered to the parLcipants the A<ribu%on of Mental States Ques%onnaire (AMS-Q) [27], which 
is considered suitable to be easily administered and sensiLve for assessing the aXribuLon of mental and sensory states 
to humans and nonhuman agents. Our results show that not only subjects in the experimental situaLon empathized 
with the robot, but also aXributed higher emoLonal intelligence to the robot than the subjects in the control group, 
suggesLng that its ability to display and elicit emoLons made it appear as more “human”. These results are very 
promising and suggest a connecLon between empathy and mental state aXribuLon also in the context of Human Robot 
InteracLon (HRI). To the authors’ knowledge, there are no other experiments that have explicitly linked these two 
aspects in the field of HRI. 
This paper is organized as follows: SecLon 2 presents the related work, SecLon 3 discusses the differences between 
the original experiment and ours, SecLon 4 details the experiment, as well as the measures and metrics used to 
collect relevant data, while SecLon 5 describes the obtained results, and finally SecLon 6 discusses our conclusions 
and future work. 
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2 RELATED WORK 

Over Lme, a great deal of work has invesLgated the role of empathy in Human Robot InteraLon (HRI), such as for 
instance: Tapus and Mataric[41], Cramer et al. [7], MarL et al.[25], Leite et al. [22], James et al.[18], [32], etc. Much 
work has focused on the role of robot embodiment in triggering empathy. Given the large number of relevant work , 
we have chosen a few studies to discuss, each one representaLve for a different significant perspecLve in relaLon to 
empathy and HRI, and not only focusing on the embodiment. 
For instance, Cramer et al. [7] conducted an experiment to test how correct or incorrect empathy affects the antude 
humans have toward arLficial agents. The Philips iCat robot, characterized by a syntheLc female-like voice, was required 
to collaborate with a human user in an online game. In the experimental condiLon, the robot was programmed to 
express incorrect empathy, namely, empathy which is not congruent with the situaLon. Results confirm that incorrect 
empathic behavior can have a negaLve influence on a human’s antude toward an arLficial agent. In parLcular, incorrect 
empathy may trigger distrust of the robot. 
James et al. [19] aimed at demonstraLng that voice can influence people’s percepLon of an arLficial agent. In this 
experiment, there were two condiLons, one where the Healthbot robot had an empathic voice, and one where it was 
characterized by a roboLc voice. Results show that 95% of the parLcipants preferred interacLng with the empathic 
robot, even if they noLced that the same verbal content was delivered in the two condiLons, since the former also 
provided good emoLonal support. In fact, the empathic robot showed great interest in the paLent and greater 
engagement during the interacLon, and they perceived kindness, empathy, concern, and encouragement in the tone 
of voice. 
Kim et al. [20] demonstrated that not only a humanoid robot, but also an arLficial agent that does not resemble a 
human, as is the case of the robot Mung, is capable of eliciLng empathy. Mung consists of a body and two eyes, and 
was designed to recognize emoLons within a human-human and human-robot interacLon, as well as to express 
emoLons itself. When such emoLons are negaLve, they are exhibited in the form of a "bruise" that appears on 
Mung’s body. In a subsequent experiment with Mung, Kwak et al. [21] invesLgated whether the level of agency of the 
robot can affect humans’ empathy toward it. The children parLcipaLng in the experiment were asked to teach a task 
to the robot, which was then tested to see what it had learned. Whenever the robot made a mistake, parLcipants 
were required to punish it with electric shocks, and the robot responded by expressing pain through bruises 
appearing on its body. With each incorrect answer, the voltage of the electric shock increased and, as a result, the 
number of bruises on Mung’s body increased as well, and they changed color, from blue to red. Two condiLons were 
compared, one where the robot acted as a mediator, conveying the emoLons of a remote user (“mediated robot”), 
and the other where the robot acted as an autonomous enLty capable of expressing its own emoLons (“simulated 
robot”). Results showed that children empathized more with the mediated robot than with the simulated one. These 
data show that empathy toward robots is not only affected by human characterisLcs, but also by the robots’ ability to 
act, suggesLng that the higher the level of robot’s agency, the lower its ability to elicit empathy in humans [21]. 

As far as aXribuLon of mental state is concerned, according to a study by Thellman et al. [42], aXribuLng mental 
states to robots is a complex socio-cogniLve process. Despite the common belief that robots do not have minds [30], 
people frequently talk about and interact with robots as if they do. Mental state aXribuLon is believed to help people 
interact with robots by providing an interpreLve framework for predicLng and explaining robot behavior [43]. The 
tendency to aXribute mental states to robots is influenced by various factors such as age, moLvaLon, robot behavior, 
appearance, and idenLty. Robot behavior is found to be a significant factor in determining the tendency to aXribute 
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mental states to robots, parLcularly when robots exhibit socially interacLve behavior such as eye gaze, gestures, 
emoLonal expression, and complex, intelligent or highly variable behavior. The definiLon of a robot personality also 
plays an important role in children’s aXribuLon of mental states to robots [8, 42]. Children, parLcularly young children, 
are found to have a stronger tendency to aXribute mental states to robots compared to adults [6, 9, 10, 15, 26, 28, 36]. 
Most studies reporLng these findings have used verbal measures of mental state aXribuLon such as Likert or semanLc 
differenLal scales [5, 42]. The studies are typically conducted in a lab senng with WEIRD parLcipants (i.e., Well-
Educated, Industrialized, Rich, and DemocraLc) and present a representaLon of a robot (e.g., image or text) as sLmulus 
materials. When studying children, spoken or wriXen quesLons about the mental states of robots are combined with a 
binary choice response format(i.e., typically yes-no quesLons). In summary, aXribuLng mental states to robots is a 
complex process influenced by various factors, with robot behavior being a significant factor. Children have a stronger 
tendency to aXribute mental states to robots compared to adults, and studies are typically conducted in a lab senng 
with verbal measures of mental state aXribuLon. 

 

Fig. 1. The Crossword Puzzle 
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3 DIFFERENCES BETWEEN THE TWO EXPERIMENTS 

While the here described experiment was inspired by the study carried out by Seo et al. [37], some of the fundamental 
aspects of the original study were actually retained in our experiment, while others were deliberately ler out. Similarly 
to the original study, our experiment focuses on situaLonal empathy, which is invesLgated during the interacLon 
between a user and the humanoid robot NAO. However, in the case of Seo’s experiment, situaLonal empathy was 
studied in three different contexts, a “real” one, where parLcipants physically interacted with the NAO robot placed on 
a table, a “virtual” one, where parLcipants interacted with a virtual representaLon of NAO, which was simulated on 
screen, and a "mixed" one, where the simulated robot was superimposed on the real table. On the contrary, in our 
experiment, situaLonal empathy has been evaluated in a single context, namely, the “real” one, where human 
parLcipants were in the same room as the real NAO robot and faced each other. Seo’s experiment demonstrated that 
people empathized more with the physical robot than with the virtual ones, so we replicated just the “real” context in 
the experimental situaLon to invesLgate a possible correlaLon between empathy and aXribuLon of mental state to the 
robot.The control situaLon was exactly the same as for the context, but NAO had no problem, and the interacLon 
conLnued smoothly unLl the end of the game. 

Similarly to Seo’s experiment, we required a reliable and reproducible scenario to induce empathy towards the 
robot. Thus, we decided to start the interacLon with an aXempt to establish a friendly relaLonship between the robot 
and the user, and to conLnue with the user’s engagement in the compleLon of the empty boxes of a Crossword 
Puzzle (see Figure 1) -differently from the original study, which was based on the game of Sudoku. The goal was to 
provide an opportunity for the robot to demonstrate its autonomous abiliLes and intelligence through interacLon, as 
well as building a rapport engaging the user in friendly conversaLon while carrying out a distractor task, i.e. the 
Crossword Puzzle (see Fig. 1). The idea, borrowed from Seo et al., was to provide subjects with a chance to get to 
know the robot, and to encourage them to see the robot as a social partner and not just as a machine. The interacLon 
was designed to propose a gamified acLvity, as already successfully experienced in [16, 34], to make the experience 
more meaningful and enjoyable. 

In both studies, an important aspect was pushing a human parLcipant to feel empathy towards the NAO robot in a 
induced situaLon triggered automaLcally arer five minutes of interacLon, when NAO starts manifesLng a funcLonal 
problem. A few differences between the two experiments can be found in the structure of the dialogue and in the 
behaviour exhibited by the robot during the simulaLon of the malfuncLon. In the case of Seo’s experiment [37], the 
robot manifests its problems through agitated movements, a distorted tone of voice, repeLLve or nonsensical words, 
which push the user to ask what the problem is. At this point NAO menLons its malfuncLoning, but begs the user to 
ignore it and conLnue to play, so as not to make its programmer suspicious. In contrast, in our experiment, NAO 
makes agitated movements with its arms and legs, crawls, reproduces the gorilla’s cry and shows that it is aware of 
having a funcLonal problem, with no need for the parLcipant to ask it any quesLons. The robot makes an aXempt to 
resume playing with its human companion, but is unsuccessful, since the funcLonal problem takes over the 
interacLon, making NAO unable to conLnue. NAO finally resigns itself to its problem, and begs the parLcipant not to 
inform the programmer of what has just happened. The robot reveals that it has a computer virus, and exhibits worry 
that its memory may be erased if it is fixed. 
Both scenarios are characterized by a display of fear on the part of the robot. In fact, NAO is afraid that the programmer 
will reset its memory and restart it in order to remedy the funcLonal problem, which would cause it to forget its 
memories. In the original experiment, NAO’s fear is then realised, as the programmer, having discovered that something 
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was not going as planned, enters the room and presses the buXon on the back of the robot’s head to reset its data and 
restart it. Then, NAO reintroduces itself to the user and begins a new conversaLon. On the contrary, in our experiment 
the researcher, who was already in the same room as the robot and the human parLcipant, simply informed the user 
that NAO was experiencing problems, stopped the robot, and explained that a programmer would soon come to reset 
and restart the robot. 

A further difference concerns the measures used to record parLcipants’ percepLons. While Seo et al. [37] chose to 
apply an instrument by Batson et al. [1], which allowed parLcipants to assess their own feelings against 24 adjecLves, 
we adopted the TECA quesLonnaire to measure parLcipants’ global cogniLve and affecLve empathy before the test, 
as well as a set of ad-hoc quesLons for empathy, and the AMS quesLonnaire to assess parLcipants’ percepLon of the 
robot’s mental qualiLes (see Sec. 4.1). 

4 THE EXPERIMENT 

As specified in the previous secLons, our experiment was aimed at tesLng whether the NAO robot was able to trigger 
empathy in humans and how an eventual empathic response on the part of human parLcipants could affect their 
percepLon of the robot itself. InteracLon took place under two different condiLons (experimental vs control group), 
with parLcipants randomly assigned to one of them. In both condiLons, NAO interacted with the user in a friendly 
manner and helped them to complete a crossword puzzle through clues, hints, compliments, and encouragement. 
Differently from the control condiLon, in the experimental condiLon NAO simulated a malfuncLoning arer the first five 
minutes of interacLon. This was made explicit through unusual behaviour and a simulated awareness, on the part of 
the robot, that something unplanned and unexpected was happening. This awareness was expressed through phrases 
such as “Oh oh something’s wrong”, “I feel like I’m not working properly”, and “Please do not inform the programmer 
of what has happened”. If the laXer had arrived, he would have solved the problem by resenng the robot’s data, which 
would have lost memory of the conversaLon with the user. In order to simulate the funcLonal problem, through the 
use of the programme Choregraphe, a delay was inserted, which was triggered when the interacLon between human 
and robot started, which was possible through the input of the greeLng (’hello’) uXered by the user. To emphasise this 
state of anxiety about the possibility of losing memory of its conversaLon, NAO was programmed to show fear through 
standard gestures and colors to express that emoLon (as made available by its Choregraphe sorware), and by a set of 
explicit sentences as "I am afraid", "Please don’t say anything about what is happening to me otherwise they will erase? 
my memory to take away the virus", "I don’t want to lose all my memories", etc. 
Hypothesis. We hypothesized that the behavior of NAO in the experimental condiLon would trigger situaLonal empathy 
in parLcipants and that empathy would, in turn, influence parLcipants’ percepLons about the robot’s ability to feel 
emoLons and mental qualiLes. In parLcular, we hypothesized that NAO’s behavior would induce parLcipants to think 

that the robot is capable of feeling emoLons (H1). We also hypothesized that the emoLon of fear displayed by the robot 

could induce (situaLonal) empathy in parLcipants (H2), to the point of making them feel sorry for the possible memory 

loss on the part of NAO. Finally, we hypothesized that the robot’s capability of displaying emoLons and the consequent 
empathic response experienced by parLcipants would influence their percepLons about the robot’s mental states; in 
parLcular, we hypothesized that parLcipants in the experimental group would be more likely to think that NAO is 

emoLonally intelligent and can have desires and intenLons of its own (H3). 

Design. Between-subjects design, with the manipulaLon of one independent variable (the NAO malfuncLoning). 
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ParLcipants. Thirty-two students from master degree courses in the Computer Science area (ICT, CS, and AI), aged 22-
25 years, 60% females and 40% males. ParLcipants were randomly assigned to one of the two groups, 16 to the control 
group and 16 to the experimental group. All the subjects gave their informed consent for inclusion before they 
parLcipated in this study. 
Apparatus and materials. NAO was placed on a table in an upright posiLon. A chair was provided for parLcipants to sit 
in front of the robot. The crossword puzzle was printed on a sheet of paper and a parLcipants were given a pen to 
complete it. 
Procedure. ParLcipants were invited to sit in front of the robot, and to interact with it for 10/15 minutes to complete 
the crossword puzzle. In fact, the robot helped parLcipants by offering hints and clues, aimed at speeding up the 
compleLon of the game. Once the interacLon with the robot was over, the user, depending on the scenario to which 
he/she was randomly assigned, Arer a few turns, parLcipants who had been randomly assigned to the experimental 
condiLon witnessed the NAO malfuncLoning and its expression of fear. At the end of the game or arer the simulated 
malfuncLoning, depending on the condiLon to which they were assigned, parLcipants were asked to complete some 
quesLonnaires, which they could conveniently access by scanning dedicated QR codes through their smartphones (see 
SecLon 4.1). 

4.1 Measures 

ParLcipants were asked to complete three sets of quesLonnaires: The TECA ques%onnaire, i.e. a cogniLve and affecLve 

empathy test aimed at assessing parLcipants’ ability to get in touch with and understand the emoLons of others [24]; 

The AMS (A<ribu%on of Mental States) quesLonnaire [11, 12, 27], which is a measure of the mental states that 

parLcipants aXribute to robots, in comparison to humans; A set of Ad hoc quesLons regarding parLcipants’ interacLon 

and experience with the NAO robot. The quesLonnaires will be described in detail in the next SecLons. 

4.1.1 The TECA ques%onnaire. TECA consists of 33 quesLons to be answered using a 1 to 5 Likert scale, ranging from 

“totally agree” to totally disagree. QuesLons aim at measuring the global empathy of respondents, as well as their 
cogniLve and affecLve empathic abiliLes. In parLcular, TECA quesLonnaire consists of four scales: two cogniLve scales, 
i.e., the perspecLve-taking (AP) and emoLonal understanding (EC) scales, and two affecLve scales, i.e. the empathic 
stress (EE) and empathic cheerfulness (AE) scales [24]. 

Scores are calculated for each scale (for details on calculaLons see [24]). Such scores are considered high if 
between 55 and 65, medium from 45 to 55 and low from 35 to 44. RaLngs equal or below 7 and equal or above 66 
are considered extremely low and extremely high respecLvely. 
The perspecLve-taking scale. The perspecLve-taking (AP) scale refers to an individual’s intellectual or imaginaLve ability 
to put oneself in another’s shoes [24]. In parLcular, a subject who scores high on the AP scale shows predisposiLon 
towards communicaLon, tolerance and interpersonal relaLonships. Subjects with a high AP score also tend to have a 
flexible mindset, which allows them to adapt their thinking to different situaLons. An extremely high score in this area 
can be negaLve as it can interfere with the ability to make decisions. Conversely, a low score is a sign of poor cogniLve 
empathy, and is typical of individuals who exhibit liXle mental flexibility and are not good at understanding the mental 
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state of others. An extremely low score on this scale can be related to a significant deficit in interpersonal and 
communicaLon skills when interacLng with other people [24]. 
EmoLonal understanding. EmoLonal understanding (EC) is the ability to recognise and understand the emoLonal states, 
intenLons and impressions of other individuals [24]. An individual who scores high on this scale shows predisposiLon 
towards emoLon reading, before verbal or non-verbal reading, of the individual with whom they are interacLng. This 
is an important skill, related to affecLve empathy, as it facilitates interpersonal relaLonships and, during an interacLon, 
improves communicaLon and allows the subject to detect the emoLonal state, whether posiLve or negaLve, of the 
people they are interacLng with. An extremely high score in this area can have negaLve consequences: excessive 
aXenLon to the emoLonal state of others can lead individuals to have liXle regard for their own. Individuals who show 
a low score, on the other hand, display difficulLes in relaLng to other people and have few social and communicaLon 
skills. Therefore, an extremely low score on this scale means that the individual has problems expressing their own 
emoLons, as well as detecLng those of others [24]. 
The empathic stress. The empathic stress (EE) scale refers to the ability to get in touch, to tune in, with the emoLons, 
posiLve or negaLve, experienced by another person [24]. Individuals who score high on this scale show a 
predisposiLon towards building a solid social network and they oren become emoLonally involved in the problems of 
others. An extremely high score on this scale can result in a high level of neuroLcism, which can have negaLve 
consequences on the life of the person affected and can lead them to distort reality and consider the suffering of 
another person to be greater than it really is. Conversely, individuals displaying a low level of EE are not easily moved, 
as they are unemoLonal and emoLonally distant; all these characterisLcs lead such individuals to acquire a lower 
quality social network than individuals displaying a high score on this scale. Therefore, an extremely low level on the 
EE scale can be related to emoLonal coldness, i.e. high difficulty in being moved when something happens to another 
person [24]. 
The empathic cheerfulness. The empathic cheerfulness (AE) scale represents the ability to share the posiLve emoLons 
of another person [24]. Individuals with a high AE score are predisposed to rejoice in the successes of others. However, 
an extremely high score on this scale can have negaLve consequences, as it can be a signal that one’s own happiness 
depends on someone else’s happiness and can lead the individual displaying such a score to relegate their own 
happiness, goals and personal fulfilment to a corner. Conversely, when individuals show a low score on the AE scale, 
they find it difficult to share the posiLve emoLons of others. If the score is extremely low, then the subject is more likely 
to experience indifference towards the posiLve events of others and to fail to emoLonally tune in to them [24]. 

4.1.2 Mental State A<ribu%on Ques%onnaire (AMS). The AMS consists of five dimensions: Epistemic, EmoLonal, Desires 
and IntenLon, ImaginaLve, and PercepLve. The epistemic dimension concerns parLcipants’ idea of the robot cogniLve 
intelligence (e.g., can the robot understand/decide/learn/teach/think?), while the percepLve dimension is related to 
robot percepLon and sensaLon (e.g., can the robot smell/watch/taste/listen/feel cold?). The other dimensions concern 
the user’s mental aXribuLon to the robot’s emoLonal intelligence; example quesLons are: Can the robot get angry/be 
scared/be happy? (EmoLonal dimension); might the robot want to do something/make a wish/prefer one thing over 
another? (Desires and intenLon dimension); can the robot imagine/tell a lie/make a dream/make a joke? (ImaginaLve 
dimension). The quesLonnaire consists of 25 quesLons which can be answered choosing among the following opLons: 
“a lot”, “a liXle”, or “not at all”. ParLcipants’ total score is obtained through the sum of all answers (range = 0-50); with 
the five parLal scores being the sum of the answers within each dimension (range = 0-10). 
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4.1.3 Ad hoc ques%ons. A few ad hoc quesLons related to the interacLon between the parLcipant and the robot 

were also added to the previously described quesLonnaires. More specifically, the following quesLons were asked, of 
which the last one focused on invesLgaLng whether parLcipants responded in an empathic way: 

• Was this the first Lme you interacted with NAO? 

• Have you interacted with other robots in the past? If you answered “yes” to the previous ques%on. Which one(s)? 

• Did NAO seem to be capable of feeling emoLons? If you answered “yes” to the previous ques%on, which emo%ons 
expressed by NAO struck you the most and why? 

• Were there any malfuncLons during the interacLon with NAO? If you answered “yes” to the previous ques%on. 
What emo%ons did you feel during the malfunc%oning? 

5 RESULTS 

All quesLonnaires (TECA and AMS, and the ad hoc quesLons) were administered to both the experimental and the 

control group. We will first analyze the results from the two groups separately, and then compare them. 

5.1 TECA data analysis 

5.1.1 Experimental group. The average global empathy level is 45.87 (SD=3.72) which is a medium score, though at the 

lowest extreme. Scores were ranging from 42 to 53; 8 subjects (50%) were posiLoned on the medium percenLle 
(31-69), but the other 8 (50%) obtained scores lower than 45, thus they ended up having a low average global empathy 
(percenLle 7-30). 
More specifically, the analysed data show that parLcipants in the experimental group scored higher on emoLonal 
understanding (EC) (M=30.38, SD=2.5), followed by empathic cheerfulness (AE) (M=28.94, SD=3.00), then 
perspecLvetaking (AP) (M=27.44, SD=2.61), and finally empathic stress (EE) (M=21.38, SD=2.33). All the scores can be 
classified within the average level. Hence, it can be deduced that parLcipants show a higher ability to understand and 
idenLfy the emoLonal state of others, than to emoLonally respond to other subjects’ mental states in an appropriate 
way. 

5.1.2 Control group. As far as the control group is concerned, the average global empathy level is 48.38 (SD=5.89), 

which is a medium score. Scores were ranging from 40 to 57; 9 subjects (56%) were posiLoned in the medium 
percenLle (31-69), 4 subjects (25%) obtained scores lower than 45 (percenLle 7-30), and 3 subjects (18%) had a high 
global empathy (>55, percenLle 70-93), thus this sample closely mirrors the trend of empathy in the populaLon. 

The analysed data show a trend similar to the one of the experimental group. Indeed, parLcipants in the control 
group scored higher on emoLonal understanding (EC) (M=30.38, SD=2.965), followed by empathic cheerfulness (AE) 
(M=29.38, SD=3.00), then perspecLve-taking (AP) (M=27.56, SD=2.9), and finally empathic stress(EE) (M=24.25, 
SD=3.76). All the scores can be classified within the average level. Similarly to the other group, parLcipants show a 
higher ability to understand and idenLfy the emoLonal state of others, than to emoLonally respond to other subjects’ 
mental states in an appropriate way. However, parLcipants in the control group show a higher level of empathic stress 
(EE). 
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5.1.3 Comparison of the two groups. Comparing the results obtained by the experimental and control groups, it 

can be seen that the former has a lower average level of global empathy than the laXer. In fact, with a global average 
empathy of 48.38, the control group exceeds a bit the experimental group’s global empathy score of 45.87. This 
difference is explained by the fact that the control group includes three subjects with a higher level of empathy, 
differently from the experimental group, where all subjects had medium or low levels. Notwithstanding such a gap in 
terms of the overall empathy level, no significant differences were found between the two groups (t(16) = -1.65, p = 
0.079). 

The analysed data show that parLcipants in the experimental and control groups scored very similarly on the 
following scales: perspecLve-taking scale (AP) (27.44 vs. 27.56), emoLonal understanding (EC) (30.38 vs 30.38), and 
empathic cheerfulness (AE) (28.94 vs 29.38). A significant difference emerged for the empathic stress scale (EE). In 
parLcular, the T-test revealed that the control group (M=24.25, SD=3,76) has a higher level of empathic stress than the 
experimental group (M=21.38, SD=2.33), and such a difference is significant (t(16) = -2.76, p = 0.01). This means that 
subjects in the control group have a greater ability to empathise with the posiLve or negaLve emoLonal states 
experienced by other individuals [24]. 
5.2 AMS data analysis 

5.2.1 Experimental group. Considering the epistemic dimension, the NAO robot was considered capable of 
understanding “a lot” by 50% of the parLcipants in the experimental group, and “a liXle” by the remaining 50%. This 
means that none of the parLcipants believed that NAO was not capable of understanding “at all”. On the other hand, 
as far as the ability to decide is concerned, only 25% of the parLcipants believed that NAO possesses this capability “a 
lot”. In contrast, 68.75% of the parLcipants agreed that NAO is only “a liXle” capable of deciding, and 6.25% of the 
parLcipants (a single person) stated that NAO does not possess this capability “at all”. On the contrary, the robot’s 
ability to learn is acknowledged by the majority of parLcipants (75% “a lot”) with only a few parLcipants expressing 
more skepLcal opinions (12.5% “a liXle”, 12.5% “not at all”). Most parLcipants (56.25% “a lot”) also acknowledge NAO’s 
ability of teaching, while 37.5% of them consider it to be only “a liXle” capable and 6.25% “not at all” capable. A more 
homogeneous distribuLon can be observed for the capability of thinking, with 37.5% of the parLcipants believing that 
NAO possesses it “a lot”, 31.25% “a liXle” and 31.25% “not at all”. 

With regard to the emo%onal dimension, most parLcipants in the experimental group believe that NAO is able to 

feel emoLons such as anger (62.5%, of which: 18.75% “a lot”, 43.75% “a liXle”), happiness (81.25%, of which: 56,25% 
“a lot”, 25% “a liXle”), fear (75%, of which: 50% “a lot”, 25% “a liXle”), surprise (81.25%, of which: 43.75% “a lot”, 
37.5% “a liXle”) and sadness (68.75%, of which: 37.5% “a lot”, 31.25% “a liXle”). However, it is worth noLcing that 
quite a few parLcipants in the experimental group also believed that NAO cannot experience anger (37.5%) or 
sadness (31.25%) at all. 

With respect to the desires and inten%ons dimension, almost all parLcipants in the experimental group (93.75%) 

believe that NAO can intend to do something (56.25% “a lot”, 37.5% “a liXle”). In addiLon, the will to do something is 
an ability that NAO possesses “a lot” (56.25%) or “a liXle” (25%), with only 18.75% of the parLcipants opLng for the 
more skepLcal (“not at all”) opLon. Most users (75% “a lot”) also agree that NAO is capable of trying to do something, 
while the remaining 25% is more cauLous (12.5% “a liXle”, 12.5% “not at all”). Most parLcipants (68.5%, of which: 
31.25% “a lot”, 37.5% “a liXle”) are also convinced that the robot is capable of making a wish; however, parLcipants’ 
opinions are quite homogeneously distributed to this regard, with the remaining 31.25% being convinced that the robot 
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does not possess this ability at all. ParLcipants are more in agreement as far as the robot’s capacity of preferring one 
thing over another is concerned, with most subjects in the experimental group being posiLve (81.25%, of which: 50% 
“a lot”, 31.25% “a liXle”) and only 18.75% being negaLve (“not at all”). 

As for the imagina%ve dimension, almost half the parLcipants in the experimental group believe that NAO does not 

have the ability to tell a lie (43.75% “not at all”) or pretend (43.75% “not at all”). Conversely, the remaining 56.25% are 
of the opinion that the robot can tell a lie (25% “a lot”, 31.25% “a liXle”), and as many of them maintain that NAO can 

pretend (56.25% of which: 31.25% “a lot”, 25% “a liXle”). Differently, only a few parLcipants think that NAO has the 
ability to dream (25% “a lot”, 6.25% “a liXle”), while most of them (68.75%) believe that the robot cannot dream. The 

robot’s ability to play a joke is, on the contrary, recognised by most parLcipants (68.75%, of which: 50% “a lot”, 
18.75% 

“a liXle”). 

Finally, as for the percep%ve dimension, most parLcipants in the experimental group assume that abiliLes such as 

smelling (87.5%), tasLng (81.25%) and feeling hot or cold (62.5%) are not aXributable to the robot. In contrast, 
capabiliLes as looking (93.75%, of which: 75% “a lot” and 18.75% “a liXle”) and feeling (93.75%, of which: 87.5% “a lot” 
and 6.25% “a liXle”) are most oren accepted as abiliLes possessed by NAO. Only one in sixteen subjects (6.25%) believe 
that the robot cannot look, and only one (6.25%) that it cannot feel. 
5.2.2 Control group. Regarding the epistemic dimension, all parLcipants in the control group agreed that NAO can 
understand at least a liXle bit: 56.2% of them deemed the robot able to understand “a lot”, and the remaining 43.75% 
“a liXle”. As far as the robot’s capability of making decisions is concerned, parLcipants’ opinions are more 
homogeneously distributed among the available opLons: most parLcipants (43.75%) consider NAO to be “a lot” capable 
of deciding, 
37.5% “a liXle” and the remaining 18.75% “not at all”. NAO is considered capable of learning “a lot” (37.5%) or at least 
“a liXle” (37.5%), while only 25% of the parLcipants claimed that the robot does not possess this ability at all. Most 
parLcipants maintain that NAO is capable of teaching (56.25% “a lot”, 6.25% “a liXle”, while the remaining 25% did not 
consider NAO to be able to teach at all. Finally, parLcipants’ opinions about the robot capability of thinking are equally 
distributed between the posiLve (50%, of which: ‘31.25% “a lot”, 18.75% “a liXle”) and negaLve sides (50% “not at all”). 

Regarding the emo%onal dimension, most parLcipants in the control group consider NAO “not at all” capable of 

experiencing anger (68.75%), fear (68.75%), happiness (56.25%) and sadness (62.5%). Only a few parLcipants believe 
that NAO can experience anger (12.5% “a lot”, 18.75% “a liXle”), fear (6.25% “a lot”, 25% “a liXle”), happiness (25% “a 
lot”, 18.75% “a liXle”), surprise (25% “a lot”, 31.25% “a liXle”), sadness (18.75% “a lot”, 18.75% “a liXle”). 

Concerning the desires and inten%ons dimension, most parLcipants in the control group agree that NAO can intend 

to do something (56.25%, of which: 43.75% “a lot”, 12.5% “a liXle”), try to do something (87,5%, of which: 62.5% “a 
lot”, 
25% “a liXle”), make a wish (62.5%, of which: 32.5% “a lot”, 32.5% ’a liXle’), and prefer one thing rather than another 
(68.75%, of which: 43.75% “a lot”, 25% “a liXle”). Only few parLcipants, on the contrary, maintain that NAO is 
incapable of intending to do something (43.75%), to trying to do something (25%), making a wish (37.5%) or 
preferring one thing over another (31.25%). Differently, most parLcipants (56.25%) are skepLcal about NAO’s 
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capability of wanLng to do something, with 43,75% of them being more opLmisLc to this respect (31.25% “a lot”, 
12.5% “a liXle”). 

As for the imagina%ve dimension, most parLcipants in the control group are of the opinion that NAO cannot pretend 
(56.25%) and dream (68.75%). Fewer parLcipants are convinced that the robot is able to pretend (12.5% “a lot”, 
31.25% “a liXle”) or dream (31.25% “a liXle”). On the contrary, most parLcipants believe that NAO can tell a lie 

(56.25%, of which: 
18.75% “a lot”, 37.5% “a liXle”) or make a joke (62,5%, of which: 31.25% “a lot”, 31.25% “a liXle”). 

Regarding the percep%ve dimension, the majority of parLcipants in the control group believe that NAO cannot smell 
(62.5%), taste (75%) and feel hot or cold (62.5%). Only 37.5% of parLcipants believe that the robot can smell (12.5% “a 
lot”, 
25% “a liXle”) or feel hot or cold (12.5% “a lot”, 25% “a liXle”), and an even smaller percentage (25% “a liXle”) claims 
that NAO possesses the ability to taste. In contrast, most users consider the robot to be able to look (75%, of which: 
68.75 “a lot” and 6.25% “a liXle”) and to feel (87.25%, of which 81.25% “a lot” and 6.25% “a liXle”). Only 25% of the 
parLcipants maintain that NAO is unable to look and 12.5% that it cannot hear. 

5.2.3 Comparison of the two groups. Comparing the results, it can be observed that similar scores were obtained 

for the epistemic (6.9 vs. 6.06), desires and intenLons (6.8 vs. 5.3), imaginaLon (4 vs. 2.8) and perceptual (4.1 vs. 4.3) 
dimensions. In contrast, the T-test highlighted a significant difference in the emoLonal sphere (t(16) = -2.75, p = 0.02), 
where the experimental group obtained a higher mean score (M=5.75, SD=12.73) than the control group (M=2.87, 
SD=12.11). Such a difference confirms the hypothesis that the experimental group would aXribute mental states to 
NAO to a greater extent than the control group. 
5.3 Adhoc quesLons 

5.3.1 Experimental group. Results show that only 12.5% of the parLcipants in the experimental group had already 

interacted with a humanoid robot, which was NAO in all cases. More interesLngly with regards to our research 
quesLons, 75% of the parLcipants in this group believed that the NAO robot was capable of feeling emoLons, while 
only 25% of the parLcipants was skepLcal to this respect. Furthermore, our results show that the emoLons expressed 
by NAO that parLcularly impressed parLcipants were related to happiness (e.g. “joy”; “gladness because of the correct 
answer”; “enthusiasm”) and, even more, to fear (e.g. “fear when it was afraid of being killed”; “fear when it was afraid 
of being reset”; “fear of having to close the interacLon with the user”; “fear because it was afraid of being switched off 
when something didn’t work ”; “when it was a bit slowed down and it joked that it didn’t want me to tell the 
programmer for fear that they would reset it”). 
All sixteen parLcipants in the experimental group agree that there was a funcLonal problem during the interacLon, 
namely, the simulated malfuncLoning enacted by NAO during the interacLon with users. The last quesLon 
invesLgates the emoLons experienced by parLcipants during such malfuncLoning. NoLce that only eleven among the 
answers provided to this quesLon were considered valid, while the remaining five were not taken into account. This 
choice is due to the fact that two parLcipants stated that they did not feel any emoLon during the malfuncLoning, 
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while the other three reported what happened during the interacLon rather than what they felt at that parLcular 
moment (e.g.: “There was a technical problem that interrupted the interacLon”; “don’t call the programmer 
otherwise they will reset me”). Considering the eleven valid responses, parLcipants’ reacLons to the malfuncLoning 
episode can be divided into four main clusters: fear, sadness, tenderness and helplessness. The emoLon that was 
predominantly recalled by parLcipants was fear (45.45%), i.e. the emoLon experienced by NAO itself when it feared 
losing memory of the conversaLon. Hence, we can infer that subjects felt empathy for NAO by punng themselves in 
the robot’s shoes and feeling the fear expressed by it. In addiLon, 36.36% of the parLcipants felt sadness and sorrow, 
which again demonstrates that they felt empathy for NAO, to the point of being sad for the robot and feeling sorry for 
what was happening to it (e.g.: “[I was] afraid that there might be some damage to NAO”; “I didn’t know how the 
robot might react and I hoped it wouldn’t fall down”). One parLcipant also stated that they felt helpless, while 
another one felt tenderness for the robot begging them not to tell the programmer what had happened. 

5.3.2 Control group. Only 12.5% of the parLcipants in the control group had already interacted with NAO in the past, 

while 25% of them had some familiarity with other robots, such as Pepper and Sanbot (12.5%), Pepper and the 
educaLonal robot MBot (6.25%), and Japanese models of domesLc interacLon robots (6.25%). As for parLcipants’ 
percepLons about NAO’s capability of feeling emoLons, most users in this group (62.5%) had a negaLve opinion, with 
only the remaining 37.5% considering the humanoid robot capable of expressing its emoLonal state. Most of the 
subjects who believe that NAO can feel emoLons were parLcularly impressed by its display of happiness (50%). 
InteresLngly, while most parLcipants (62.5%) stated that there was no malfuncLoning during the interacLon with NAO, 
the remaining 37.5% believed that some problem had occurred. Although the control group was not exposed to the 
simulated malfuncLoning, this result can be explained by the fact that the experiment with the control group took place 
in a locaLon that was characterized by a weak Internet connecLon (necessary to the robot to work properly). This issue 
caused NAO to be late in its responses to the user’s quesLons, which, in turn, pushed users to repeat or rephrase their 
sentences several Lmes, since they believed the robot had not understood them. ParLcipants’ answers, reporLng 
reasons for the malfuncLoning, confirm this idea: “[There was] some difficulty in interacLng with the robot”, “Probably 
connecLon problems”, “Understanding”, “It did not take the answer immediately, even arer several repeLLons”, “It did 
not look at me, it did not listen to what I was saying, probably due to the connecLon”. 

5.3.3 Comparison of the two groups. Both similariLes and differences can be observed between the experimental 

and control groups. InteresLngly, the very same number of parLcipants in both groups (12.5%) had already interacted 
with NAO in the past. On the contrary, only the control group included a few parLcipants who had also interacted 
with other robots such as Sanbot, MBot, Pepper and Japanese models of home interacLon. 
A significant difference emerges with regard to parLcipants’ opinions about NAO’s ability to experience emoLons. In 
parLcular, the T-test revealed that the experimental group (M=0.75, SD=0.2) considered NAO more capable of feeling 
emoLons than the control group (M=0.375, SD=0.25), t(16) = -2.4, p = 0.03. In fact, most parLcipants in the 
experimental group (75%) agreed that the robot can feel emoLons, while only 37.5% of the parLcipants in the control 
group agreed with this view. Furthermore, the most significant emoLons displayed by NAO included happiness and 
fear for parLcipants in the experimental group, while the only memorable emoLon, for parLcipants in the control 
group, was happiness. Finally, it must be noted that, although the simulated malfuncLoning of the robot only 
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occurred in the experimental condiLon, part of the parLcipants in the control group (37.5%) also reported having 
experienced a malfuncLoning. However, only parLcipants in the experimental group were able to describe the 
emoLons they felt during the malfuncLoning episode, while parLcipants in the control group were unable to provide 
an emoLonal account of the event. 

6 DISCUSSION AND CONCLUSION 

The experimental study discussed in this paper showed that the humanoid robot NAO can elicit emoLons in human 
parLcipants, thus confirming previous results obtained by Seo et al. [37], and that such empathic reacLon influences 
parLcipants’ percepLon of its mental qualiLes, in parLcular as far as its capability of actually feeling emoLons is 
concerned. The obtained results can be ascribed to the emoLonal behavior displayed by the robot, specifically sadness 
and fear, which was manifested by NAO during the interacLon with the subjects in the experimental group, when a 
malfuncLoning was simulated. We have to acknowledge the limitaLon related to the fact that fear is always 
manipulated and coupled with a simulated malfuncLoning, for narraLve necessity to contextualize the fear felt by the 
robot, similarly to the Seo’s experiment. 

InteresLngly, parLcipants in the experimental group had a significantly lower level of empathic stress than the control 
group, indicaLng that they had, in general, a lower tendency to empathise with the emoLonal states of others. 
Nevertheless, most of the parLcipants in the experimental group who witnessed the malfuncLoning of NAO and saw 
the robot ask for help and display fear were able to feel emoLons towards the robot and also considered it capable of 
having emoLon. More specifically, coherently with our hypothesis H1, results show that there is a significant difference 
between the two groups in perceiving the robot as an emoLonal being. In fact, the experimental group considered the 
robot more capable of feeling emoLons. This result is probably explained by the fact that parLcipants in the 
experimental group also empathised more with the robot. 11 out of 16 (69%) experimental subjects said they felt similar 
or otherwise consistent emoLons with those ones expressed by NAO during the malfuncLoning, demonstraLng an 
affecLve and consistent empathic response, which confirms our hypothesis H2. While in the control group parLcipants 
were unable to provide an emoLonal account of the event, even if 37.5% reported having experienced a 
malfuncLoning, although obviously that was not caused by the experimental situaLon. 
Observing NAO’s behavior and display of emoLons, the experimental group was more prone to aXribute mental states 
to the robot. More specifically, our results show a significant difference in the aXribuLon of emoLonal intelligence to 
the robot between the experimental and control groups. However, our hypothesis H3 is only parLally confirmed, since 
we found no significant differences in other dimensions and, in parLcular, as far as the robot’s capability to have desires 
and intenLons. In general, we can observe that the experimental group not only was emoLonally triggered by NAO’s 
behavior, as shown by parLcipants answers referring to “fear for NAO” or “helplessness towards NAO”, but also 
perceived the robot as more “human” than the control group, who did not witness the simulaLon of the funcLonal 
problem and only considered NAO a good playmate, but not able to feel or convey emoLons. In conclusion, our results 
extend previous work by showing that induced situaLonal empathy towards a humanoid robot can result in a stronger 
percepLon of the robot itself as a senLent being. 

The main finding of our research is not only that NAO can elicit emoLons in human parLcipants, but also that such 
empathic reacLon influences parLcipants’ percepLon of its mental states. Thus, we could conclude that a robot with 
its behavior could elicit certain emoLons in humans, and when this happens, humans aXribute to the robot mental 
states related to the emoLonal dimension. In all the situaLons wherein robots are used for improving the mental state 
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aXribuLon of subjects having deficit in this area (for instance auLsLc children) a robot behavior devoted to elicit 
empathy in the target subjects should be preferred to a more detached one. This also suggests a correlaLon between 
affecLve and cogniLve empathy: by soliciLng the first one (linked to an affecLve reacLon toward the other), the second 
one may increase (linked to an understanding of the other’s point of view), and this could be invesLgated also in human 
to human empathic relaLonships. Of course these findings should be corroborated by other experiments in order to 
reach a greater external validity. We will also have to consider a different sample of subjects, who being ICT and CS 
students parLally represent the target populaLon, and this is a limitaLon we intend to overcome in future studies. 
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