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Abstract

Vegetation is a unique feature of the Earth System. Terrestrial
vegetation is a crucial component in the surface balance of energy
and matter. It has the ability to modify its abiotic environment,
self-organizes for the optimization of resources, and involves several
feedbacks that have the potential to propagate at large scales. Most
importantly, vegetation is at the heart of the Critical Zone (CZ),
the highly complex system located at the Earth surface boundary,
whose integrity is critical to the sustenance of all living beings.

Because of its importance, vegetation dynamics is an essential
component of the Earth System modeling. Nonetheless, vegeta-
tion modeling is still affected by unsolved issues. In this thesis
I focus on two processes in which vegetation plays a recognized
role, but whose representation is fragmentary and often incomplete.
Namely, land carbon dioxide (C'Os) fluxes and wildfires. Using a
bottom-up approach, I studied specific aspects of these two topics
to gain new knowledge for their suitable representation in Earth
System Models.

First, the drivers of CO, fluxes were identified by means of data-
driven models for two case studies: the Alpine high-altitude tundra
and the high-Arctic tundra. In both of these extreme environments
C'O, fluxes, basic meteo-climatic variables and ecological descrip-
tors were measured on-site. Multi regression models showed that
vegetation cover and soil moisture changed the magnitude of both
C'O4 emission dependence on temperature, and C'Oy uptake depen-
dence on light. Despite the different climatic conditions, the same
flux drivers were identified for the Alpine and the Arctic ecosys-
tems, suggesting a similar functioning of tundra vegetation in these
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two environments.

Second, plant-fire relationships were studied in three biomes
where wildfires play a recognized role: the Mediterranean forests,
the tropical forests and savannas, and the boreal forests. In fire-
prone environments, plants adapted to cope with fire by develop-
ing specific plant traits that allow them to survive and even profit
from such disturbance. Focusing on this aspect, I developed a
conceptual model that allowed me to explore how plant character-
istics shape the community composition, via fire frequency. Plant
post-fire response and plant competition were shown to drive the
plant dynamics in the different fire communities under study. Only
one ecological state was achieved when the dominant plant was
strongly fire adapted (high fire resistance), while alternative eco-
logical states were possible when the dominant plant was poorly
fire-adapted (low fire resistance). In the latter case, plant compe-
tition mostly decided the long-term community composition.

The studies presented in this thesis showed that (i) vegetation
phenology fundamentally constrains C'Oy emissions and uptake
in the Alpine and Arctic tundra biomes, and (ii) plant post-fire
response determines the existence of alternative ecological states
in fire-prone environments, therefore affecting the long-term fire
regimes. The accurate representation of such characteristics is of
fundamental importance in the modeling of vegetation-climate in-
teractions.
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Outline

This thesis is subdivided into four parts. The first part is intended
to provide the reader with the background concepts needed to bet-
ter understand the following two parts, where the results obtained
during my PhD research are discussed. Finally, in the fourth part
conclusions and future perspectives are presented.

My work focused in particular on two open issues that are cen-
tral in climate modeling: the carbon dioxide fluxes and wildfires.
In detail:

Part I consists of a contextualization of my research in the
broad scenario of Earth System modeling. The rationale, motiva-
tions and the link between the two main topics are discussed in
Chapter 1. Basic knowledge on carbon cycle (Chapter 2) and fire
(Chapter 3) dynamics are then presented.

Part II focuses on carbon dioxide fluxes. The main features of
the Arctic and Alpine tundra in the context of the carbon cycle are
introduced in Chapter 4. The field measurements and the modeling
methods are described in Chapter 5. Results are then shown for
the Alpine (Chapter 6) and Arctic (Chapter 7) case studies. Such
results were also presented in:

o Magnani, M., Baneschi, 1., Giamberini, M., Mosca, P., Raco,
B., Provenzale, A. (2020). Drivers of carbon fluxes in Alpine
tundra: a comparison of three empirical model approaches.
Science of The Total Environment, 732, 139139.

o Magnani, M., Baneschi, I., Giamberini, M., Raco, B., Proven-
zale, A. Microscale drivers of C'O; fluxes in the Svalbard High
Arctic tundra - under consideration in Scientific Reports



Part III focuses on wildfires. The specific issue of plant-fire
interactions is introduced in Chapter 8. The modeling approach
is presented in Chapter 9 and the results are then discussed in
Chapter 10. Results can also be found in:

o Magnani, M., Diaz-Sierra, R., Sweeney, L., Provenzale, A.,
Baudena, M., Post-fire responses shape plant communities
worldwide - ready for submission

In Part IV specific conclusions and discussions about Part 11
and Part III are drawn. Finally, the results are interpreted in the
broader perspective of the Earth System modeling.

In parallel with the above topics, during my PhD years, I also
studied the turbulent mixing of unstably stratified fluids. This is
not the subject of the present thesis, but it was part of my scientific
growth. Results are summarized in the Appendix A and can be
found in:

« Boffetta, G., Magnani, M., Musacchio, S. (2019). Suppression
of Rayleigh-Taylor turbulence by time-periodic acceleration.
Physical Review E, 99(3), 033110.

o Magnani, M., Musacchio, S., Boffetta, G. (2021). Inertial
effects in dusty Rayleigh—Taylor turbulence. Journal of Fluid
Mechanics, 926.
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Part 1

The state of the art



Chapter 1

Introduction

The biosphere, i.e. the whole of the living beings, characterizes the
dynamics of our Planet and it is a crucial component of the climate
system. Living organisms synergistically shaped the history of the
Earth System and its internal dynamics to the point that living
organisms and their environment can not be studied separately.

The interest in the thin layer at the surface of the Earth - the
“living skin” of our planet [1] - where the biosphere interacts with
climate and the surrounding environment, inspired the so-called
Critical Zone (CZ) science, in which this thesis is embedded. In the
CZ all physical, chemical, geological and biological processes sup-
porting life take place [2]. The term Critical Zone was introduced
in 2001 by the US National Research Council, initially proposed
by the Earth Science community [3], to later include ecology and
atmospheric dynamics. At present, the CZ is defined as the highly
complex system going from the top of the vegetation canopy to
the unperturbed bedrock, i.e. to the bottom of the surface aquifer
[4]. The philosophy of the CZ community is to focus the scien-
tific effort on the “living reactor”, that links the subsurface with
the atmosphere, through which all fluxes of matter (e.g. water
and carbon) and energy are either generated or modified. As such,
the CZ provides all the ecosystem services supporting life [5], and
therefore its integrity is “critical” to the living communities and
human wellbeing.

According to its definition, the CZ is an open system, mostly



comprising local processes, whose connection with large scale cir-
culations and regional (or global) climate is twofold. On the one
hand, environmental response to global change often takes place
at local scale [6]. On the other, local feedback can propagate to
regional-continental scale through cross-scale emergence [7]. If the
whole complex of feedback is positive at all scales, then critical
transitions in the large-scale climate may occur [8, 9]. Models
currently provide climate projections at spatial resolution much
larger than the local scale (ranging between 0.5° and 2°, that cor-
respond to a latitudinal resolution of about 50 — 200K m [10, 11]).
Therefore, there is a scale mismatch between these two level of
processes: climate projections running al large scales and effect of
climate change taking place at local scale. This dictated the need
for climate downscaling. Earth System Models (ESMs) provide the
boundary conditions to Regional Climate Models, from which sub-
scale variables can be extracted [12] to force eco-hydrological mod-
els running at the landscape scale. However, the wayback (from
small to large scales) is missing in this chain of models.

In this framework, vegetation dynamics involves several small-
scale feedbacks, that have the potential to propagate at larger
scales [13, 8, 14]. Vegetation enters the surface water and energy
balance, respectively by regulating the moisture flux between the
deep subsurface and the atmosphere, and by modifying the surface
albedo [15]. Two proofs of concept can be provided by simplified
models. On an hypothetical sandy planet, with no oceans (“Dune”
[16]), plants have been shown to be fundamental for the triggering
of a self-maintaining hydrologic cycle, for which evaporation from
bare soil alone, without roots uptake of deep water and subsequent
transpiration from leaves, would not be sufficient. Similarly, in the
“Daisyworld”, a fictional planet populated by only black and white
daisies whose growth rate depends on temperature [17], the flowers
stabilize the planetary temperature at close to their optimum for
coexistence. This results from the feedback between the surface
albedo (which is high for white daisies and low for dark daisies),
that regulates the surface temperature, and daisies’ response to the
local temperature.



Probably, the most famous Earth vegetation-related feedback
is the “Charney mechanism” [18]. Vegetation modifies the sur-
face albedo, which is lower for a vegetated surface as compared to
bare soil. Given a rainfall decline in semi-arid areas, that would
induce a reduction in vegetation cover, the albedo would increase
accordingly and less solar energy would be absorbed by the soil,
which becomes colder. The lower layers of the atmosphere would
therefore cool, the atmosphere would become locally more stable
and convective motions would be inhibited. Precipitation is thus
reduced, amplifying the initial disturbance and further reducing
vegetation. Hence, the system could enter an hysteresis cycle and
a subsequent increase in precipitation would not be sufficient to
return it to the initial state. Such a mechanism was first hypoth-
esized in 1975 by J. G. Charney [18] to explain the desertification
of the Sahel, at the southern margin of the Sahara, as a result of
protracted droughts and weak advective atmospheric circulations.
Differences in heating (owing to the changing albedo) and in mois-
ture recycling could also reinforce large-scale circulations, such as
monsoon-type circulations, in certain tropical regions [19]. Thus,
green and desert state are both feasible attractors depending on
the initial state and rainfall regime [20].

Plants self-organization for the optimization of resources [21,
22, 23] can affect the water and nutrient cycling, the heat fluxes,
the biogeochemical exchanges, the retention of soil from erosion,
the surface albedo and roughness [24, 25, 26, 27]. In this sense,
vegetation can be included in the so-called “ecosystem engineers”
[28], i.e. organisms that modify their abiotic environment, feeding
back to the organisms [29]. Typically, the effects of ecosystem
engineers outlive the individual organism, affect other organisms
constituting the ecosystem and go beyond the spatial scale of the
local feedbacks [30, 26]. In this context, whether plants may lead
to critical transitions [31] or prevent them through the formation
of spatial patterns [32] is still debated. In addition, vegetation
has the peculiarity of rapidly adapting to changing environmental
conditions [33]. This implies that the strength of feedbacks may
change in time owing to plant resilience.



The many feedbacks and climate components linked to vege-
tation dynamics [13], and the adaptive ability of plants [34] of-
ten make of vegetation-related processes a too complex issue to
be adequately modeled [35]. In addition, local vegetation-climate
feedbacks are commonly overlooked in models due to the computa-
tional costs of simulating small scale processes. This motivated my
efforts in the modeling of small-scale vegetation-related processes,
to help in the understanding of their possible effects at larger scales
and to find the focal aspects of such processes that should to be
represented in Regional and Global climate models.

In this thesis I will focus on two processes that are distinctive
of vegetation dynamics: carbon dioxide (C'Os) fluxes and wild-
fires. In the first case, plants sustain land C'O; exchanges with
the atmosphere (Chapter 2). In the second, plants are necessary
of fire development, maintenance and spread (Chapter 3). Thus,
vegetation plays an essential role in both processes. Land CO,
fluxes and wildfires are also two cornerstones of the Earth climate
system, because they involve important plant-climate feedbacks.
However, the understanding and modeling of these two processes
is still patchy, making them intriguing topics.

The second common point between the two topics addressed
in this thesis are “extreme environments”. Extreme environments
are habitat characterized by harsh environmental conditions, where
only specifically adapted organisms (the “extremophiles”) can sur-
vive [36]. These environments may present exceptionally high or
low condition of temperatures (e.g. —20°C or 113°C'), pressure
(e.g. around 200bar), concentration of oxygen and carbon diox-
ide, radiation (e.g. 24-h night), acidity or alkalinity (pH < 2 or
> 11), salinity, as well as scarcity of water or presence of toxic
substances. Examples of extreme environments are high mountain
areas, polar and arid deserts, volcanoes, deep oceans, high atmo-
sphere, the outer space and other planets of the Solar System.
Wildfires pose by themselves extreme condition to the whole en-
semble of living organisms, primarily in terms of temperatures, and
therefore fire-prone ecosystems can be considered as extreme envi-
ronments. Regarding C'O, fluxes, I will focus on Alpine and Arctic



ecosystems. In high mountains, as well as in the Arctic, vegetation
is temperature limited and strong seasonal patterns alternate pro-
ductive summer periods and dormant winter periods [37]. During
winters, when the soil is frozen (in the Arctic) or covered with snow
(in the Alps), scarce water is available for organisms. In both en-
vironments vegetation periodically undergoes extreme conditions,
to which some species acclimated. However, the effects of climate
change are rapidly modifying such environments. Increasing fire
activity [38], mountain and Arctic temperatures that are rising
faster than in the surrounding lands [39, 40], water stresses [41] -
to name a few examples - are posing new challenges for vegetation
persistence and therefore such environments appear to be excellent
testbeds to study vegetation response to the changing climate [35].

The following sections are intended to provide the reader with
the basic knowledge on the topics of the terrestrial carbon cycle
and wildfires. The specific issues addressed for the two topics are
presented in Chapters 4 and 8, respectively. For the sake of clar-
ity, in this thesis I will use the terms populations, communities,
biomes and ecosystems with reference to their ecological meaning
(e.g. [42]). Namely, a population is a group of plants (or organ-
isms) of the same species that inhabits a specific geographical site.
A collection of populations interacting with one another forms a
community, and an assembly of plant and animal communities is
a biome [43, 44]. Finally, ecosystems are defined by enlarging the
concept of biomes to include also the climatic and soil aspects [45].



Chapter 2

Carbon cycle and C'O;

Since the end of the 19th century, the problem of the emission of
compounds that cause the growth of the global surface temperature
by trapping the warmth close to the Earth surface was posed to
the public attention [46]. Nowadays, we are all familiar with the
existence and effect of the so called Greenhouse Gases (GHG) [47,
48, 49, 50]. Herein, I will focus on the compounds of carbon and
specifically on the carbon dioxide (C'O3). Most of the informations
reported in this chapter were obtained from the last Assessment
Reports (AR5 [51] and ARG [52]) of the Intergovernmental Panel on
Climate Change (IPCC, https://www.ipcc.ch/), and reference
therein.

A common approach to the global carbon cycle identifies a col-
lection of carbon reservoirs in the Earth System, which can ex-
change carbon trough fluxes of different compounds. Defining the
turnover time of the reservoirs as the ratio between the mass of
carbon stored in the reservoir and the exchange flux with other
reservoirs, the whole carbon cycle can be conceptually split into
two main domains:

e The fast domain, which involves large fluxes and relatively
‘rapid’ turnover times (from few years to decades or millen-
nia). This domain interests the carbon stored in the atmo-
sphere (having the shortest turnover), oceanic shallow waters,
vegetation, soils and freshwaters.


https://www.ipcc.ch/

e The slow domain, which involves the carbon stored in rocks
and sediments, with typical turnover times of 10.000 years
or longer. These geological reservoirs interact with the fast
domain throughout volcanic explosions, chemical weathering,
erosion and sea floor sediment formation.

Natural fluxes between the slow and the fast domain are usu-
ally considered to be approximately constant over few centuries.
Since the beginning of the Industrial Era (starting in 1750 AD),
exchanges between the two domains have been fundamentally mod-
ified by the human activity. The major human-related flux from
the slow to the fast domain is associated with the combustion
of fossil fuels (coal, oil and gas) from geological reservoirs [53],
which is causing an unprecedented, anthropogenic perturbation to
the natural carbon cycle and to the whole climate system. An-
other important anthropogenic perturbation, in terms of magni-
tude of the related fluxes, is the land use change, mostly consisting
in deforestation and conversion to croplands, pastures and farms
[53, 54]. Several evidences were listed in AR5 showing that the
climate change currently underway is very likely of anthropogenic
origin and in AR6 the increase in well-mixed GHG concentration
is unequivocally linked with human activities. Thus, a large effort
has been devoted in recent years in understanding the processes
that are at the basis of the fast domain fluxes, in order to assess
the possible changes, resilience and adaptation of the Earth System
and of its inhabitants to climate changes.

Among all the compounds involved in the fast domain, the car-
bon dioxide (C'Oy) represents the most abundant atmospheric com-
pound of the global carbon cycle, and its concentration exceeded
410 ppm in 2020 (see Figure 2.2).

In nature, atmospheric C'O, is cycled trough both the oceanic
and terrestrial reservoirs, see Figure 2.1. Differences between air
and sea C'O, partial pressure cause gas exchange between atmo-
sphere and surface oceans. Factors controlling such gradient are:
temperature, chemical composition of seawater, microalgae and
seaweed photosynthesis rate [55]. Once C'O; enters the seas, the



dissolved carbon is predominantly available in its inorganic form
(Dissolved Inorganic Carbon, DIC), while the Dissolved Organic
Carbon (DOC) is only a small fraction of the total [53]. An addi-
tional small carbon pool consists of marine biota (phytoplankton
and other microorganisms) [56]. In this thesis I will focus on the
land carbon exchanges and therefore the oceanic carbon cycles will
not be detailed further.

Over lands, carbon dioxide is mainly removed from the atmo-
sphere trough plant photosynthesis (6C Oy + 6 H20 + photons —
CsH1206 + 605). By this process, plants fix carbon into their tis-
sues and then cycle it trough litter fall, root exudation into the soil,
emission of volatile organic compounds (VOC) [57]. At the same
time, C' O, can be released back to the atmosphere via autotrophic
(plant) and heterotrophic (soil microbial and animal) respiration.
Such processes are faster (acting over time scales from millisec-
onds to hundreds of years) than the typical oceanic turnover time
(~ 10yr to 1000yr).

Since C'Oy is a water-soluble compound, soil carbon can be
transported by runoff to rivers and lakes, where carbon is either
outgassed to the atmosphere as C'O,, or buried in freshwater or-
ganic sediments, or spilled into the oceans as dissolved carbon or
particulate organic carbon [58]. On top of the above processes,
stochastic disturbances such as fires and volcanic eruptions are re-
sponsible of abrupt carbon emissions [59].

Anthropogenic emissions of C'O, are partially absorbed by the
major Earth sinks (31% by plants and 23% by oceans, according to
[PCC-ARG6), while the rest accumulates in the atmosphere (the ari-
borne fraction, corresponding to 46% as reported in IPCC-ARG).
Atmospheric COs concentration shows a characteristic temporal
evolution since the beginning of the industrial Era, known as “Keel-
ing curve” [60]. It consists of two components (see Figure 2.2): an
increasing trend, which was associated to anthropogenic emissions
by several evidences, and a ‘sawtooth’ seasonal cycle driven by
the greater land biomass in the Northern Hemisphere [61], with
the alternance of (summer) growing seasons, dominated by car-
bon photosynthetic uptake, and (winter) non-productive seasons,
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Figure 2.1: Compartments, processes and feedbacks that are involved in the COq
cycle in the coupled Earth System. Positive feedbacks affecting the atmosphere
are marked in red, negative feedbacks in turquoise and uncertain feedbacks in blue.
Source: Fig. 5.2 of IPCC-ARG [52]

dominated by natural emissions. The net accumulation of carbon
dioxide in the atmosphere results in several positive and negative
feedbacks that drive the internal response of the Earth System to
climate change [10].

First, the rising C'O, concentration in the atmosphere is associ-
ated with modifications in the energy balance of the Earth System,
mostly resulting in a surface and atmosphere warming. Such per-
turbation is measured by the Radiative Forcing (RF), defined as the
change in the net downward radiative flux at the tropopause after
allowing for the stratospheric temperatures to readjust to radiative
equilibrium, while holding surface and tropospheric temperatures
and state variables, such as water vapor and cloud cover, fixed at
the unperturbed values [51]. Carbon dioxide has been shown to be
the compound with the largest RF effect (see Figure 2.2). In turn,
changes in the energy budget of the Earth System cause internal
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adjustments, mostly in the Earth surface temperature, which feeds
back to the carbon dioxide cycle [62, 63, 64], for instance via faster
decomposition rates [65, 66, 67] or re-mobilization of organic car-
bon from melting permafrost in soils, that is then respired to the
atmosphere [68, 69, 70].

Components of Radiative Forcin (o
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Solar Irradiance
MEETEEN BRI

Figure 2.2: (a) Global carbon cycle, representing reservoirs (circles), fluxes (thin
arrows) and anthropogenic perturbations in 2010-2019 period (thick arrows). Source:
[71] (b) Time evolution of the monthly average atmospheric COz concentration, in
part per million (ppm), as recorded at Mauna Loa Observatory, Hawaii. Source:
https://scrippsco2.ucsd.edu/graphics_gallery/mauna_loa_record/. (c) Ra-
diative Forcing by emitted compounds and other changes for the period 1750-2011,
form Fig. 8.17 in IPCC-ARS5 [51]. The bar chart shows the net impact of the indi-
vidual contributions by bars and symbol, and its confidence range (5 — 95%) by the
horizontal error bar. The vertical bars indicate the relative uncertainty of the RF
induced by each component.

Second, the rising C'Oy concentration in the atmosphere en-
hances both the ocean uptake (e.g. [72]), owing to the rising
C'O, partial pressure (as explained above), and the photosynthetic
uptake, via the so-called “fertilization effect”, that consists of in-
creased rate of photosynthesis and limited leaf transpiration owing
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to C'Oy level rise ( see for instance [64, 73]). Such processes have
a negative feedback effect on the atmospheric C'O, concentration,
despite other processes may mitigate the strength of this effect.
Focusing on land processes, fertilization effects could be reduced
by nitrogen or phosphorus nutrient availability [74, 75, 76, 10],
temperature growth [66, 67, 77|, seasonal droughts [78, 79, 66],
and acclimation to long-term C'O, stimulation and rising temper-
ature [80, 81, 82, 83, 77]. Increased temperatures and vapor pres-
sure deficit are also expected to result in tropical and temperate
forest increasing tree mortality rates [84, 85, 86, 87| and dieback
(84, 88, 89|, and more generally in shifts in vegetation composition
[89, 90]. This may reduce carbon turnover times and storage [87].
Increased plant productivity is also associated to increased below-
ground carbon allocation and root exudation, which in turn foster
soil microbial activity, thus accelerating the turnover time of soil
organic matter and the emissions [91, 92].

The overall effect of the above feedbacks is site-specific [93]. The
[PCC-ARG reported a tendency towards a predominantly negative
feedbacks (carbon sink strengthening) in the tropics and predom-
inantly positive (carbon sink weakening) in the boreal zone [52].
However, the same report warned against the wide spread in ESM
projections and the lack of model representation of key processes
such as permafrost thawing, nutrient limitation and microbial dy-
namics, leading to low confidence in the magnitude of global carbon
fluxes. Large spreads among model projections of land carbon cy-
cle had been already highlighted in the fifth report (IPCC-AR5
[51]) and, since then, land carbon balance remained an open issue.
Significant uncertainties result from differences between primary
drivers included in models [94], model structure (i.e. equations)
and model deficiency in process representation. Challenges arise
from reconciling spatial and temporal multiple-scale experiments
with models [71] and extrapolating locally observed relationships
to global scale of models.

Two strategies can be adopted for improving our knowledge and
our representation ability of carbon processes. First, to implement
models based on data (“data-driven” models) in different sites and
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compare such models to identify the drivers to be included in dy-
namic models (“process-based” models) [73]. This is a bottom-up
approach. Second, to use multi-model projection in order to ac-
count for their differences [94] and to identify the key drivers to
focus on [95] in local experiments. This is a top-down approach.
Here, I will follow the first approach. Large part of my PhD
research was devoted to the understanding and modeling of the
drivers of C'O, fluxes in the Alpine and Arctic tundra, where COy
fluxes at the soil-vegetation-atmosphere interface were measured
on site and heuristic multi-regression models of COy emissions and
uptake were built on data. Further details on the specific features
of tundra biome and on the measurements and modeling methods
are discussed in Chapters 4 and 5, respectively.



Chapter 3

Fires

Fires have scorched the Earth’s surface for over 400 million years,
and have been an integral part of the Earth System for the past 350
million years (as proved by paleorecords that make use of charcoal
in the sediments) [96, 97]. Wildfire appeared nearly in concomi-
tance with terrestrial (vascular) plants (ca. 420 mya) [97]. Histor-
ically, biotas have co-evolved with the local fire regime [98, 99], a
term which describes the intensity, severity, type, frequency, spa-
tial scale and seasonality of fires in a certain area [100, 101]. See
Table 3.1 for the definition of the main fire characteristics. Thus,
fires are part of the Earth biogeochemical cycles [97], they affect
most of the biomes (see Figure 3.2) [102, 103, 104] and have been
shown to be integral to the functioning of certain biomes [105, 106].

Conditions for major-fire development are [100, 107]:

e Presence of continuous and abundant fuel (i.e. plants), such
that fire has been defined as a “global herbivore” [101].

o Fuel dryness, mostly related to droughts and litter turnover of
plants, which determine ecosystem flammability [109]. Dry-
ness is only important when following periods of high moisture
that allow biomass growth.

o Ignition, which is a necessary but not sufficient condition, be-
cause the scarcity of fuel or high moisture content of fuel (e.g.

14
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Characteristic

Definition

Intensity

Severity

Type

Frequency

Scale/Size

Seasonality

Energy released per unit area during burning, in W/m?.
Operational definition can vary with the objective.

Measure of the fire impact on ecosystems. Plant mortality
or biomass loss are commonly used as a metrics.

Surface fires vs crown fires. The formers affect field layer bio-
mass, such as grass or dead leaf and stem material, whereas the
latter burn the canopies of the community. Patches of surface
and crown fires can occur in the same fire event and fire can
pass from surface to the top of the canopy profiting of certain
plant structures. Sometimes ground fires burning soil matter
(e.g. in peatlands) are listed as a third fire-type class.

Number of fire occurrence over a reference area and
time period, in yr~!. Its inverse is the fire return interval: the
average number of years between fires at a site, in yr.

Total area burned during a fire event, in m? or ha.

Time when the fuel becomes available: coincidence
large fuel load and low fuel moisture, usually occurring during
the dry months of the year, which varies with regional climate.

Table 3.1: Definition of the main fire characteristics used for the identification of fire
regimes. From [107, 100, 101, 98]. Characteristics may covary with each other and
some combination of characteristics were observed to be rare [108]

in tropical forests) may limit fire propagation. The major-
ity of ignitions are anthropogenic, but lightning strikes and
volcanic eruptions can also start fires.

o Weather and climate (high temperatures, low humidity, high
wind speed), that control the spread of fire, the seasonal tim-
ing and rate of ignition, and ultimately the burned area [41].
Therefore, fires usually occur during the dry season. This
constraint varies along latitudinal gradients.

These are four ‘switches’ that must be triggered for fire to develop
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and spread (see Figure 3.1). Over the Earth history also atmo-
spheric oxygen concentration acted as a major driver [97]. Never-
theless, oxygen concentration drives the fire activity over geological
time-scales, which are much longer compared to the time scales of
the other drivers.

o
No fire B

° / co,” ;
Minor fire run e . ' :
3/ Humans . o

Figure 3.1: Left: Flow chart of constrains (‘switches’) for fire development. Adapted
from [110]. Typical time scales are reported on the left side. Letters follow [100] con-
vention: (B) Biomass growth, (A)Availability of dry biomass for burning,(S)Spread,
(DIgnition. Right: Biogeographic drivers (solid arrows) and potential perturbations
induced by climate change and human activities (dashed arrows) on the four ‘switches’.
From [100].

(Decades to seasons

Medium
(Weeks to days)

At the global scale, the relative role of the main drivers (fuel
load and dryness) along productivity gradients suggested the so-
called “intermediate fire-productivity hypothesis”: a hump-shaped
relationship between fire activity (i.e. the fire incidence in a refer-
ence area, see e.g. [102] and Figure 3.2¢) and plant productivity
[102, 104]. Such relationship is caused by biomass limitation to fire
development in arid, low productive regions (e.g. in deserts) [111]
and by fuel moisture content in humid, high productivity regions
(e.g. in tropical forests) [112], with peaks of fire activity being
observed in tropical grasslands and savannas (Figure 3.2b). Such
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hypothesis is central in explaining the global distribution of fire
activity [113, 103], see Figure 3.2a.
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Figure 3.2: (a) Map of global fire activity index, i.e. the logarithm of the aver-
age number of fire incidences in a reference region divided by the size of the region,
rescaled from 0 to 1. (b) boxplot of the fire activity in the different biomes. (c)
fire activity index against net primary productivity (NPP, i.e. the difference between
photosynthesis and plant respiration, in Gg/km?). All figures from [102].

Several factors may affect the rate of occurrence of the above-
mentioned switches (Figure 3.1). The two most influent natural
factors that drive the typical fire regime observed in an ecosystem
are the local climate and vegetation type (or plant functional types
in Figure 3.1) [100]. Climate not only determines the frequency
of favorable conditions for fires [114], but also the habitat and,
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together with soil characteristics (e.g. nutrients availability and
soil texture) [115, 116], the type of vegetation that can survive in
certain climatic conditions [100, 107]. Vegetation types are related
to the amount and structure of fuel, determining the type, spread
and intensity of the fires [111]. On the one hand, plant structure,
characteristics and distribution are constrained by climate and fires
[116, 100]. On the other hand, in fire prone environments, certain
plants adapted to cope with the typical fire regime [101, 97, 111]
triggering mechanisms of self-maintenance that influence the fire
regime to the detriment of other plants [99, 117].

A classic example of climate-plant-fire interplay is the case of
savannas (a biome characterized by shade intolerant Cj5 trees grow-
ing in a C} grassland) and tropical forests, that are observed to be
bistable states under the same climatic conditions [118]. Along a
precipitation gradient, the occurrence of these two biomes is ei-
ther limited by the rainfall regime (i.e., by the mean annual rain-
fall and seasonality) or by fires [105, 119]. Grasslands dominate
the driest end of the gradient, where fires are rare, because trees
are water limited and tree seedlings suffer from grass competition.
At intermediate rainfall regimes, tree dominance progressively in-
crease with rainfall, accompanied by the increase of grass produc-
tivity. Strong seasonality in this range partially limits tree spread
and induce periodic grass drying that in turn results in a grass-
fire feedback [106], with frequent fires that maintain the canopy
open (despite savanna trees showing some fire adaptation such as
a thick bark), which allows for the grass spread, further fostering
the fire activity. At high precipitation rates, both savanna and
tropical forest states are observed, with frequent fires occurring in
the former and sporadic fires in the latter, thus sustaining the hy-
pothesis of fire being instrumental in maintaining savanna-forest
bistability in humid environments. In this range, forests are of-
ten associated with least seasonal regimes [105] which is possibly
related to the Charney mechanism [115] (see Chapter 1), exacer-
bating the conditions that maintain the bistability between the
moist tropical biome and the dry (flammable) savannas. Similar
examples of bistability were also found in different regions of the
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Earth [120, 121, 122, 123, 124, 125, 126]. Herbivory may induce
further variability in the fire activity at the local scale [115, 127]
by varying biomass availability:.

In addition, fire dynamics has been interested by the direct and
indirect (i.e., mediated by climate change) effects of human activi-
ties. Humans have been shown to modify the fire regime since pre-
historic times [96]. In the contemporary era, humans are changing
the natural fire activity by influencing: fuel type, structure, con-
nectivity and abundance, ignition probability and timing by forests
clearing (for agriculture or livestocks [128, 112]), introducing non-
native plants (also triggering the colonization of flammable inva-
sive species [129, 100]) and, mostly in Europe, by land abandon-
ment that allows for forest re-growth [130, 131]. Fire suppression
policies, such as creation of firebreaks, showering of fire retardant,
prescribed fires and pre-emptive burning of fuels, are also used
to mitigate the frequency and severity of fires [96]. Urbanization
and agriculture may further contribute to the fragmentation of the
landscape and fuel connectivity [96, 100]. The overall influence of
humans on fire regimes is still to be disentangled. In turn, fires
are responsible of disasters, leading to destruction of infrastruc-
ture, degradation of ecosystem services, death, and smoke-related
health effects [132].

Climate change may induce contrasting effects and the overall
impact has been observed to vary over the globe [103]. Tempera-
ture increase and more frequent droughts are expected to enhance
fuel flammability in high-productivity ecosystems [133, 134] and de-
crease fuel availability, owing to plant suffering, in dry ecosystems
[38, 103]. Climate warming may reflect into the possible alteration
of the plant community composition in different ecosystems, with
some species being more sensitive than others [111], thus chang-
ing the ecosystem flammability and fuel connectivity. Changes in
the local rainfall regimes may modify the timing of fuel built and
drying, with possible effect on the fire seasonality [103]. Possibly
more frequent thunderstorms and lightning strikes [135, 136] may
increase the number fire ignitions. In general, the fire activity is
expected to increase [52] and this will potentially trigger a positive
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feedback on global warming through the release of greenhouse gases
and particulates [59, 137]. Rising atmospheric C'O; concentrations
is expected to increase plant productivity, further exacerbating this
feedback [51, 138, 139], see Chapter 2.

In the climate-plant-fire nexus, the interaction between climate
and fires received much attention during the past years [41, 140,
141, 142]. In this framework, the role of plants in the fire dynamics
is usually limited to the fuel load. In contrast, how different plant
type can interact with the local fire regime is an aspect of fire dy-
namics much less explored. This will be the subject of Chapter 3.
Aiming at shading new light on the plant-fire interaction, I used
a conceptual process-based model for understanding how the char-
acteristics of plants in different fire communities across the world
shape the community composition by regulating the fire frequency.



Part 11

C'O; fluxes



Chapter 4

Introduction to the Alpine
and Arctic tundra

In this part of the thesis I will

discuss general features, similarities, differences, projected en-
vironmental changes of the Alpine and Arctic tundra, as well
as consequences on C'Oy fluxes in Sections 4.1 and 4.2;

present the measurement methods, modeling approach and
statistical analyses used in this study in Chapter 5;

discuss the rationale and results for the Alpine case study in
Chapter 6;

discuss the rationale and results for the Arctic case study in
Chapter 7.

4.1 General features

Alpine and Arctic environments are strikingly similar ecosystems.
These are cold environments, whose dynamics is deeply tied with
the changes of the cryosphere, including glaciers, snowpack and
permafrost [143, 144]. In both Alpine and Arctic regions annual
patterns of temperature, precipitation and photoperiod (i.e., the
length of daily illumination by solar irradiance) limit vegetation
growth and microbial activity [37, 145], and therefore the carbon
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dioxide (CO;) fluxes. As explained in the general introduction
(Chapter 2), land C'Oy exchanges consist of carbon uptake via
plant photosynthesis and carbon release via autotrophic (plant)
and heterotrophic (soil microbial) respirations .

Tundra is made of dwarf shrubs, herbs, algae, lichens and mosses
[37]. Similar species are observed in both sites, but evolutionary
differences between the Alpine and the Arctic vegetation are ob-
served, mostly in consequence of plant adaptations to dry condi-
tions [37]. Aboveground biomass is prevalently active during the
growing season, characterized by cold and short summers, while in
winter only roots persist, entering a dormant state [37]. As a re-
sult, photosynthesis (or primary production) is absent during win-
ter [145]. Conversely, microbial soil respiration is active through-
out the whole year [146, 147], but microbial communities undergo
seasonal shifts, with fungi dominating during winter periods and
bacteria during summer periods [148, 149, 150]. Overall, the net
ecosystem exchange (NEE) is typically negative in the growing sea-
son, corresponding to a net sequestration of C'O, from the atmo-
sphere, and positive in the non-productive season, corresponding
to a net emission CO; from the ecosystems [145].

In both Alpine and Arctic tundra, carbon dioxide fluxes are di-
rectly or indirectly driven by temperatures and photoperiod [151,
152]. Patterns of solar irradiance determine the temperature vari-
ations and the annual distribution and annual amount of primary
production [153], via growing season length and total insolation.
Air temperatures were shown to be (up to 6 degrees) colder in
Arctic than Alpine sites, and crossing of freezing point occurs ear-
lier in Alpine regions than in the Arctic [145]. The thick coat of
snow that covers the soil during winter on the Alps, guarantees
higher soil temperatures in the Alpine than in the Arctic ecosys-
tems (owing to the insulating properties of snow) [145]. In the
Arctic, soils are indeed predominantly frozen in the cold season,
with the formation of permafrost (ground remaining below 0°C' for
two or more years).

The onset of the growing season occurs earlier and lasts longer in
Alpine regions than in the Arctic, leading to earlier plant growth
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[145]. Topographic heterogeneity in Alpine systems and Arctic
mountains can causes intra-site variability in snow-free date [154].
The 24-h insulation during summer period in the Arctic causes
warmer nights compared to Alpine areas and consequently the rate
of permafrost thawing and snowmelt in this period is higher in the
Arctic than in the Alps. Greening is consistently faster, although
delayed, in the Arctic [145].

In both Alpine and Arctic environments, snow melt and active
layer thawing occurring at the shoulder between winter and sum-
mer seasons, release large amount of water in soils, thus pushing
biomass build-up at the onset of the growing season. The effect
of soil moistening is twofold: first, viable water is necessary for
plant and microbial metabolism; second, large water availability
causes nitrogen (N) mineralization, supplying nutrient for biomass
growth [150]. Soil moisture largely constrains plant productivity
[155, 154], with communities of moist or wet tundra being most
productive [37]. Also microbes take advantage of moist conditions,
despite microbial biomass growing even in frozen soils [146]. Pulses
of organic N in soils at the beginning of the summer season are orig-
inated by both soil N mineralization by snow melting or active layer
melting and release of N accumulated in the snow cover [156]. Such
pulses trigger a period of rapid microbial growth, followed by the
outbreak of plants, that compete with microbes for access to N re-
sources in the green-up period [150, 157]. Therefore, the minimum
of plant biomass occurs in the summer, while that of the microbial
biomass occurs in or at the end of the cold season [158, 150, 157].
In both Arctic and Alpine ecosystems, low N availability can limit
primary productivity [159].

4.2 Effects of climate change

Among the many similarities, Alpine and Arctic tundra are un-
dergoing similar modifications dictated by the effect of climate
change. Both environments are experiencing larger temperature
increase compared to low-elevation and low-latitude sites, owing
to the so-called “elevation dependent warming” [39, 160] and “po-
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lar amplification”, respectively. The elevation dependent warming
consists in the amplification of the rate of warming across elevation
bands, owing to factors that preferentially increase the net flux of
energy to the surface along an elevation gradient, thus increasing
the surface temperature. The feedbacks that mostly contribute
to this warming are (see [143, 39] and reference therein): 1) the
snow—albedo feedback originated by the snow cover decline and
the snowline retreat, that thus uncover lands and enhance the sur-
face absorption of incoming solar radiation, further enhancing the
surface warming; 2) the upslope migration of shrubs and treeline,
that result in a reduction of the albedo, with similar effects to
the previous point; 3) the condensation level rise, that determines
modifications to cloud cover and cloud properties and consistently a
band of enhanced warming caused by latent heat release above the
condensation level; 4) the nonlinear sensitivity of radiative fluxes
to variations in the atmospheric water vapour, that enhances a
net downward energy flux; 5) the cooling effect of aerosols that
reduces with height and the deposition of light absorbing particles
and pollutants, such as black carbon, on the snow that possibly ex-
acerbates the snow-albedo feedback. Similar feedbacks drive also
the polar amplification [161], with only clouds possibly having a
cooling effect, opposite to the Alpine case, owing to the lower av-
erage elevation of lands. In addition, in the Arctic a sea ice-albedo
feedback, working similarly to the snow-albedo one, contributes
to the enhancement of the temperature rise [40, 162], also influ-
enced by large atmospheric and ocean circulations that increase
sea temperature and air moisture. On average, higher warming is
projected in Arctic sites compared to Alpine sites [145].

The temperature rise produces cascade effects that ultimately
affect the carbon cycle. Among all the factors listed above, tem-
perature is usually considered the primary driver of microbial res-
piration [163]. Hence, warmer soils are usually claimed to increase
C'Os emissions. On the other hand, also plants primary produc-
tivity could be enhanced by the effects of climate change, despite
this point is still debated (see Chapter 2). The primary driver of
photosynthesis is the photosynthetically active radiation (PAR),
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which corresponds to the solar irradiance having wavelengths be-
tween 400nm and 700nm [153]. While the intensity of solar radi-
ation would only smoothly vary in the next century, factors such
as the cloudiness and growing season length [143, 144] could mod-
ify the rate of carbon uptake. In addition, a unique feature of
the biosphere is adaptation, which could further complicate car-
bon budget assessments. Such factors are of particular importance
in the strongly seasonal Alpine and the Arctic environments.

The number of days with temperature above 0°C' is expected
to increase, with larger warming anomalies during winter in the
Arctic [144] and during summer in the Alps [164]. As a result,
the melting of snow and frozen soils is expected to anticipate, thus
lengthening the potential growing season [165, 166, 167]. In turn,
this would possibly enhance vegetation productivity [168]. Warm-
ing is also supposed to cause northward and upslope migration
of species, that escape from warm temperatures [169, 170, 171].
Range shift could be accompanied by changes in plant communi-
ties, with the spread of shrubs, possibly contributing to a produc-
tivity enhancement [172, 173, 174]. Decline of some species has also
been observed, resulting from immature soils in the uplands [175],
sensitivity to winter temperatures [151] or physical limits in the
migration (e.g. in islands and top ridges) [176]. Finally, nutrient
limitation may prevent plants from realizing favorable conditions
(177, 178].

Annual precipitations are also expected to increase [144, 143] in
both regions, despite projections being more difficult in the Alps
owing to the complex orography [12]. Enhanced snowfall is pro-
jected at high-latitudes [179] and reduced snowfall at low latitude
and over European Alps [180]. Reduced snowfall could further
broadens the growing season by reducing snow accumulation on the
ground. However, earlier greening at the snowmelt (or permafrost
melting) may be constrained by either photoperiod or temperature
[181, 152], to prevent freezing damage [182]. The effects of the
timing of snowmelt, the changes in the precipitation regime and
the associated soil moisture variations are debated [183, 184].

The whole complex of possible changes listed above could con-
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vert Alpine and Arctic tundra biomes from a carbon sinks to a
carbon sources. Divergent responses between Alpine and Arctic
ecosystems were predicted by [145], owing to differences in pho-
toperiod, persistence of snow cover, and resource availability, with
Alpine ecosystems being potentially more vulnerable than the Arc-
tic ones. The authors suggest that overall changes will shorten the
growing season because of i) the greening being constrained by the
photoperiod, and ii) earlier senescence caused by a decreased water
availability from earlier snow melt and higher summer tempera-
tures. However, conceptual and quantitative models are needed to
achieve a reliable projection of carbon exchanges in the future.
Beyond its role as carbon sink, tundra is at the base of the
trophic web in the extreme environments of the Arctic and Alpine
regions. For instance, physiological and phenological responses of
plants and plant community shifts may alter the quantity and
quality of forage for big herbivores [185], which is often critical
for the survival of newborns [186, 187], and nourishment of small
mammals, such as rodents [188], although the small mammals are
expected to adapt more rapidly than big herbivores [186]. Asyn-
chrony between resource demands (herbivory) and availability (plant
greening and flowering) are warned to be the breaking point of
tropic interactions [185]. Grazers can in turn mitigate plant com-
munity changes, by limiting shrub expansion [189, 190]. Given the
specificity of such interactions, microscale studies are - once again -
of fundamental importance. Hence, tracking and predicting modi-
fications of the tundra dynamics, particularly in their timing, are of
fundamental importance for planning ecosystem conservation man-
agements. In this sense, carbon dioxide fluxes are to be intended as
an indicator of the wellbeing of the ecosystem, as well as an early
indicator to be used for predicting possible future changes.



Chapter 5

Methods

5.1 Measurements

The measurement of C'O, fluxes at the soil-vegetation-atmosphere
interface was performed by means of a portable non-steady-state
closed accumulation chamber [191]. The whole measurement ap-
paratus is shown in Figure 5.1. A stainless round collar (221.5cm
and 5cm height) was inserted in the soil to a depth of about 2
cm. The collar was used as support for a cylindrical polycarbon-
ate accumulation chamber. Air was sucked from the chamber vol-
ume, filtered from water vapor and coarse particulates (> 0.2um)
and pumped trough a non-dispersive infrared (NDIR) spectrome-
ter (LI-COR LI-840 single path) mounted inside a portable case
(yellow harness in Figure 5.1a). The spectrometer measured the
instant C'Oy concentration (C'in ppm) and air was finally injected
again in the camber volume. The spectrometer was thermostat to
50°C by an hot wire, and a pressure equalizer hole on the chamber
maintained the pressure inside the chamber in equilibrium with the
atmospheric one.
The CO, flux, F, was obtained by the the slope of the concentration-

time curve, C'(t) (see e.g. [192]), as

V /dC dC
F=3 (m) -a <dt> (51

where V', A and H were respectively the volume, base area and
height of the chamber. Note that, given the typical vegetation
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Figure 5.1: (a) Measurement apparatus. (b) Sampling point (circular area framed
by the steel ring) and soil probes. (c) Example of COy concentration time series in
field. (d) Sketch of typical COs concentration time evolution, from [192].

height (< 5cm), no correction was needed for the air volume in-
side the chamber [193]. A sketch of the typical evolution of the
concentration is shown in Figure 5.1d, in a case of net C'Os emis-
sion. Because the flux at the leaf-atmosphere and soil-atmosphere
interfaces depends on concentration gradients (diffusive process,
regulated by Fick’s first law) the presence of a closed chamber
modifies the flux by increasing (or decreasing), the CO; concentra-
tion in the volume above the surface, thus reducing the gradient,
and therefore the flux. For such reason, the slope of the concentra-
tion curve should be taken at t = 0, i.e. at the starting time of the
concentration acquisition, in order to obtain a measurement of the
natural, unperturbed flux. However, when placing the chamber on
the soil a transient perturbation (of about 10 — 20 s) was observed
in the signal of the concentration curve, see Figure 5.1c. Therefore,
the slope was obtained by fitting the nearly linear C'(f) curve in a
short interval (about 60s) after the transient. The starting point
of such interval was signaled by a marked change in the concen-



30 5.1. Measurements

tration trend. In the post processing, the flux value was converted
from ppmV/s to wmol/m?/s by means of a laboratory calibration
curve. The mole number (n) is finally corrected for the measure-
ment pressure, p, and temperature, T', conditions (from the ideal
gas law, pV = nRT — Npeqs = ncalib%%, with meas and
calib the measurement and calibration condition, respectively).

Notice that, from equation (5.1), once the sampling frequency
0t and spectrometer sensitivity 0C' are fixed, the lowest flux that
can be accurately measured by this method depends on the cham-
ber height. Because Arctic fluxes are lower than Alpine ones, the
chamber used in the Arctic is smaller (@21.5cm and 10cm height)
compared to the Alpine one (221.5cm and 31.5c¢m height).

In both the Arctic and Alpine studies, repeated measurements
were performed within the sampling sites. Once sites were iden-
tified, the fluxes were measured in several points, with a random
spatial distribution inside the framed site. Further information
about the number of replicas to be measured in each campaign are
explained in Section 6.1.

Two consecutive measurements were performed in each sampling
point: first, with the transparent chamber, second, with the cham-
ber covered by a shading veil. The chamber was purged in between
the two measurements by flushing air trough the whole apparatus,
until the atmospheric concentration was achieved again. The net
flux was obtained with the transparent chamber. Once the cham-
ber was covered, photosynthesis suddenly stoped, which allowed for
the measurement of the total emission by vegetation (autotrophic
respiration) and soil (heterotrophic respiration). Carbon uptake
associated with C'O, fixation is usually called Gross Primary Pro-
duction (GPP), CO; emissions by the whole ecosystem (i.e. au-
totrophic plus heterotrophic respiration) is named Ecosystem Res-
piration (ER) and the net carbon exchange is the Net Ecosystem
Exchange (NEE=GPP+ER), see e.g. [71]. By convention, GPP
is null or negative (GPP < 0), E'R is null or positive (ER > 0),
and therefore the net carbon exchange can be positive, negative
or null, depending on whether GPP or ER is prevailing on the
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other. Such convention follows the sign of the slope dC'/dt, which
is positive in case of net carbon emission (increasing concentration
inside the chamber) and negative in case of net carbon uptake (de-
creasing concentration inside the chamber). Assuming negligible
variations of the environmental variables between the two consec-
utive measurements - NEE with the transparent chamber and ER
with the covered chamber - the net uptake can be obtained as
GPP = NFEFE — ER.

At the same time of both NEE and ER acquisitions, the main
environmental variables have been measured as follows: air mois-
ture (¢ in %), air temperature (7, in °C') and solar irradiance (rs
in W/m?) were measured at the centre of the sampling site by an
LSI Lastem thermoigrometer and a LSI Lastem ISO 9060 Class 2
pyranometer, respectively. Air pressure (p in hPa) was measured
by a sensor installed on the flux chamber. Soil temperature (7 in
°C') and soil volumetric water content (VW C' in %), which were
expected to have significant spatial heterogeneity, were measured
at the base of the collar, with a PT100 sensor and an AT Delta-T
SM150 T Soil Moisture sensor, respectively. The probes were in-
serted to a depth of about 5em at each sampling point. Indeed, the
(potential) correlation between soil moisture and fluxes has been
shown to mainly interest the first horizon of 0 — 20cm in these en-
vironments [194]. Hence, we associated to each sampling point a
value of NEE, ER, GPP and two sets of meteo-climatic variables,
averaged over the flux sampling time of NEE or ER, respectively.
The two sets of meteo-climatic variables allowed to verify that en-
vironmental variables did not significantly change between the two
consecutive NEE and ER measurements at each sample point. The
only exception was the solar irradiance, that could potentially fluc-
tuated owing to the fast transition of small clouds. For this reason,
and since the photosynthetic process varies rapidly with the inci-
dent light, the set of variables considered for building the models
was the one acquired during the transparent-chamber record.

At each sampling point, RGB pictures were also collected at
nadir, at an height of about 50cm above the soil surface. The
pictures were used to monitor the composition and fractional cover
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of vegetation inscribed within the collar. Further details on the
analyses of pictures are given in Sections 6.3 and 7.0.1.

5.2 Data-driven models

The final aim of my work is to build regression models that explain
the carbon dioxide fluxes to a large extent, thus allowing to identify
the main drivers of the fluxes and possibly to gain insights in the
processes that lie behind the fluxes in Alpine and Arctic environ-
ments. In the following, I will shortly present the state-of-the-art
and the main modeling approaches used in this thesis.

5.2.1 Classical model

An exponential dependence of ER on the environmental (soil or air)
temperature [163] and a Michaelis-Menten response of GPP to light
intensity [153] are commonly assumed. In particular, plants are
responsive to wavelengths of the solar spectrum between 400 and
700nm, known as the photosynthetically active radiation (PAR,
[195, 196]). Since the PAR is a fraction of the total measured solar
irradiance, rs, with a nearly constant ratio PAR/rs ~ 0.45 [153],
in the following I will replaced the usual dependence on PAR with
one on the measured rs. Thus, the explicit set of functions reads

ER = ae', (5.2)

Frur v 78

GPP = (5.3)

Foww+ars

Here, T can be intended as either the soil or air temperature, a
is a free parameter, corresponding to the respiration at 0°C and b
is related to the usual 1¢ factor, corresponding to the respiration
at the reference temperature of 10°C, Q19 = exp(10b) [163]. The
parameters in equation 5.3 are the maximum photosynthetic flux
for infinite light supply, Fi..., corresponding to the asymptotic
saturation point, and the apparent quantum yield, a.
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5.2.2 New multi regression model

Equations (5.2, 5.3) have been shown to explain only a small part of
the observed flux variability in many environments. Hence, multi
regression models have been advocated. The first model T will
present hinges on the observation that parameters in (5.2,5.3) are
not constant in time in both Arctic and Alpine biomes [197, 198,
199, 200, 201].

Let me assume that the parameters a and b in (5.2) depend on
other variables. For shortness I will consider two variables named
x1 and x,, different from 7', although the following derivation can
be extended to any set of additional variables. To a first instance,
functions a(x1,x9) and b(z1,x2) can be expressed in a polynomial
form as

a(r1, T9) =~ ag + a1 + s + azrt + ayxs + O(x3, 13),
b(xl, ZEQ) ~ by + bixy + boxs + bgl’% + b4:13% + O(x?, .CU%)

Assuming x; and xo as small perturbations, the Taylor expan-
sion of the exponential is possible. Retaining only the first order
of the expansion, i.e. O(z1,x2), one obtains

ER = a(x, x9)e" )T ~

(5.4)
~ (ap + a1y + agwy + agbyz T + aongQT)ebOT + O(2%, 23)

Here, factors of the kind xy29, 22 and 23 were discarded, because
inconsistent with the perturbation hypothesis: if the perturbation
is of order ¢, then such quadratic terms are of order €2 and therefore
they should be negligible, compared to the leading terms.

The same procedure was applied to Eq. 5.3. The parameters of
the Michaelis-Menten function can be expressed as follows

a1, T2) ~ ap + 121 + aory + 04333% + 0443:% + O(a::f, 3:%),
Frae (21, 12) ~ Fy + Fioy + Foxy + Faa? + Fyaa + O(x3, 23).
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and, by using Taylor expansions, one ends up with
Faz (1, v2) (1, 29) 78

GPP =

Fraz(r1,22) + a1, 29) T8
Fi F F F: F
2( 00407“8> 1+< 100 + 0041>x1+<2040+ 0042>$2]+
Foy+ ag rs Fyay Fooyg
( Foag s )2[ o 9 Fi ﬂ+ Fy 9

xr1 + To +
Fy+ ap rs Fyay Fyap Foagrs  Foogrs

+ O(x%, 23).
(5.5)

For the sake of shortness parameters in Equation (5.5) can be
redefined, thus obtaining

) (1 + A1x1 + AQ.TQ) +

Foag s
Fy+ag rs

Foag rs \2 T T3 2 2
el B B Bs— + By,— O .
(FO + ayp 7“3) ( 171+ Doz + Srs * 47"5) + 01, 73)
(5.6)

Equations (5.4, 5.6) were fitted to the measured data, where x; and
To represent any two generic variables among the measured ones.
Clearly, these formulations can be easily generalized to an arbitrary
number of variables.

GPP:(

5.2.3 Other general models

In the Alpine case study, equations (5.4,5.6) were compare with
two other general formulations of multi regression models.

The first is an additive model (such as the one used in [202,
203, 204]), where all explanatory variables with their most suitable
functional forms are summed. Therefore, when the function of one
variable tends to vanish, the others are not affected and the flux
may still be large, owing to the other dependences. The single
factors act to increase the magnitude of the overall flux, and a
decrease in all factors is needed in order to suppress the fluxes. A
general formulation of such model is given by

ER = aebT -+ fl(ml) + f2<.’,232) -+ ceny (57)

Frur v 78
GPP = —+91(I1)+92(1‘2)+...; (58)

Four + s
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where f; and ¢; (i = 1,2,...) are functions of the remaining vari-
ables, besides the environmental temperature, 7', and the solar
irradiance, rs, in the first and second equation, respectively. The
two sets of additional predictors are independent of each other and
for such reason I marked the additional predictors (x; and y;) and
their functions (f; and g;) by different letters in the two equations.

In the second general model that I considered, the different
explanatory variables involved in the process may act as limit-
ing factors for the process itself. This effect can be described by
a multiplicative model, where the explanatory variables (or their
functions) multiply the classical functions (5.2,5.3). Hence, when
one of the functions decrease, it limits the overall effect of the
other factors, whatever their magnitude. In this case the general
formulation reads

ER = ae'” . fl(éli’l) . fQ(ZIZ'Q) + ..., (59)

Frar s
GPP=-""——. . 5.10
ot ars g1(y1) - g2(y2) + -5 (5.10)
where f;, g;, z; and y; follow the same convention of (5.7,5.8). Such
formulation was for instance used in [205, 206, 207, 208].

5.3 Statistical analyses

In the regressions, all measured variables were tested and only sig-
nificant parameters (and the associated variables) were retained.
The significance of the parameters was obtained by a double-tailed
test based on the shuffling technique [209]. A large number of
surrogate pairs of dependent-independent variables, e.g. (ER;,T;),
was generated by random shuffling the samples, avoiding repeti-
tions. This allowed to obtain a P-value, that was used to test the
distribution of the regression coefficient against the null hypothe-
sis of statistically uncorrelated variables, i.e. null coefficient. The
tested null hypothesis (Hy) assumes that the observed value is in-
duced by random coincidence, with P representing the probability
that the observed correlation was generated by random fluctua-
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tions. If P < 0.05 the null hypothesis is rejected, which implies
the significance of the parameter.

Models were built by requiring that all the variables accounted
in the model were significant and that the selected model was
the most representative among the tested ones. The model rep-
resentativeness was quantified by the explained variance, that is
agxpl = <0§ — 072,65) / 05, where 05 is the variance of the variable
to be modeled (the flux) and o2, is the variance of the residuals

res

0 = vy; — v;, with y; the measured value and g; the modeled value.
However, when dealing with multi regression models, the inclusion
of more parameters may increase the variance explained by the
model to the detriment of the model parsimony. The selection of
the optimal model was then obtained using the Akaike Information
Criterion (AIC, [210]). This method allows to identify the most
efficient model. Indeed, the AIC measures the goodness of a sta-
tistical model based on a trade-off between the explained variance
and parsimony (that is, with a penalty proportional to the num-
ber of free parameters, k). By this criterion, the empirical model
having the lowest AIC should be preferred. For regressive models,
the expression of the AIC simplifies to AIC = Nlog(¥; 62) — 2k,
with N the number of data and k& the number of estimated param-
eters [211]. Additional predictors were tested one at a time and the
model having the lowest AIC was thus selected. Finally, stochastic
contribution from Gaussian noise should always be accounted, even
in the perfect model. Therefore, once the model was selected the
gaussianity of residuals was tested using the Lilliefors’ test [212].

In both the Arctic and the Alpine case study, preliminary anal-
yses were performed. The shuffling method was applied also in
this case to assess the significance of the difference between two
average values. The two set of data were randomly shuffled be-
tween them, the differences of the average value of the shuffled sets
were iteratively obtained and their distribution was used to test the
significance of the observed differences against the null hypothesis
Hy: the observed difference is induced by a random coincidence.
Also in this case the significance level for rejection of Hy was set
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to P < 0.05. Specific functions were implemented for the estimate
of the P-value using the shuffling method in MatlabR2021a.



Chapter 6

The Alpine case study

6.1 Measurement setup

For the Alpine case study, measurements are embedded in a broad
research framework for the characterization of Alpine ecosystems.
Since 2017 a Critical Zone Observatory (CZO, [1]) was established
at the Nivolet Plain, in the Gran Paradiso National Park (GPNP),
see Figure 6.1a. The GPNP was established in 1922 for the pro-
tection of the Alpine ibex (Capra ibex) and, more generally, of the
Alpine ecosystems. The park covers a total area of 720km? and
It is characterized by typical Alpine woods at lower elevations and
high-altitude grasslands and Alpine tundra above the tree line. The
massif tops are variably covered with glaciers.

The Nivolet Plain area is a glacial valley, whose floor is located
between 2300m and 2550m a.s.l.. Pleistocene-Holocene unsorted
till and glaciofluvial sediments with interbedded peat layers are
preserved on the left flank of the valley. The bedrock consists of
gneisses, dolostones and marbles belonging to the Gran Paradiso
Massif and calcschists with serpentinites and metabasites of the
Piedmont-Ligurian zone [213, 214]. From November to early-mid
June, the soil is covered with snow, with maximum snow depth
exceeding 250cm in the last three years, preventing in-situ mea-
surements during wintertime. Daily records of precipitation, tem-
perature and snow depth at the nearby Serru weather station are
available from 1962. The mean annual precipitation over the whole

38
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o9k

Figure 6.1: a: Location of the Gran Paradiso National Park. b: Location of the three
sampling sites within the Nivolet Plain. Sites are characterized by soils developed on
carbonate rocks (A), glacial deposits (B) and gneiss rocks (C).

record is 1185mm/yr, with average precipitation during snow-free
season (June-October) of about 492mm /yr. The mean daily tem-
perature during June-October ranges from 3 to 12°C (5th and
95th quantiles, respectively). The vegetation undergoes a fast phe-
nological change during the summer months from mid-late June to
October. The dominant vegetation species belong to the typical
high-altitude tundra such as Carex spp., Trifolium alpinum, Silene
acaulis and Geum montanum.

Three measurement sites, each with an approximately square
size of about 500 to 900m?, were identified to represent the main ge-
ological, geomorphological and environmental features of the area
(Fig. 6.1b). Two sites are located on the orographic left flank of
the valley, facing South-East, and are characterized by soils formed
on carbonate rocks (site A, at 2750-2760m a.s.l.) and on glacial
deposits (Site B, at 2740-2750m a.s.l.). The third site is located
on soils developed on gneiss (site C, at about 2580-2600m a.s.l.)
along the orographic right flank of the valley. These three sites
allowed for the comparison of C'O, fluxes measured on soils having
different parental materials within the same watershed.

For each site, the fluxes were monitored every 10 days. A total
of 14 to 16 measurement campaigns were performed in summers
2017, 2018 and 2019. The minimum number of measurements to
be performed in each campaign was established by requiring that
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the mean and standard deviation of the fluxes over the site during
each campaign was independent of the number of measurements.
This was done by computing the weighted average (lines in Figure
6.2) and the weighted standard deviations (shadows in Figure 6.2)
over 23 groups of “k” elements (k varied in the range [2,23]) that
were randomly selected from all available measurements for that
site and that measurement campaign. The number of groups (23)
corresponds to the least number of measurements common to all
the campaigns. The mean and standard deviation for each site and
campaign converged rapidly whenever more than about 15 sam-
pling points were considered. Therefore, the number of measure-
ments used in this study for each campaign was the least number
of measurements common to the campaigns, i.e. 23.

Figure 6.2: Weighted average (lines) and standard deviations (shadows) for each
measurement campaign (colours) as a function of the number of individual sample
point measurements included in the averaging procedure. Top panels correspond to
NEE and bottom panels to ER. Left panels are for site A (carbonate), center panels
for site B (glacial) and right panels for site C (gneiss).

In the following analysis, measurements of the single sampling
points were averaged over each site and sampling campaign. Where
not expressed, bars represented in figures correspond to 1 standard
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deviation.

6.2 Results and discussion

6.2.1 Seasonal variations and mean values

All fluxes featured a clear seasonal trend, see Fig. 6.3. Starting
from August, the ER and GPP experienced a prominent decrease
in their magnitude. An asymmetric, bell-shaped temporal evolu-
tion from June to October was evident in some cases. As discussed
by [215] and [216] for a variety of ecosystems, strong ER usually
matches intense GPP; this was also the case for the sites stud-
ied here. On the one hand, this correlation may be induced by
the enhanced canopy activity and the higher supply of fresh car-
bon to soil linked to vegetation physiology, for the sustenance of
microbial communities (e.g. [217, 218]). On the other hand, the
majority of the environmental variables show a clear seasonal trend
(Fig. 6.4), mainly induced by the natural cycle of the solar irradi-
ance that can cause the simultaneous variation of the two fluxes,
without any strict causal relation between GPP and ER. For in-
stance, higher irradiance induces both larger GPP (eq. 5.3) and
higher temperatures, that in turn increase ER (eq. 5.2). Thus,
the parallel variation of the fluxes could be induced by concurrent
causes, instead of a direct effect of GPP on ER. Overall, this Alpine
tundra acted as a carbon sink in all the three snow-free periods of
measurements; plant fixation was about twice as large as ecosys-
tem respiration. Here, negative values represent NEE dominated
by photosynthesis, while positive values represent NEE dominated
by the C'Oy emissions, as explained in Section 5.1.

The variability of the fluxes within the site was obtained from
the distribution of the individual sample points (thus, incorporat-
ing both measurement uncertainties and small-scale spatial het-
erogeneity inside the sites). See colored bars in Fig. 6.3. Larger
variances of the fluxes were observed at the beginning of the grow-
ing season when the vegetation cover of the soil was more hetero-
geneous and the functional types varied stronger. At the end of
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summer, the soil was dry and only sporadic wilted bushes were
present, a condition that explained the lower variances and the
almost negligible NEE.

i z i
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Figure 6.3: Net Ecosystem Exchange (NEE, top), Ecosystem Respiration (ER, cen-
ter) and Gross Primary Production (GPP, bottom) measured at site A (left, red), B
(center, green) and C (right, blue) versus the measurement date (month/year). Dark
arrows correspond to 10th and 90th quantiles and colored bars indicate 1 standard
deviation (o) intervals.

Comparing the average values of the fluxes for the individual
years (Table 6.1), variations up to about 30% were evident between
the average ER and GPP recorded in 2017, 2018 and 2019. Aver-
aging over the three years, site C showed the lowest ER and GPP
values, (5.62 £ 0.13umol/s/m? and —10.18 % 0.33umol/s/m?, re-
spectively), while the highest values were observed at site B (7.36+
0.20pmol /s/m? and —12.42 & 0.41pumol /s/m?, respectively). The
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values of ER displayed significant differences between the fluxes
measured at the different sites over the whole period, while the
differences for NEE were non-significant.

Ts Ta VWC IS q Pr h DOY NEE ER GPP

A 206 190 149 8404 30.0 739.0 12 247 -43 55 -98
2017 B 207 190 21.7 758.1 35.0 7402 13 239 45 55 -10.0
C 199 193 244 8374 374 7521 13 223 -6.3 58 -12.1

A 180 123 221 9200 473 7412 12 226 -42 74 -11.6
2018 B 16.0 122 293 8241 56.7 7432 14 226 -5.6 74 -13.0
C 139 140 294 655.6 56.5 7559 13 234 -40 54 -93

A 119 100 177 6351 63.0 7399 12 233 -47 6.0 -10.7
2019 B 128 109 29.2 7699 61.7 7414 13 228 -5.0 85 -13.5
C 113 11.7 231 599.6 659 7546 14 229 -39 57 -96

A 163 13.0 193 8040 49.2 740.1 12 233 -44 6.5 -10.9

Al B 163 135 277 7874 529 741.8 13 230 -51 7.4 -124
C 150 145 258 681.7 552 7543 14 229 -46 56 -10.2

Table 6.1: Mean values of the variables at the three sites (A, B and C) averaged over
2017, 2018, 2019 and on all three years (“All”). Fluxes are expressed in gmol/s/m?;
soil temperature (T5) and air temperature (7,) in °Cj; soil (VIWC') and air (¢) mois-
tures in %; solar irradiance (rs) in W/m?; air pressure (Pr) in hPa; Hour of the day
(H,0 — 24h) and Day-Of-the-Year (DOY, 1 — 365d) of the measurement.

The environmental variables recorded in the three sites were
therefore examined, looking for patterns that could possibly ex-
plain those of the fluxes. Moreover, daily and seasonal cycles of
biosphere activity were expected, possibly inducing a discrepancy
generated by a different hour and day of sampling. In order to ac-
count for such variations, the day of the year (DOY, 1 — 365d) and
the hour of the day (H,0 — 24h), were included as supplementary
predictors in the analysis.

Most of the meteorological variables showed a clear seasonal
trend (Fig. 6.4). As expected, the mean daily solar irradiance and
the soil temperature decreased starting from August, while a larger
variability affected the air temperature. The pressure recorded in
the three sites mirrored the altitude distribution, i.e. site A and C
corresponded to the lowest and highest mean pressure, respectively,
with fluctuations around the mean values. The melting snow at
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Figure 6.4: Soil temperature (7s), air temperature (7), soil moisture (VW) and
solar irradiance (rs), air humidity (¢) and air pressure (Pr) as a function of the

measurement date.

measurement sites are A (left, red), B (center, green) and C

(right, blue). Error bars are one standard deviation 1o of the distribution of individual
measurements.
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the beginning of the summer season and the stronger rainfall of
late spring increased the reservoir of soil water. Thereafter, the
biological activity could have determined a large water demand
that was not balanced by the sporadic summer rainfall, resulting
in a progressive decrease of soil humidity (VW C') over the summer
months. The summer of 2017 had the highest temperature and the
lowest soil moisture. This identified the first year of sampling as
the warmest and driest of the study period.

Higher Ta and lower VWC were measured on sites C and A, re-
spectively, but the significance of the differences varied from year
to year. These differences were probably induced by the different
micrometeorological settings of the sites. Site A is located on a
steep slope at the margin of the basin, where winds and drainage
lower the local soil humidity. On the other hand, C is close to the
valley floor, where a weaker air circulation leads to higher air tem-
peratures. The similarity of air temperatures at A and B in 2017
and 2018 was striking and it combined with a similar behavior of
ER. However, no strict correlation between them can be stated con-
sidering the three years. Differences in the incident solar radiation
with site B were always significant, while a significant difference
between A and C was present only in 2018. In general, significant
differences were observed in VWC and Pr in the three years.

6.2.2 Data-driven model

The soil (or air) temperature and the photosynthetic active ra-
diation are well known drivers of ER and GPP, respectively, eq.
(5.2-5.3). Therefore, as a first step, I analyzed the dependences on
these two variables, as shown in Fig. 6.5. The air temperature was
used as the explanatory variable for ER. Soil temperature suffered
from larger fluctuations, resulting in lower, but comparable, ex-
plained variances. A single regression curve considering the whole
three-year period resulted in large residual variances in both ER
and GPP for each of the sampling sites, see Table 6.2.

A strong scatter of ER compared to the expected regression is
evident in Figure 6.5. In the same range of temperatures, the data
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Figure 6.5: Top: Ecosystem Respiration (ER) vs air temperature (Ta) Bottom:
Gross Primary Production (GPP) vs solar irradiance (rs). Sites are A (red, left), B
(green, center) and C (blue, right). The three years of measurements are represented
by different symbols, namely triangles (2017), circles (2018) and stars (2019). The
regression curves in black were obtained considering the whole three-year period.

measured in 2017 are clearly separated from the 2018 and 2019
values. Lower residual variances were obtained for the separate
years for all sites. Since 2017 was the warmest and driest year,
these results suggest an effect of other meteorological variables on
the expected dependence of ER.

The GPP vs rs relationship did not display any strong year-
to-year variability (Fig. 6.5). A relevant dispersion was however
observed in campaigns performed from the end of September to
the beginning of October, that corresponded to the lowest GPP
values (marked in black in Fig 6.5). During those months, carbon
uptake was almost uncorrelated with rs, presumably owing to the
presence of scarce and wilting vegetation. At the end of the veg-
etative season, most of the measured plots were characterized by
the prevalence of bare soil within the sampled surfaces, i.e. within
the metallic ring. In such conditions, the GPP dependence on rs
may be hampered by other factors. The corresponding flux values
were thus excluded from the univariate regression.
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Parameter site A site B site C

a 3.9 4.9 2.5
b 0.03 0.02 0.13
Foax 36.2 35.2 34.0

alpha 0.03  0.04 0.03
0.10 0.03 0.34
Uea:pl, eq.5.3 0.18 0.23 0.53
AlCeq52 2.7 3.6 2.2
AlCe53 -7.03 -14.34 -16.77

Table 6.2: Parameter values, explained variance (Ugmpl) and Akaike Information

criterion (AIC) estimated for the three sites A, B and C for equations (5.2) and (5.3).

2
Jea:pl, eq.5.2

The above observations suggest that the classical dependences
were possibly entangled by other processes, i.e. other environmen-
tal variables had to be included in a coherent model able to capture
the inter-annual flux variability. Thus, I turned to multi regression
models.

I tested the three multi regression models presented in 5.2.2
and 5.2.3. Different combinations of the predictors were explored
for each model. A seasonal trend, present in many environmental
variables, was expected to induced a correlation of fluxes with the
DOY. This might bring to the use of the DOY in place of other
drivers. To avoid such issue, the DOY was included as the last
predictor in the model. That is, the effect of the explicit DOY
inclusion was considered only after that all the other measured
predictors were tested. The same procedure was applied for the
hour of day, H.

In Eq. (5.7,5.8), the largest explained variances were obtained
using [T'a, VW C, DOY] and [rs, VIWC] in the regressions of ER
and GPP, respectively. A linear dependence was supposed for
VWC and a Gaussian function was used to reproduce the evo-
lution with the DOY. However, the complexity of the model made
the AIC to rise steeply with the introduction of the additional vari-
ables. According to AIC the classical models (5.2,5.3) performed
better than (5.7,5.8). This means that the model (5.7,5.8) was
rejected.
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In (5.9,5.10), the additional variable identified by the analysis
was VWC, for both ER and GPP. Thus, in the final formulation,
as selected by the AIC, the (5.2,5.3) were multiplied by the soil
moisture.

The most efficient model with the largest explanatory power
turned out to be (5.4,5.6). In this case, the lowest AICs were ob-
tained with the sets [T'a, VWC, Pr, DOY] and [rs,VWC, DOY]
for ER and GPP, respectively. Despite the quite complicated for-
mulation of Eq. (5.6), all B-parameters were not significant in the
regressions for any site. Similarly, all b-parameters in Eq. (5.4) did
not contribute to the improvement of the model. These findings
allowed to simplify formulas (5.4,5.6) as

ER = ™ (ag 4+ a;VWC + ayPr 4+ a3DOY) + 5, (6.1)
GPP = (FWOR) (Ao + ALVIWWC + A;DOY) + 6 (6.2)
Fo+ agrs

Both equations retained the zero and first order terms in the Tay-
lor expansions. The lowest (zero) order corresponds to the usual
functional dependence while the additional predictors relapse at
the first order. Here, I added a free parameter, Aj, that was set
to 1 in the theoretical formulation of Eq. (5.6). This was intro-
duced because both Ay and ag can vanish or become subdominant

in the summation. As a result, the mixed dependences, such as
A VIWCL 00‘0”) and a; VW CeT¢ may prevail over the single de-

pendences A ?0370:; and agVWCe»™? in the equations of GPP

and ER, respectively.

The parameters obtained for the three sites are reported in Ta-
ble 6.3. All the residuals had Gaussian statistics at 95% signifi-
cance level, according to the Lilliefors’ test [212]. Moreover, the
heteroscedasticity of the residuals in the range of variation of the
data and across the three years was controlled at 95% significance
level with Bartlett’s test [219].

Finally, some of the parameter values displayed a significant
(P < 0.05) difference between the three sites. Precisely, significant
differences are observed in the coefficients of the VWC dependence,
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Parameter site A site B site C All

ag 51.6  -91.58 -77.93 -50.72
ay -0.053  0.068 0.005 0.042
a 0.09 016 012  0.04
as -0.050 -0.096 -0.038 -0.070
bo 0.06 0.6 002 0.006
Fy -87.85 -24.44 -20.18 -18.29
ag -0.022 -0.101 -0.069 -0.039
Ay 409 225 297 3.82
Ay -0.020  0.006 0.007 0.004
Ay -0.013 -0.008 -0.011 -0.013
02 61 085 094 083 073
02 s 084 088 089 083

AlCeq61 -10.59 -25.86 -13.41 -41.70
AIC ¢g62 -13.92 -19.45 -20.31 -61.88

Table 6.3: Parameter values, explained variance (02, ;) and Akaike Information

criterion (AIC) estimated for the three sites A, B and C for model (6.1, 6.2).

between sites A and B for ER and between site A and both B and
C for GPP (with very significant differences).

For completeness, the whole analysis was repeated also using
the whole set of measurements obtained from the individual sam-
pling points, rather than the site and date averages. The same
results and considerations of above were confirmed, although lower
explained variances were found, owing to the larger scatter of data
possibly induced by either additional drivers acting at the micro-
scale, that are not monitored in this study, or larger noise effect on
the single point measurements.

6.2.3 Interpretation

Since the values of the parameters ay and Ay were non-null, a
basal value of the fluxes was present, that depended only on the
temperature (for ER) and incident solar radiation (for GPP). The
perturbations induced by VWC and DOY for both ER and GPP,
and pressure for ER, acted over these values. This maintains a
hierarchy in the relevance of the predictors, ranking temperature
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and light as the most important predictors.

Sites A and B showed the same value of by. A significant
(P < 0.05) lower value of this parameter was found for site C. This
mirrored the air temperature difference obtained between sites A,
B and site C. The parameter by was used to obtain the usual Q)19
factor [163], allowing a comparison of our results with other pub-
lished values. The corresponding Q1o values were 1.8 and 1.2 for A
(or B) and C respectively, well within the range of published values
for mountain grasslands and tundra (e.g. [198]).

The soil moisture (VWC) emerged as an important perturba-
tion to the fluxes, for both ER and GPP. This appears as a com-
mon behavior in mountain areas, affecting ER in particular, as
[200, 194, 208] among others, documented in grasslands, steppe
and tundra around the World. In addition, model (6.2) indicated
the need for explicitly including VWC also in GPP models. Wa-
ter availability can limit plant growth and GPP in high-altitude
Alpine environments, where soil moisture can become scarce dur-
ing at least part of the vegetative season.

In the model for ER, pressure emerged as one of the environ-
mental drivers affecting the dependence on temperature. The per-
turbation induced by pressure may be due to the leaching effect of
C'O from soil to the atmosphere induced by the atmospheric pres-
sure, similarly to the flux enhancing effect associated with wind
(e.g. [220, 221]).

A dependence on the DOY was still present for both ER and
GPP after taking into account the measured environmental vari-
ables. According to the AIC, none of the other predictors was
able to replace the DOY. The value of DOY thus emerged as a
proxy for the effect of unmeasured environmental factors inducing
a seasonal dependence in the fluxes, and/or for the physiological
state of vegetation. To further explore this point, model (6.1,6.2)
was tested on the linearly detrended version of the variables, ex-
cluding the DOY. The same forms of (6.1,6.2) were again found,
identifying the same optimal set of explanatory variables (clearly
without the DOY), although with a lower total explained variance
(of the order of 40%). This suggested that two main components
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determine the fluxes: (1) a seasonal trend and (2) superposed sub-
seasonal and inter-annual fluctuations which can be explained by
meteoclimatic drivers such as temperature, light, soil moisture and
pressure. Clearly, the “snapshot” character of our sampling proce-
dure did not allow for fully representing short-term, sub-seasonal
fluctuations. These could better be analyzed with a continuous
measurement strategy, such as that provided by Eddy Covariance
measurements [222], but with the drawback of focusing on a pre-
selected and fixed area (i.e. the footprint).

A regression model was also obtained by merging the measure-
ments at the three sites, see Tab. 6.3. In this case, the explained
variance of ER decreased, while the explained variance of GPP re-
mained comparable with those obtained from the individual sites.
This agrees with the strong variation of ER between the sites,
whereas a lower scatter can be seen for GPP (see 6.5). The dif-
ferences between the sites emerge also in the fitted values of VWC
prefactor in the multi regression model. Since soil moisture is pos-
sibly related to soil texture and to the chemical characteristic of
the soil, this outcome points to the relevance of different soil types.
Different geological parental materials may result in different min-
eralogical composition of the soil, that in turn induces differences
in bulk density [223, 224], and consequently in soil porosity. Thus,
water storage and percolation in the soil may be affected by the
underlying geology through this chain of dependences.

6.3 Is DOY a proxy for phenology?

Picture of the sampling surface (inscribed in the metallic ring),
taken at each measurement point from August to September 2019,
were analyzed by expert botanists to extract

o the fractional cover of bare soil, rocks and plant litter (%)
 the fractional cover of cryptogamae, dicotyledons and graminoids
o the total green fractional cover (%)

« a biomass index (between 0 and 5)
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Owing to the short period analyzed, averages over site and date
would result in too few data for estimating a reliable model. There-
fore, the fitting procedure was repeated by considering the single
point measurements and by including also the above ecological de-
scriptors among the possible additional drivers. Preliminary results
show that the predictor that perform best in replacing DOY in
both (6.1) and (6.2) was the total green fractional cover (GFC) for
each of the sites. The same was observed when merging together
the measurements belonging to the three sites. When replacing
DOY with GFC, the explained variance increased for sites A and
C (with enhancements from 0.05 to 0.08 in both (6.1) and (6.2)),
while remaining almost unchanged for site B. Accordingly, Pear-
son’s correlation ranged between 0.53 and 0.63 over the three sites.
Considering all the measurements together (i.e., disregarding the
site where they were sampled), the explained variance increased of
0.02 for ER and 0.03 for GPP.

Such results would suggest that the most relevant contribution
to DOY dependence originated from plant phenology along the
vegetative season, here represented by the green fractional vege-
tation cover. Further explorations including also 2020 and 2021
surveys are currently underway to confirm such observations.

6.4 Sensitivity analysis

The analysis discussed above was performed with in-sample regres-
sions, i.e. all the available data were used to establish the model.
However, the same procedure can be applied to just a portion of the
dataset and the data that were not included in the calibration set
can be used to validate the predictive ability of the model. This is
an out-of-sample prediction. Here, the strong difference in ER be-
tween different years suggested to split the dataset according to the
year of sampling, using two years to calibrate the model parameters
and the remaining year to compare modeled fluxes with measured
ones (Tab. 6.4). Larger Root Mean Square Error, RMSE, were
obtained in the projection of ER in 2017 using models calibrated
on 2018 and 2019 data. Notably, site A had also the largest RMSE
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in the predicted versus measured ER of 2017, while site C showed
the lowest RMSE, as well as the lowest variation in air temperature
and soil moisture. Conversely, when 2017 and either 2018 or 2019
data were used to establish the model for ER, a good prediction of
the remaining year was obtained. Clearly, the parameters obtained
from 2018 and 2019, that had a similar behavior in the ecosystem
respiration and the values of the drivers, were not able to properly
predict the large deviations of 2017. On the other hand, no signif-
icant difference associated with the choice of the calibration years
was observed for GPP.

Projected Year A B C

2017 5.52 223 4.04
ER 2018 296 1.79 1.21
2019 3.21 1.20 1.52
2017 1.05 3.35 2.30
GPP 2018 437 324 1.87
2019 1.79 2.65 2.16

Table 6.4: RMSE (in pmol/m?/s) of the out-of-samples projections for ER and
GPP.

This suggests that the model had good predictive ability only for
small variations of the drivers compared to those in the calibration
dataset. Indeed, the mean annual air temperature was much larger
in 2017 compared to the two other years and variations of the
mean soil moisture ranged up to 30% over site A (Table 6.1). The
lower year-to-year variations of rs compared to 7T}, resulted in better
prediction of GPP (lower RMSE). The classical functions of T, and
rs were multiplied by the other drivers in (6.1,6.2) and thus a bias
in the estimate of the parameters related to these variables affects
all the dependences, amplifying the effect. By contrast, a bias in
the other predictors affects only one of the factors in the equation,
limiting its influence to that specific term. The larger and the more
variegated is the dataset used for calibration, the stronger will be
the model predictive ability:.

Finally, as a proof of concept, I applied the model that was cali-



54 6.4. Sensitivity analysis

AVIW(C
—10% +0% +10%
+0°C 40.09 0 -0.003

A AT +40.5°C +0.12  +0.07  +40.02
+1°C 40.14  40.09  +0.04
+0°C" -0.008 0 +0.06
B AT +05°C -0.014 +40.017 +0.06
+1°C° -0.019  +0.023  +0.05
+0°C -0.02 0 +0.14
C AT +0.5°C +0.025 +0.028 +0.032
+1°C' +0.037  +0.040 +0.043
Table 6.5: Mean percentage variation (%) of the ER resulting from an increase in

the mean temperature of 0,0.5,1°C and from an increase/decrease in the mean soil
moisture of £10%.

AVWC A B C
—-10% +0.14 -0.08 -0.05
+10%  -0.02 +0.17 +0.13

Table 6.6: Mean percentage variation (%) of the GPP resulting from an in-
crease/decrease in the mean soil moisture of £10%.

brated over the three years to obtain preliminary projections under
simple “what-if” scenarios of climate change. An offset was added
to the temperature and soil moisture drivers in Eqs. (6.1,6.2),
thus increasing or decreasing their means while keeping the same
variance of temporal fluctuations. From these, the percentage vari-
ations of the fluxes with respect to the average values measured in
2017-2019 were obtained, see Tab. 6.5 and 6.6. I explored the
effect of a mean temperature rise of 0.5 or 1°C and of a possible
positive or negative 10% variation in soil moisture. These values
were well within the range of the intra-annual variations observed
in the dataset, and agreed with the projected temperature and pre-
cipitation changes reported in the IPCC Special Report The Ocean
and Cryosphere in a Changing Climate [143]. The report suggests
a warming rate of 0.1 to 0.5 degrees per decade and an increase in
precipitation of 5 to 20% in Alpine regions above 2500m a.s.l. As
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expected, an increase in the ER was observed with rising tempera-
ture (Tab. 6.5). On the other hand, since soil moisture acted as a
limiting factor for both ER and GPP in sites B and C, a decrease
(increase) in the soil moisture might mitigate (enhance) the ER
increase. The effect of temperature variation prevailed over that of
moisture change. The net effect on NEE depends on the relative
magnitude of the ER and GPP variations, i.e. on their ratio. In-
deed, while a wetter soil enhances carbon release via respiration, it
also fosters plant COy uptake by primary production (Tab. 6.6),
making the assessment of their balance non-trivial. Note that site
A showed opposite trends compared to the other two sites, owing
to the negative sign of the parameters a; and A;.



Chapter 7

The Arctic case study

The model (5.4,5.6) was tested in the arctic tundra. In this case
the microscale variability of the fluxes was studied by performing
measurements over a short period (10 days) during summer 2019
and using the single point measurements.

The experimental site is located in the foremost part of the
Bayelva river catchment, located in the Brgggerhalvgya peninsula,
to the West of the research base of Ny Alesund, Spitsbergen, Sval-
bard Archipelago, Norway (78055’24” N, 11055’15”E), see Fig. 7.1.
The catchment covers 32 km? and it ranges from 4 to 742m a.s.l.,
facing the Kongsfjorden at the north-eastern side. At the south-
ern border, the catchment is surrounded by steep mountains, that
are characterized by the Austre and Vestre Brgggerbreen glaciers.
The watershed is underlain by sedimentary and metamorphic rocks
[225] and soils show low nutrient content [226]. The Bayelva catch-
ment is characterized by the presence of permafrost, with active
layer depths of about 0.5 to 1.5m [227].

Referring to the three years prior to the samplings, the mean
annual air temperature and relative humidity measured at the Ny
Alesund weather station (located 8m a.s.l. and managed by the
Norwegian Meteorological Institute) were respectively —2.4°C and
70.9% (data accessible via https://seklima.met .no/observations/). The
ground was mostly snow-free from June to September, and daily
air temperature and relative humidity were 5.7°C and 78.3% from
July to August in the same period. The maximum snow depth
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Figure 7.1: Location of the study site (red circle) with indication of toponyms.
Aerial/satellite image modified from TopoSvalbard (courtesy of Norwegian Polar In-
stitute, https://toposvalbard.npolar.no/). Top-left inset: location of study site
(red star) in Spitsbergen, Svalbard Islands (NO). Bottom-right inset: distribution of
the sampling areas for point-scale (black dot), site-scale (red dashed line) and species-
specific (solid lines) samplings. Satellite basemap available in MATLABR2020a,
hosted by Esri.

usually occurred in April, with peak values of 27cm over the whole
period, and the mean annual (water equivalent) precipitation was
588mm /year [228].

The measurement site is located on a slight hill slope, degrading
towards South to a small lake, on the Signehamna formation. Ac-
cording to the European Red List of Habitats [229], the local veg-
etation can be classified as moss and lichens tundra (F.1.2 class),
with dry lichen-prostrate shrubs, sometimes also forming lichen
and moss crust [230]. The vegetation cover is heterogeneous, typi-
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cal of the bioclimate subzone B-C [231], and many vascular plants
constellate the matrix of mosses and lichens, and can be classi-
fied as prostrate dwarf-shrub and herbs tundra (P1)[232]. The
most common vascular species in this area are: Saliz polaris, Carex
rupestris, Saxifraga oppositifolia, Dryas octopetala, Silene acaulis
(https ://svalbardflora. no/) .

There, the measurements of CO fluxes and meteoclimatic vari-
ables were performed, with the same procedure of the Alpine case,
see Chapter 5. In addition, the patchiness of vegetation allowed
for the estimate of the green fractional cover from digital RGB im-
ages and vegetation identification. These informations were used
to assess the contribution of plants to the carbon budget.

7.0.1 Green fractional cover

At each sampling point, we collected RGB pictures at a resolution
of 10Mpixel in order to monitor the composition and fractional
cover of vegetation inscribed within the steel collar (see Figure 7.2).
Digital images were acquired at nadir, i.e. with the camera placed
perpendicular to the soil, at an height of about 50cm above the soil
surface, and the corresponding green fractional cover (GFC) was
estimated for each sampling point. The GFC is the ratio of the
green vegetated surface (vertical projection) to the total ground
surface of measurement.
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Figure 7.2: Example of GFC estimation. Left: original RGB picture; Middle: green-
ness histogram with background threshold (red line); Right: greenness inside the sam-
pling area. Estimated GFC was 0.63.

In recent years, digital photography exploiting vegetation gaps
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revealed from above- or below-canopy pictures has been often used
to obtain accurate, small-scale and cheap estimates of either veg-
etation GFC [233, 234, 235, 236, 237, 238] or, assuming a specific
canopy structure and leaf properties, Leaf Area Index [239, 240,
241, 242]. Here, I used the GFC as a functional descriptor of pho-
tosynthetic vegetation, avoiding any assumption on plant morphol-
ogy, which was beyond the scope of this analysis and, in any case,
speculative. Clearly, such type of estimate does not account for
vegetation layering, which is nevertheless negligible in this Arctic
tundra [243], and therefore GFC ranges between 0 and 1. Pictures
were low-pass filtered to improve the signal-to-noise ratio [244, 245]
and RGB channels were used to obtain a greenness index (g = 2G-
B-R, with R, G and B the brightness of red, green and blue channel
at each pixel). The greenness index allowed to discriminate green,
photosynthetic vegetation form background, following the Liu and
Pattey’s [241] method. Pictures were processed, excluding the area
outside the steel ring from the estimate, thus obtaining the GFC
inside the ring, corresponding to the real measurement surface of
COs fluxes. Estimates of GFC were obtained by an algorithm
that was implemented ad-hoc for the specific sampling geometry
in MatlabR2020a.

7.1 Results and discussion

Three different sampling sets were designed to investigate: 1) the
temporal variability of COy fluxes, by performing 24-h measure-
ments at a fixed sampling point (point-scale samplings); 2) the
drivers of C'O, variability at the site scale (site-scale samplings),
by sampling in points randomly distributed over the sampling site,
which covered an area of about 22000m?; 3) whether and how differ-
ent vegetation types affect the fluxes, by performing measurements
in points covered with the 5 most representative vascular species
in the catchment (species-specific samplings).
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7.1.1 Point-scale samplings

Point-scale samplings were performed for 24 hours across 2 days
of clear sky and stable meteorological conditions at a fixed point,
mostly covered with Carexr spp. The C'O, fluxes and the meteo-
rological variables displayed a sinusoidal temporal behavior dur-
ing the measurement days, with the only exceptions of air pres-
sure, that showed a slightly decreasing trend with average value
of 1023hPa, and soil moisture, that varied irregularly preventing
the identification of a clear temporal evolution. The pattern of
Ecosystem Respiration (ER) and Gross Primary Production (GPP)
matched those of their classical drivers, i.e. air temperature (7},)
and solar irradiance (rs). A net uptake (i.e. negative Net Ecosys-
tem Exchange, NEE) was observed during the day, between about
3:00 and 18 : 00UTC, and net emission (i.e. positive NEE) in the
remaining hours, when solar irradiance dropped below 100W/m?.
Total night darkness is absent during the Arctic summer and there-
fore null irradiance was never attained. The minimum measured
irradiance over the whole campaign was 37.12 W/m? .

The temporal variations of ER and GPP were reproduced by
the classical dependences (5.2,5.3), with large values of the ex-
plained variance (0.73 for ER and 0.86 for GPP), as shown in Fig-
ure 7.3. Best-fit parameter values were a = 1.06umol/m?/s and
b = 0.036°C~! in Equation (5.2), and Fj,,, = —3.23umol/m?/s
and o = —0.021umol/W /s in Equation (5.3). For both emission
and uptake, the introduction of additional variables did not im-
prove the performances of the models in terms of AIC and residu-
als were gaussian (Lilliefors’ test). Therefore, the hourly temporal
evolution of CO, fluxes at point-scale was best explained by the
temporal variation of air temperature and solar irradiance, respec-
tively.

7.1.2 Site-scale samplings

When passing to the site scale, the classical models (5.2, 5.3) showed
very low explained variances for both ER and GPP (see the insets of
Figure 7.3c-d). Therefore, I turned to the multi-regression model
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Figure 7.3: Upper panels: Plots of (a) ER vs Ta and (b) GPP vs rs for point-scale
samplings, with red lines corresponding to best-fit curves, according to Equations
(5.2,5.3). Lower panels: Plots of the measured versus modeled ER (c) and GPP
(d) for site-scale samplings. Modelled values as obtained from Equations (7.1,7.2).
Parameters and statistics as in Table 7.1 (column ‘All’). Inset: explained variance for
models including only the listed drivers.

(5.4,5.6). The Green Fractional Cover (GFC) and soil moisture
(VWC) were selected as additional predictors for the fluxes. The
model identified in this way was

ER = " (ag + a;VIWC 4 aoGFC) + 6, (7.1)
F()Oé()R >

PP=|—""|(Ay+ A AyGF 5 (7.2

G <F0+aoR (Ag+ AL VIWC + AGFC) 46 (7.2)

The corresponding parameter values were reported in Table 7.1.
The temperature response parameter in the ER model, by, corre-
sponds to Q19 = 1.6, that is well within the range of published
estimates for the Arctic tundra [206, 246, 205, 247].
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Parameter Units Vegetation  Class
All \Y% NV MIX
ag pmol /m?/s — 0.17 0.25 0.35 0.33
ay pmol/m?/s  2.63 2.27 3.24 1.12
as pmol /m?/s  0.0035 0.008 0.007  0.005
bo o1 0.074 0.039 0.19 0.042
Ao 0.021 0.13 0.29 0.38
Ay 7.31 3.88 17.89 4.18
Ay 0.0024 0.0099 0.013  0.0027
Fy pmol /m?/s  -2.16 -4.39 -0.78  -2.83
Qg umol /W/s  -0.031 -0.042 -0.0041 -0.015
agmeq.m 0.64 0.69 0.19 0.26
szp,eq.m 0.76 0.73 0.33 0.39
AlCeq 71 -159.51 -25.26 2.76 -25.98
AlICq7.2 -217.76 -26.00 -2.98  -43.66

Table 7.1: Parameters of the best-fit multi-regression model (7.1,7.2) and related
statistics, as obtained for the ensemble of site-scale samplings (All), vascular vege-
tation (V), non-vascular vegetation (NV) and the mix of vascular and non-vascular
vegetation (MIX).

Points were then classified referring to the prevailing cover type,
by defining 4 macro-classes: vascular species (V), non-vascular
species (NV, including lichens, mosses and bacterial soil crust),
bare soil (BS) and mix of vascular and non-vascular species (MIX,
corresponding to pictures where it was not possible to define a clear
predominance of either V or NV over the sampling surface).

As shown in Figure 7.4a, the distribution of the GFC was dom-
inated by small values, mostly confined below 0.20, with sporadic
samplings characterized by a larger green vegetation cover. Large
values of GFC were mostly associated with sampling points where
the cover was dominated by vascular species, class V, while moss,
lichens and bacterial soil crust, included in class NV, showed the
lowest GFC values (Figure 7.4c). Only 4 points (i.e., 2% of the total
sample size) were classified as bare soil, class BS, and therefore were
not included in the following analysis, being a minor component in
this environment (see CAVM-classification [232]). Significant dif-
ferences were found between the mean GFC of V and NV classes
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Figure 7.4: (a) Frequency of the Green Fractional Cover, GFC, in site-scale sam-
plings including all types of cover. Inset: Number of points of the different vegetation
types in site-scale samplings: (V) vascular species; (NV) non-vascular species; (MIX)
mix of vascular and non-vascular species. Box plots of (b) Ecosystem Respiration, ER,
(¢) GFC and (d) Gross Primary Production, GPP, for V, NV and MIX vegetation
classes. Box plots display the median (line), the lower and upper quartiles (box), out-
liers computed using the interquartile range (points) and the minimum and maximum
values that are not outliers (bars).

(P=0.001) and larger variability was associated with V compared
to NV (boxes and bars in Figure 7.4c). Sampling points where a
clear predominance of V or NV species was not present (class MIX)
showed a significantly different mean value of GFC compared to
both V (P=0.03) and NV (P=0.02) classes, with mean value and
variability in between the V and NV ones. Significant differences
between vascular, non-vascular and mixed classes were obtained
also in the ER and GPP mean values (Figure 7.4b-d), where again
we observed larger variability and stronger average fluxes associ-
ated with vascular species, compared to non-vascular and mixed
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ones. Average ER for NV and MIX classes were consistent with
measurements performed by Chae et al. at the same site [248], and
the variability range of both fluxes of NV (bars in Figure 7.4b-d)
agrees with that observed at the Eddy Covariance site of Lloyd
[249], which is dominated by non-vascular vegetation.
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Figure 7.5: Upper panels: Measured versus modeled ER (a) and GPP (b) for vascular
(V), non-vascular (NV) and mixed (MIX) vegetation classes. Lower panels: (¢) ER
explained variance for model (7.1), and (d) GPP explained variance for model (7.1),
including only the listed drivers for the three classes

Empirical models separately derived for the V, NV and MIX
cases led to the identification of the same drivers indicated in equa-
tions (7.1,7.2). As expected, the maximum photosynthetic rate
(i.e. Fy) was higher for V compared to NV and MIX [249]. How-
ever, the explained variance drastically lowered passing from V to
MIX to NV for both ER and GPP (Table 7.1 and Figure 7.5a-
d). Vascular plants were characterized by explained variances that
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were similar to those identified for the whole set of measurements
(‘All’ in Table 7.1). In contrast, non-vascular and mixed vegeta-
tions showed explained variances lower than 0.50 and none of the
other measured variables enhanced the model representativeness.
The presence of GFC as one of the drivers for NV fluxes is presum-
ably due to the presence of (green) mosses, and to the fact that
assigning a point measurement to one of the vegetation classes was
based on the prevailing cover type, which cannot exclude the oc-
currence of small subdominant individuals of vascular species in
points classified as NV. In any case, the increase in explained vari-
ance generated by the introduction of GFC in the multi-regression
model decreased from V to MIX to NV (Figure 7.5¢,d). Conversely,
the contribution of VWC increased from V to MIX to NV (Figure
7.5¢,d).

7.1.3 Species-specific samplings

Given the relevant role played by vascular vegetation in the car-
bon flux budget, I explored whether different vascular species were
associated with a different behavior of the carbon fluxes through
species-specific samplings focused on the local vascular species pool:
Carez spp. (CX), Dryas Octopetala (DR), Saliz Polaris (SL), Sax-
ifraga Oppositifolia (SX) and Silene Acaulis (SI). See for instance
https://svalbardflora.no/ for detailed descriptions.

The same species growing over soils with dissimilar chemical
properties may result in different plant functioning, and therefore
in different fluxes [178, 250, 177, 251]. For this reason, species-
specific samplings were conducted in areas as close as possible in
order to reduce the possible intraspecific and interspecific variabil-
ity due to possible variations in soil chemistry. The species-specific
samplings were performed in the same area of the site-scale sam-
plings (Fig. 7.1).

Comparing the meteo-climatic variables and C'Oy fluxes for each
couple of species-specific measurements, solar irradiance showed no
significant differences between classes, with the only exception of
the couple CX-SI. Significantly larger atmospheric pressure and sig-
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nificantly lower air humidity were recorded for CX samplings. DR
showed significant differences in the mean soil temperature and soil
moisture (also shown in Figure 7.6d), compared to other species.
The average green fractional cover (Figure 7.6¢) was significantly
different between most species, except for the couples CX-SL, CX-
SX, SL-SX and DR-SI. Fluxes were significantly different between
most of the species, except for the couples of DR-SI and SL-SX
that did not show significant differences in ER, NEE and GPP.
ER was comparable (P > 0.05) between CX-DR, CX-SI, DR-SI
and SL-SX, and NEE was comparable (P > 0.05) between CX-
SL, CX-SX, SL-SX and DR-SI. As already observed for site-scale
samplings, more intense (lower) GPP matched higher ER (Figure
7.6a,b), and, across species, the magnitude (absolute value) of both
fluxes was higher for DR and SI, although those were also highly
variable, while SX showed the less intense mean ER and GPP, as
well as the lowest variability. Such patterns are consistent with
other species-specific studies in the same catchment [252].

Following the same procedure discussed above, a suitable em-
pirical model was estimated for each of the vascular species. First,
the classic models (5.2,5.3) were tested, which explained flux vari-
ability to only a limited extent (szpl ranging from 0.32 to 0.49
for ER and from 0.08 to 0.38 for GPP), although larger explained
variances were obtained in these species-specific samplings com-
pared to site-scale samplings. Then, we turned to multi regression
models, obtaining the same models as for the site-scale samplings
Egs. (7.1,7.2), where again GFC was responsible for the largest
enhancement of the explained variance. Estimated parameters and
statistics are reported in Table 7.2. Patterns of F (i.e. the maxi-
mum photosynthetic rate) between species closely follow the ones
of [243]. Significant differences between some of the species were
obtained in parameters related to GFC (i.e. a; and A;). In par-
ticular, the SI and DR parameters did not show any significant
difference, as well as SL and SX, while CX was in between those
two groups, showing significant differences in a; compared to DR,
but no differences with respect to SI.

No significant correlations were found between GFC and VWC,
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Figure 7.6: Box plot of the Ecosystem Respiration (ER, a), Gross Primary Pro-
duction (GPP, b), Green Fractional Cover (GFC, ¢) and Volumetric Water Content
(VWC, d) for species-specific samplings: CX=Carex spp., DR=Dryas Octopetala,
SL=Salix Polaris, SX=Saxifraga Oppostifolia and SI=Silene Acaulis. Box plots dis-
play the median (line), the lower and upper quartiles (box), and the minimum and
maximum values (bars).

for any of the species. This excluded cross-correlations in the
model, potentially resulting from the effect of the biomass on the
local soil moisture (e.g., larger biomass could have higher water de-
mand, resulting in the reduction of soil moisture in the root zone).

Merging all vascular species (column ‘All Spp’ in Table 7.2),
the best models were again those including GFC and VWC, with
explained variance comparable with that obtained for site-scale
samplings (Table 7.1). Significant differences between site-scale
samplings and the merged vegetation case (‘All Spp’ in Table 7.2)
were observed not only in the mean value of the fluxes (P = 0.003
for ER and P = 0.005 for GPP), but also in model parameters
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Parameter Vegetation Species
CcX DR SL SX SI All Spp.
ao 0.92 0.46 0.18 0.11 0.22 0.18
ay 0.48 0.69 1.48 0.97 0.57 1.61
as 0.0032 0.0014 0.005 0.0032  0.0020 0.0034
bo 0.044  0.082 0.054 0.097  0.132 0.071
Ao 0.41 0.13 0.34 0.20 0.19 0.018
Ay 2.28 247 3.77 5.7 2.18 3.63
Ag 0.0084 0.0014 0.0052 0.0019 0.0003  0.0042
£y -790  -6.15 -5.38 -2.95  -20.63 -6.06
o -0.011  -0.059 -0.014 -0.017  -0.022 -0.02
Uzmeq_“ 0.63 0.66 0.65 0.63 0.74 0.70
OerpeqT.2 0.59 0.56 0.85 0.57 0.72 0.789
AlCeq71 3.31 -9.85 -6.56 -5.56  -19.03  -109.26
AlICcq 72 2.00 -3.54 -10.09 -1.99  -22.13 -119.67

Table 7.2: Parameters of the multi-regression models and related statistics for the
species: Carex spp. (CX), Dryas octopetala (DR), Salix polaris (SL), Saxifraga op-
positifolia (SX), Silene acaulis (SI) and all the 5 species merged together (All Spp).
Same units as in Table 7.1.

related to GFC (P = 0.04 for a; and P = 0.01 for A;), presumably
owing to the contribution of non-vascular vegetation to the fluxes
in the full site-scale samplings. This suggests that the total flux
and its variability at site scale cannot be explained solely by the
vascular species contribution, despite the fact that the fluxes for
vascular vegetation were larger than for non-vascular vegetation.
Conversely, the models estimated for the merged species-specific
samplings and the vascular class in site-scale samplings did not
show significant differences, confirming that the selected species
properly represented the behavior of the vascular plants in this
area.

7.1.4 Interpretation

At the peak of the growing season and over short periods, differ-
ent drivers determine the temporal and spatial variability of CO,
emission and uptake. At point-scale (small circular plots with a
diameter of about 29cm), most of the temporal variability of the
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fluxes at a fixed location was explained by the classical univariate
dependencies of ER and GPP on air temperature and solar irra-
diance, respectively. When zooming out to the site-scale (of the
order of 150 x 150m?, representative of the local vegetation com-
munity and soil heterogeneity), the standard functions explained
only a small fraction of the flux variability, dictating the need for
multi-regression models, in which soil moisture and green fractional
vegetation cover of plants emerged as essential drivers besides the
classical ones. In addition, the C'O; fluxes depended on the vege-
tation composition within the sampling area. This indicates that
at site-scale most of the variability is related to the spatial hetero-
geneity of soil moisture and vegetation.

Vegetation effects on fluxes are expected to depend on plant
characteristics, such as the leaf area [253, 197, 254], where plant-
atmosphere gas exchange occurs via plant stomata, on the green
biomass [207], that contains chlorophyll, and on species-specific re-
sponse to environmental drivers at comparable biomass [252, 243].
Here, the green fractional vegetation cover (GFC) was used as a
bulk descriptor of the vegetation area prone to gas exchanges. In
general, GFC may underestimate vegetation effect compared to
the green or leaf area index, because it does not account for wilt-
ing biomass, reddish plant elements or leaf layering. Nevertheless,
this site is characterized by very limited stratification and vertical
development of vegetation[243]. Only sporadic measurements were
performed on wilting vegetation and solely the margin of Sazifraga
oppositifolia showed reddish nuances, which are therefore not in-
cluded in the GFC computation. On the other hand, GFC has the
advantage of accounting also for moss cover, which is neglected by
LAI estimates [206].

The GFC resulted to be the strongest additional predictor of
the fluxes, because it was associated with the largest enhancement
in the explained variance, for both single vascular species (species-
specific samplings) and mixed vascular and non-vascular vegetation
(site-scale samplings). This suggests that a large portion of ER is
generated by autotrophic respiration. Soil moisture (VWC) was
the second most significant additional predictor, combining effects
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from precipitation and active layer thawing (similarly to what was
observed for the Alpine tundra in Chapter 6, and the Antarctic
tundra [255]). Soil moisture is a recognized constraint for fluxes of
poikilohydric vegetation such as mosses and lichens [205, 253, 256].
This was for instance suggested to be the main limit of the Eddy
Covariance (EC) modelling study of Lloyd [249] in the same site
at peak season. Furthermore, soil moisture can impact C and N
mineralization, thereby affecting C'O, assimilation [257]. The pre-
dictors identified here agreed with and extended those highlighted
by Li et al. [247] and Cannone et al. [243], for the same sampling
period and site, including the drivers in the non-linear modelling
framework.

An important point concerns the role of vascular versus non-
vascular vegetation. The mosaic structure of the Arctic tundra is
characterized by isolated vascular species nested inside a matrix
of non-vascular elements, such as lichens, mosses or bacterial soil
crust [258]. Despite the significant area occupied by non-vascular
vegetation, the contribution of vascular species was observed to be
the most relevant to the site carbon fluxes, and vascular species
showed, on average, ER and GPP that were significantly larger
than the non-vascular ones. Random sampling of the surface indi-
cated that most of the measurements involved vascular vegetation,
or a surface partially covered with vascular vegetation (class ‘MIX’
in Figure 7.4), suggesting that the spread of vascular plants was
not negligible at this site, in keeping with Yoshitake et al. [259].
Vascular plants are late successional species in the tundra biome
[256, 259] and are expected to be facilitated by the effects of climate
change [260]. Higher temperatures, broadened growing season and
larger water availability [261, 144] may possibly result in vascu-
lar species outcompeting pioneering vegetation[256, 260], such as
lichens and mosses, and driving the carbon dioxide exchanges of
the Arctic tundra in the future.

While exploring the differences between vascular vegetation classes,
the same drivers of site-scale samplings were obtained. Significant
differences between model parameters related to the green frac-
tional cover (a; and A; in (7.1,7.2)) estimated for different vegeta-
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tion classes suggested a further distinction of vascular classes into
functional groups, hinging in particular on the different response of
carbon fluxes to the same green fractional vegetation cover. Indeed,
different values of the model parameters for the same GFC indi-
cated a species-specific response. Such results mirrored the signif-
icant differences between species, which were comparable between
SI-DR and SX-SL, while CX showed hybrid characteristics between
these two groups. The observed differences in the flux response to
the GFC may depend on the vegetative cycle of the species along
the growing season, as for instance the flowering and seed dispersal
of SL and SX occur early in the season (nttps://svalbardflora.no/),
possibly resulting in an anticipated vegetative peak compared to
other species. The species grouping (i.e. SI-DR vs SX-SL) agrees
with the results of a cluster analysis based on microhabitat for the
same site [262], possibly suggesting that plants belonging to the
same group not only display similar functioning but also favour
similar substrates. Previous studies also suggested that differences
in fluxes can be correlated with the successional status and nu-
trient content along a deglaciated transect in this catchment [252]
and with functional types related to ecosystem processes [263, 264].
Nevertheless, all the above interpretations are based on a classifi-
cation that relies on plant functioning rather than on their mor-
phology, and a unifying modeling framework is still missing.

The main outcome of this analysis was a data-driven model of
carbon dioxide emission and uptake that accounts for all the above
drivers. This is one of the few attempts to build empirical models
for ER and GPP variability at fine scale in the High-Arctic tundra.
Interestingly, in the site-scale samplings larger explained variance
were obtained for GPP compared to ER model. Similar modelling
efforts focussing on the Arctic tundra also detected this gap in the
ability of models to capture ER variability [206, 205, 204], despite
including also drivers such as thaw depth and nitrogen content.
Moreover, the explained variance of Eq. (7.1,7.2) drops in the
case of non-vascular vegetation, consistently with the findings of
Segal and Sullivan [205]. This may suggest that, to date, models
at site to landscape scale are still limited in their ability to re-
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produce the processes that regulate C'Oy fluxes from lichens and
mosses. By contrast, the modeling of fluxes associated with vas-
cular species resulted in much larger explained variance compared
to non-vascular case, both at site scale and in species-specific sam-
plings, with values comparable for instance with [205]. Overall,
the explained variance of the models for ER and GPP in both site-
scale and species-specific samplings were comparable or higher than
other published models for the Arctic region [206, 205], with the
advantage of relying on solid theoretical assumptions on the role of
additional drivers in Eq. (7.1,7.2). Specifically, Eq. (7.1,7.2) are
derived from the hypothesis that additional drivers act to perturb
the parameters in Eq. (5.2,5.3). Such hypothesis is supported by
observations showing that the light-saturated photosynthetic rate,
Fiar in Eq. (5.3), can depend on nitrogen leaf content [252] or
LAI [197, 265], which may result from the photosynthetic capacity
of plants being influenced by environmental constraints.
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Wildfires



Chapter 8

Plant-Fire interactions

Climatic drivers are generally used to predict fire occurrence and
fire spread [266, 267]. Changes in climate, such as increased inci-
dence of droughts or duration of dry season, are expected to affect
the typical fire regime (see table 3.1 in Chapter 3) in certain ar-
eas of the globe [268, 269, 133, 270, 271]. At the same time, fire
regimes also depend on biological feedbacks [272, 273, 274, 275] (see
also Figure 3.1 in Chapter 3). Plant types influence fire primar-
ily in terms of the availability, continuity and flammability of fuel
(276, 277, 278, 109, 279]. In turn, fire can have important implica-
tions on ecosystem structure. For instance, in tropical ecosystems
fires are seen as instrumental in preserving savannas, in areas where
a closed tropical forest might be expected when accounting solely
climatic conditions [118, 280, 115, 281, 105, 282]. Similar examples
of fire role in maintaining ecological stability have been shown in
boreal [120, 121, 122, 123] and temperate forests [124, 125, 126].
Thus, the modeling of fire dynamics involves several feedbacks be-
tween plants, fires and climate, at differing spatial and temporal
scales [274, 279, 120, 97].

Plants can adopt strategies to deal with the (multiple) envi-
ronmental stresses and disturbances, that they face during their
evolutionary lifetime [107]. Within a certain environment, plant
communities are shaped on the one hand by assembly dynamics,
such as competition, and on the other hand by adaptations to dis-
turbances, such as fire [283]. At the plant level, these processes

4
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lead to specific physiological plant traits [284]. Plant adaptation
can be mediated by multiple traits, creating the so-called “trait
syndromes” [284, 274].

Fire regimes influenced the development of several adaptations
that mostly interest post-fire plant recruitment and plant persis-
tence during a fire event [285, 286]. Examples of post-fire plant
recruitment strategies can be serotiny, (i.e. seed release from the
canopy after fire), that typically develops in conifers (e.g. [279]),
or enhanced seed germination owing to heat or to chemical com-
pounds released during fire [287, 288|. Plant persistence is instead
associated, for instance, with resprouting ability (i.e. shoot growth
from unburned biomass where carbohydrates are stored, such as
roots), which is for example essential for juvenile survival in fre-
quently burned savannas [289, 290], or a thick bark providing cam-
bium thermal insulation and limiting the damage caused by rela-
tively low intensity, surface fires [286, 291]. See for instance [107]
for a general description of the above adaptations.

Three fire syndromes can be identified [285], corresponding to
species that survive fires either at individual level or at popula-
tion level, or to species that do not tolerate fires. Plants that cope
with fire at individual level can have thicker bark or can readily re-
sprout after intense fires. Species that survive fires at population
level, on the other hand, generally have elements of their life cycle
closely tied to fire, including germination caused by combustion,
serotiny or enhanced flammability to increase the frequency and
intensity of fires to the detriment of non-resprouting competitors
[286]. Finally, fire-intolerant species have few adaptations to fire
and are generally found in areas where fires are infrequent [285].
Plants displaying the above three fire syndromes are also named,
respectively, fire resisters, fire embracers and fire avoiders in classi-
fications of boreal species [121]. Here, I also underline that plants
are adapted to a given fire regime, and not to fires per se, which
means that beneficial traits in a certain fire regime may be ineffi-
cient under a different fire regime [107, 292].

In a community made of different species, plant traits reflect
the trade-off between strategies, with for instance most competi-
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tive species often maximizing growth in productive systems at the
expense of resilience to fire [293, 294]. Hence, fire adaptation strate-
gies, together with classically studied assembly processes, such as
competition for resources, may fundamentally determine the sys-
tem dynamics in fire-prone environments, possibly triggering al-
ternative ecological states [295, 296]. According to this idea, I ex-
plored plant-fire relationships and how plant traits affect the long-
term ecological state of the system (i.e. the community composi-
tion). Specifically, I addressed the following questions: (i) What
set of characteristics can plants display, in relation to the different
emerging fire regimes? (ii) Which characteristics, if any, is associ-
ated with the emergence of different plant communities? And (iii)
what are the most relevant effects of these plant characteristics on
the communities?

[ used a conceptual process-based model (sensu [297, 298]) that
included plant-plant and plant-fire interactions. Plants were repre-
sented as functional types (PFTs), defined in terms of plant struc-
ture, response and functioning [299, 285, 300]. Different PFTs were
identified by their main characteristics, that describe the functions
and responses to external stimuli. The characteristics are related
to different sets of traits. The model was calibrated to represent
the main PFTs in different biomes worldwide, so that given a set
of PFTs that are adapted to the abiotic conditions of a certain
geographical area, I could predict the resulting communities, using
only a minimal set of characteristics.



Chapter 9

Methods

A new process-based model was implemented to describe the dy-
namics of fire-prone plant communities, including competitive dy-
namics during fire-free periods, stochastic fires and post-fire recov-
ery. This model is a generalization of the approach of Baudena et
al. [301], developed for Mediterranean forests.

Plants are represented by aggregating them into functional types
(PFT), which refer to either key species, genus, or functional groups,
depending on the case. Each community was conceptualized as
composed of three PFTs, that corresponded to two trees (a dom-
inant tree, PFTi, and a subdominant tree, PF'T5) and a field-
layer vegetation (PFT3, formed of grasses or shrubs). The PFT)
and PF'T, trees were better competitors than the PFT3. Three
main plant characteristics drove community dynamics: competi-
tive ability (mostly representing shade tolerance); fire resistance
(encompassing several traits from individual to population level)
and vegetation flammability (driving fire occurrence).

9.1 Competition model

During fire-free periods, PFTs succession is regulated by plant com-
petition for resources (mostly light in this work), with an implicit
space representation, following the approach of Levins [302], Hast-
ings [303] and Tilman [304]. The spatial domain is qualitatively
defined as an area where the seeds of all the plant types can dis-

7
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perse homogeneously (of the order of 100 x 100m?). The sum of
all the processes at individual level that lead to colonization of
new sites, local extinction and plant replacement is accounted for
by the parameters that regulated the dynamics at the population
level, and a hierarchy between species was assumed. Between two
consecutive fires, the dynamics of the system is governed by three
ordinary differential equations [304] for the variables b; (i = 1,2, 3),
that represent the fraction of the reference area that is occupied
by PFT; (0 <b; < 1),

db
dtl = c1bi(1 — by) — maby, (9.1)
db
dt2 = Czbz(l — b1 — b2) — m2b2 - C1b1b27 (92)
db
d: — 0363(1 — by — by — bg) — mgbg — c1b1b3 — cobobs. (93)

where t represents time (in years, yr). The sum of total plant
cover and empty space is normalized to 1, with 1 — 32, b; being
the amount of empty space. The parameters m; are the plant
mortality rates (yr—!), while ¢; are the colonization rates (yr—1),
that encapsulate the processes of seed production, germination,
and establishment in a single term. In this representation, each
plant type can colonize both empty spaces and sites occupied by
inferior competitors, with ¢;b; the fraction of colonizable space that
PF'T; can occupy per time unit.

9.2 Wildire model

wildires are modeled as instantaneous, stochastic events, with prob-
ability of occurrence that is exponentially distributed and with av-
erage return time 7 (in yr) (following e.g. [305]). Since in nature
wildfires emerge as a function of vegetation structure and environ-
mental conditions [306, 274], in the model the average return time
depends on fuel availability and community composition, taking
into account the flammability of the different PF'Ts, rather than
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being imposed. Continuous and abundant vegetation (represented
by b; in this model) is thus associated with higher ignition prob-
ability. Plant flammability is represented by the parameter L;:
larger flammability determined more frequent fires. In particular,
I assume that higher cover of the more flammable PFTs decreased
the average fire return time [301, 307, 305 by defining

1

>3 bl +e
Here, the term e ensures that the fire return time would be very
large (1/e = 10* yr) but not infinite, if total plant cover is zero. A
minimum fire return time was also set to 1 or 2 years, depending
on the target community. This represents the time needed for the
recovery of the ecosystem after fires, since burned ecosystems are
not immediately fecund for new fires. Notice that equation (9.4)
introduces a feedback between the probability of fire occurrence
and the composition of the plant community because the plant
cover, which is affected by fires, in turn determines fire occurrence.
As a consequence, different fire histories may result in alternative
ecological states, with dissimilar communities (e.g. [305, 307, 124,
308]).

The variety of plant post-fire responses were summarized into
one parameter, R; (varying between 0 and 1). After a fire, each
PFT; retained a fraction, R;, of the original cover before fire.
Thus, the cover of plants that have no fire resistance at either
plant or PFT level (R; — 0), was reduced to nearly zero. Vice
versa, plants with high individual fire resistance (due for example
to resprouting ability, thick bark, etc.) retained a larger fraction
of their pre-fire cover, with R; = 1 representing extreme fire re-
sistance (ideal resprouters). Finally, I assumed that PFTs that
do not display individual fire resistance, but survive at population
level, having for instance an extensive seed bank that survives fires,
can be represented by intermediate to low values of this parameter
(R; =0.2—-0.5).

Finally, in a subset of runs, I accounted for the possible arrival
of seeds from the surrounding areas (e.g., trough wind or animal

Ty = (9.4)
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transport), preventing a certain PFT from disappearing after a fire.
This was achieved by including a small threshold § = 10~* such
that, when R;b; =~ 0, the vegetation cover would be set to d.

9.3 Non-dimensionalization

The above model can be mapped into the Lotka-Volterra’s compe-
tition model, with null interspecific competition [309, 310, 311] by
defining

(7 i=1,2,3 (9.5)
C; — my;
T=1t(c; —my) (9.6)
pi= s (9.7)
C1t —my
(9.8)

with u; the rescaled vegetation cover of PF'T;, 7 the non-dimensional
time and p; the ratio of net growth rate of PFT; and PFT;. Thus
Eq. (9.1-9.3) became

du1

du
d: = pouz (1 — agrug — u2), (9.10)
du
d: = psus (1 — ag1uy — asous — ug). (9.11)

Such rescaling defines the competition strength of PFT} on PF'T;,

being k£ < i as
Qg = (C’“ - m’f) <C’“ + Ci) , (9.12)
. cr

which is the decrease in per-capita colonization rate of PF'T; caused
by PF'T}.. Note that, by this non-dimensionalisation, the number
of free parameters is reduced by one unit compared to Eq.(9.1-9.3).
However, estimating all ¢; and m; of each PFTs remains necessary,
in order to define a realistic range of a;;, as these competition
parameters are virtually impossible to estimate.
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The above rescaling also allows for defining a non-dimensional
average fire return time:

1

O = ———
d >3 gl

(9.13)

Which identifies [; = L;/¢; as the non-dimensional flammability of
PFT;.

9.4 Parameter setting

I focused on three plant communities observed in different regions
of the globe where fires play a recognized role: Mediterranean
forests and shrublands; tropical humid savannas and forests; and
boreal forests. In each area, three PFTs were chosen to be rep-
resentative of the main types of plants in the local vegetation in
terms of structure and fire responses.

The hierarchy among the PFTs was established by considering
juvenile and adult shade tolerance. The dominant trees, PF'T7,
were usually plants that can grow under scarce light availability.
The sub-dominant trees, PF'T5, did not stand very low levels of
light but persisted more easily than field-layer PF'T5 in partially
shaded environments. PF'T3 was affected by the shade of the other
PFTs.

The parameters for each PFT were estimated from published
data, calibration of similar models and botanic repositories (e.g.,
US Fire Effect Information System, FEIS) as follows. See Table
9.1 for the chosen values (called ‘reference values’ in the follow-
ing). First, I obtained mortality rates and colonization rates for
each PFT in the absence of competition and fires. Mortality rate
was computed as 3 times the inverse of the PFT average lifespan:
if colonization is inhibited, plant cover decays exponentially (i.e.,
b x e~™), becoming negligible within a characteristic time, which
depends on the average lifespan of the species. The colonization
parameters were defined following published estimates, together
with additional information about growth time, spread rates and
steady state achievement time after almost total plant burning (see
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detailed description below). Flammability indices were determined
by considering the typical fire return time in communities where
the PF'T represents the prevailing cover. When the domain is en-
tirely covered by a certain PFT;, Eq. (9.4) gives L; ~ 1/T} (since
e is negligible and b; — 1), which defines the flammability as the
inverse of the average fire return time in a community dominated
by PFT;. The fire resistance of plants was classified into three
main categories, namely low, intermediate and high fire resistance
(in analogy with [285]) by using information on bark thickness,
serotiny, post-fire resprouting strategies and rate of survival to fre-
quent and intense fires. In the following a detailed description of
the PFT characteristics is given for the three case study. Given
the intrinsic ecological uncertainty in determining the parameter
values, they are to be intended as reference values, around which I
performed sensitivity analyses.

Mediterranean community. The Mediterranean Basin was
used as a representative example of the Mediterranean biome. Most
of the parameters were set following [301], in which the model was
parameterized and calibrated by means of field measurements from
different areas in the Mediterranean basin. Mediterranean forests
mostly comprise broad-leaved species, with a dominance of Holm
oak, Quercus ilex [312] in the Mediterranean Basin. These ever-
green oaks are late successional [313], and can outcompete pines
and shrubs by the creation of a closed canopy in mesic environ-
ments [314, 315]. Hence, I followed [301] in choosing Holm oak
as the dominant PFT;. Oaks accumulate low amount of fine
and dead standing fuel, and their understory is typically moist
[316, 317, 318, 319, 320]. As a result, fires are infrequent in oak
forests (fires return time of about 500yr [301]). In most xeric con-
ditions, oaks are accompanied by conifers as Aleppo pine, Pinus
halepensis, and Brutia pine, Pinus brutia [321, 322]. Thus, PFT)
represented pine species. Fires are more frequent in pine (with
average return time of 50yr [301]) than in oak stands, owing to
their morphology [323] and to needle summer senescence, which in-
creases dry fuel accumulation on the ground [279]. While Mediter-
ranean oaks are strong resprouters, thus having high resistance to
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Parameter name Symbol Mediterranean Tropics Boreal NA Units
PFT; Quercus ilex Forest trees  Abies balsamea
Plant Functional PFT, Pinus Savanna trees Picea mariana
Type
PFT; Rosmarinus, C4 grasses Rhododendron
Cistus, Ulex, groenlandicum
Brachypodium
c1 0.047 0.20 0.1
Colonization rate ca2 0.053 0.15 0.13 yr—1
Cs 0.3 20 1.7
my 0.0025 0.01 0.033
Mortality rate ma 0.008 0.06 0.015 yr—!
ms 0.03 3 0.01
Ly 1/500 1/1000 1/250
Flammability Ly 1/20 1/5 1/75 yr—!
Ls 1/10 1 1/50
Ry 0.85 0.10 0.05
Fire resistance Ry 0.40 0.70 0.45
R3 0.50- 0.85 0.85

Table 9.1: Reference plant type (PFT;) and parameter values of colonization rates
(¢i), mortality rates (m;), flammability (L;) and fire resistance (R;) of PFT} 23 as
parameterized for Mediterranean, tropical and boreal North America (NA) communi-
ties

fire at individual level, pines rely upon post fire seed germination
[279]. Pine aerial seed banks become available early after fires and
persist for about 2yr [324, 325]. However, pines only produce seeds
when mature (after about 10yr, [326, 325]). Hence, the survival of
the population depends on the presence of adults within dispersal
distance (< 100m [327]) and on fire severity, given that crown fires
may affect cones, and that the thin juvenile bark will not effec-
tively shield the saplings even from low intensity fires [323]. Here
and in the following case studies, an intermediate range of fire re-
sistances was assigned to seeders (R; = 0.4 — 0.55ca. for pines).
This represents the fact that the recovery of the pine population
is fast, though slower than for resprouters, and frequent fires can
reduce its seed bank, lowering its overall resistance [301]. In the
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understory, many shrubs are obligate seeders (e.g. Rosmarinus
officinalis, Cistus spp., Ulex parviflorus, etc). In this work, I sim-
plified the model of Baudena and coauthors [301] by including only
one field-layer PET (PFT5), which corresponds to a shrub seeder
with characteristics that are averaged among the species considered
by Baudena et al.: Rosmarinus officinalis, Cistus spp., Ulex spp.,.
Similar results are expected for the Brachypodium retusum, which
is a resprouter grass with intermediate fire resistance (R; = 0.4
in [301]). Shrubs produce abundant seed banks and their seedlings
quickly germinate after fire. Succession that has reverted from pine
to more flammable shrubs [328] and stalled in shrublands has been
observed [329, 330, 331, 332].

Humid tropical community. Among the fire prone ecosys-
tems, tropical savannas and forests are possibly the most well-
known example of two alternative ecological states occurring un-
der the same climatic conditions (e.g. [280, 105, 118, 281]). Fires
were broadly used to justify the maintenance of humid savannas as
alternative to tropical forests. Most rain forest species are seeders
having fire-sensitive trunks [333, 295] and therefore they have low
fire resistance at both individual and population level. The wide
variety of species that grow within tropical forests is challenging
for modeling them [334]. Herein, I considered a generic shade-
tolerant rainforest tree as PFTi. These trees are typically long-
lived plants (with ages spanning from about 200yr to more than
1000yt [335]). The dense canopy of broad leaves creates a mesic
and shady understory and therefore fires are infrequent in tropical
forests (average fire occurrence of at least 1000yr, see satellite data
in [105]). Under the same climatic conditions, forest trees were
showed to grow faster than savanna trees [336], owing to a rapid
radial growth [337], a great tolerance of light scarcity [338] and an
easy recruitment [339, 338, 340]. The PFT, represented savanna
trees, owing to their lower shade-intolerance compared to forest
trees. Typical savanna trees are fire-resistant and fire-resilient
woody species, with open crown architectures, which preferably
grow surrounded by a strongly shade intolerant, flammable grassy
understory [333, 295, 116, 341, 342]. The PF'T3 represented the
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strongly shade-intolerant savanna C4 grasses. For the parameter-
ization I used Accatino et al. [119], which reported values for life
span of savanna trees and grasses in the order of 10-100yr and
1-3yr, respectively. The authors estimated the colonization rates
of Tilman’s model with unlimited water resources, by assuming
that it takes 5-100yr for the trees, and 20-180d for grass to achieve
the steady state. The flammability of trees and grasses was set re-
spectively to 5yr and 2yr, by using remote sensing measurement
presented in D’Onofrio et al. [105]. Finally, the fire resistance of
grass and trees were chosen considering the added mortality (f and
dr) in Table 1 of Accatino et al. [119], being f = 1 — R, with R
the fire resistance of the present model.

Boreal community. Differing communities as well as differ-
ing fire regimes characterize North America and Eurasian regions
[121], thus PFTs will be specific species. Specifically, I referred
to the case study of Couillard et al. [122] for North America
(NA), considering the tree species as the Black spruce, Picea mar-
tana, and Balsam Fir, Abies Balsamea. In the absence of distur-
bances, Balsam Fir is observed to displace Black spruce, hence
the former is chosen as PFT; and the latter as PFT,. Both
species can be accompanied by shrubs growing in canopy gaps,
such as Labrador tea, Rhododendron groenlandicum, that we chose
as PFTj3. According to Couillard et al. [122], conversions from
spruce- into fir-dominated forests were observed in paleoecological
records, matching a shift in fire frequency. Most information about
North American boreal species were obtained from US-FEIS re-
views (https://Www.feis—crs.org/feis/). Black spruce is a moderately
shade tolerant, fire embracer [121]. In favorable conditions, its life
expectancy is 200 to 250yr. As reported in [343] and references
therein, its semi-serotinous cones open soon after fires and seeds
establishment occur mostly within 5 post-fire years. The layered
structure and resinous chemical contents render black spruce trees
rather flammable, with an average fire return-time across spruce
communities of 75yr. Where present in the ground seedbank, black
spruce dominates the community after about 50 post-fire years,
however it is replaced by late successional species, such as bal-
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sam fir or northern white cedar without fires. Balsam fir trees
are short-lived (average life span is 90 — 100yr) shade tolerant, fire
avoiders [121, 122]. See also [344] for an exhaustive review. De-
spite being a prolific seed producer, Balsam fir is among the least
fire-resistant conifers in North America, because seeds are often
destroyed by fires. So, the species recovery relies on rare adult sur-
vivors in protected patches in the forest or neighboring unburned
sites. Therefore, this species is usually absent for the first 30 — 50yr
after fires. Balsam Fir and Black spruce can be accompanied by
shade-intolerant shrubs growing in open-canopy forests, such as
Labrador tea, Rhododendron groenlandicum. This long-lived, pi-
oneer species readily sprouts from stems, root crown or rhizomes
after fires. Fires are common in Labrador tea communities, with
average fire interval of 50yr. Evidences of complete recovery are
observed in about 5 — 10 post-fire years [345].

9.5 Sensitivity analysis

The analyses performed in this study can be divided into two parts:
(i) ‘PFT characteristics’, where I studies the relationships between
characteristics within an isolated PF'T stand, and how these charac-
teristics relate to the resulting fire frequency, and (ii) ‘Community
emergence’, to show whether, given a set of plants adapted to the
same climatic and environmental conditions, the PFT characteris-
tics relate to the emergence of different possible communities.

In both the ‘PFT characteristics’ and the ‘Community emer-
gence’ analyses I explored the parameter space by varying the
parameter values, that are shown in Table 9.1. For each set of
parameters, 50 runs were performed (simulation time: 15,000yr)
to capture the variability in plant covers due to both the initial
condition and the stochasticity of fire return time. Across these
runs, the initial vegetation cover of all PFTs included in the com-
munity was randomly varied between 0.01 and 0.95, fulfilling the
condition of the total vegetation cover being less than 1, > b; < 1.
The average vegetation cover before fire, (b), was obtained by first
calculating the mean value of the cover before fires over the last
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20% of simulation time within each of the runs, and then averaging
across all runs for each parameter set. This value was then used
as an indicator of either isolated PFT establishment (‘PFT char-
acteristics” analysis) or PFT success in communities (‘Community
emergence’ analysis).

In the ‘PFT characteristics’ analysis, I studied the dynamics
of each specific PFT, by setting the cover of the other PFTs to
zero. For these analyses I will drop the subscript ¢ for all the
variables and parameters since only one PFT was considered. 1
varied fire resistance, R (between 0.05 and 0.9, in steps of 0.05) and
flammability L (between 0.001yr—! and 0.99yr™!, increasing by 1.5
times its value in each step), keeping all other parameters constant.
For each set of parameters, the resulting average vegetation cover
before fire, (b) (calculated as explained above), was used as an
indicator of success of a certain association of plant characteristics.
The same procedure applied to obtain (b) was also followed to
compute the average fire return time, (T'), i.e. the average time
between subsequent fires, representing fire regime in this model.

In "Community emergence’ I explored which communities emerged,
across the parameter space identified by a broad neighborhood of
the typical values reported in Table 9.1 for the three case studies.
The full model includes twelve parameters (excluding the two small
thresholds, ¢ and §) and, among them, only fire resistance (R;) has
a limited range of variability. The corresponding parameter space
is thus a potentially infinite hypervolume. To exclude unrealistic
parameter combinations and limit the parameter space, I explored
the space around the values identified for the real communities,
Table 9.1. Fire resistances R; were varied in the range 0.01 — 0.90
in steps of 0.01, while the other parameters, i.e. ¢;, m; and L;, were
varied in a realistic broad range, from 0.5 to 2 times the reference
value (flammability was increased to 1.05 its value in each step,
while colonization and mortality rates were varied dividing the ex-
plored range into 40 steps). In each run, colonization rates ¢; were
always larger than the associated mortality rates m;, in order to
avoid plant self decay [304].

First, I studied which plant characteristics are associated with
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the emergence of different plant communities. To this end, I varied
one parameter at a time as described above, while keeping all the
unchanged parameters at their value reported in Table 9.1, and I
looked for those that caused larger numbers of community shifts in
the long-term. For each parameter set, several runs were performed
and PFTs having average cover before fire, (b), lower than 0.03 were
considered to be extinct.

Secondly, I focused on the characteristics that mostly influenced
the long-term community, based on the results of the previous step.
I built maps of the possible communities achieved in specific two-
dimensional sections of the parameter space, keeping all of the
other parameters constant. Again, several runs were performed
for each set of parameters in order to capture all of the different
possible communities (i.e., alternative ecological states).

As a final step, I assessed the effect of seed spreading from the
surrounding environment by setting the lower threshold of the post-
fire vegetation cover to § = 1074,



Chapter 10

Results

10.1 PFT characteristics

For a single PFT in absence of fire, vegetation cover achieves an
equilibrium value in the long term that corresponds to (¢ —m)/c
[304]. When including the fire dynamics, the system displayed
only one final state (i.e., multi-stability was not observed) in the
explored parameter range. When the plant cover was strongly
reduced by fires (e.g., at low fire resistance) the average fire re-
turn time rose (Figure 10.1A-B), which allowed the PFT to spread
and prevented it from dying out. This is warranted by the fire-
vegetation feedback. Cases where plants die out owing to subse-
quent sets of stochastically short fire return times are possible in
the model, yet they were never observed in these simulations.
When looking at the association of plant characteristics, the
average PFT cover tended to its equilibrium value in the absence
of disturbances when the flammability was low ((b) close to 0.9,
Figure 10.1C-D, dark areas), corresponding to rare fires ((7') of
100yr or larger, Figure 10.1A-B, dark areas), for any post-fire resis-
tance R. Conversely, fire intolerant (low R) and highly flammable
PFTs were strongly reduced in cover by the resulting frequent fires
(short (T) in Figure 10.1A-B and Figure 10.1C-D top-left corners).
Only plants having high fire resistance R tended to the equilibrium
value ((b) = 0.9) when the resulting fire frequencies were high. In
other words, plants with high resistance to fire could display any
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Figure 10.1: (A-B) Average fire return time ((7), color scale) and (C-D) average
vegetation cover ((b), color scale) in the parameter plane of fire resistance (R, x-axes)
and flammability (L, y-axes). (A-C) fast colonizer: ¢ = 0.3yr~! and m = 0.03yr~—1.
(B-D) slow colonizer: ¢ = 0.05yr~! and m = 0.005yr 1. Averages over 50 realizations.
The maximum possible value of (b) in absence of fire is ¢ — m/c = 0.9 [304] for both
the slow and the fast colonizers. The scale of (T') was arbitrarily cut at 100yr for
clarity of representation, yet values larger than 100yr were observed, ranging up to
10,000yr at low flammability.

flammability, and withstood any fire frequency, while plants with
low resistance to fire necessarily had to maintain low flammability
to survive. Given a specific pair of values for fire resistance and
flammability, the average vegetation cover depended on the time
scale of plant colonization, with faster PFTs having larger cover,
compared to slower ones (Figure 10.1B,D), despite the higher fire
frequency (Figure 10.1A,C). In contrast, changes in the mortality
rate nearly did not change figures 10.1A-D, thus having a negligible

Average vegetation cover, <b>

Average return time, <T> (yr)
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The effect of the plant colonization parameter (connected to
the time scale of plant growth) can be explained by using the
non-dimensional formulation of the model (9.9-9.11). In equation
(9.13), the non-dimensional flammability is [ = L/c. This defines a
universal rescaling of plants flammability. Hence, Figure 10.1 was
invariant when the non-dimensional flammability and the rescaled
vegetation cover (9.5) were used. This was shown by running the
dimensional model, Eq. (9.1-9.3), changing the flammability and
plant growth rate so to maintain the rescaled flammability con-
stant. Figure 10.2 shows the average rescaled vegetation cover
((u)) versus fire resistance (R), which would correspond to curves
along horizontal lines identified at different values of L in the repre-
sentation of Figure 10.1. The rescaled vegetation cover of different
PFTs having the same non-dimensional flammability (1) collapsed,
thus confirming the invariance of Figure 10.1. The test was re-
peated for two different values of mortality rate (Figure 10.2a and
10.2b) keeping the growth rate of the PFTs constant.
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10.2 Community emergence

In the absence of fires, succession led to the establishment of a
closed canopy forest of the dominant tree, PF'T}, in both Mediter-
ranean and tropical communities. A mix of PFT; and PFT3 was
instead achieved in the boreal community, which was the only case
where PF'T5 could colonize fast enough to sustain the competition
with the dominant PFT) [304] in the absence of fires.

When including fires, some of the above communities could ex-
perience alternative ecological states for the parametrized charac-
teristics (Table 9.1). For the Mediterranean PFTs, I observed only
one ecological state, in which the evergreen, fire-resistant oak PF'T}
outcompetes the other PF'Ts (black cross in Figure 10.4A), in agree-
ment with [301]. For the humid tropical communities, alternative
states of a closed canopy rain forest and a savanna, with a mix of
savanna trees and grasses, were observed for the set of parameters
of Table 9.1 (black cross in Figure 10.4C). This is expected as hu-
mid savannas and tropical forests are observed in areas with the
same environmental conditions (e.g., [346, 105, 281]). As explained
in Chapter 3, forests-savannas bistability is often interpreted as an
indication of the biomes being maintained by a fire-vegetation feed-
back (e.g., [119, 308]). In the boreal community, the parametrized
case study existed in the diagonal band of Figure 10.4E, where fires
triggered recurring cycles that alternated forests dominated by ei-
ther black spruce or balsam fir, mixed with Labrador tea. This is
in line with paleoecological findings of [122], which show periodic
turnovers between the two communities, that are characterized by
different fire frequency.

In the sensitivity analysis, plant characteristics were observed
to influence the emergence of different plant communities. When
varying one parameter at a time, the largest number of community
shifts was observed for changes to the fire resistance of PFT} (Ry)
and the colonization rate of PF'T; and PFT; (c; and ¢3). For such
reasons, in the following I will show community maps in different
Rq — c9 section of the parameter space, at fixed values of ¢; for the
three case studies, Figure 10.4.
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In the non-dimensional formulation of the model (9.9-9.11) the
dependence on ¢; and ¢ is included in the competition terms (9.12).
This was interpreted as a symptom of the competition strength of
PFT, on PFT, being a relevant parameter for the dynamics. The
competition strength as; will be shown on the right axis of Figure
10.3. The fact that the mortality rate parameters, that enter (9.12)
as well, induced lower changes in the long-term communities can
be explained by looking at the dependence of a9y on ¢y, co, m; and
ms (Figure 10.3). For each community, in the range of parame-
ter values explored during the sensitivity analysis (circles), ¢; and
co variations corresponded to a broader range in as;, thus being
associated with possibly larger perturbations to the parametrized
communities of Table 9.1.

10.2.1 R; vs ¢ plane

In the Mediterranean biome (Figure 10.4A), the dominance of
PFT; was maintained at large R; values. At low fire resistance,
the PF'T} forest became bistable with other states, whose spe-
cific composition depended on the competition strength of PF'T}
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Figure 10.4: Community state maps (see colour legend) observed in the parameter
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colonization rate of the dominant PFT; as reported in Table 9.1 and black crosses
representing the parameterized communities; Right column (B,D,F): ¢; reduced to 0.6
times its reference value.
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on PFT,. When this was very low, alternative states of either
PFTy or PFT; forests were observed. As the competition strength
was increased, PF'T7 became bistable with an open forest of PF'T)
coexisting with PF'T3 (shrubs/grasses). PF'T; disappeared when
PFT; became extremely competitive. There, two ecological states
were possible, with either PFT} or PFT3. The low fire resistance
of PF'T} and its slow dynamics compared to the other PFTs, made
it susceptible to a strong reduction in cover under high frequency
fire conditions. Hence, if the cover of the other, more flammable,
plants became large enough to maintain a short fire return time,
PFT} succumbed. If, otherwise, PF'T7 dominated the community,
it maintained a low fire frequency, allowing this dominant plant to
outcompete the others during the fire-free periods. When bistabil-
ity was possible, I observed (also for the other biomes) that whether
the system ended up in one or the other state depended on the ini-
tial plant cover of the community and on the specific sequence of
stochastic fires, leading to series of, e.g., short or long fire intervals.
Tri-stability was observed at the borders between areas of different
bistability.

In the Tropical community (Figure 10.4C), the bistability be-
tween PF'T} and PFTy,+ PF'T3, i.e. the tropical forest and savanna
at the reference values, was observed in a broad part of the param-
eter space of R; and ¢y, where the fire resistance of PF1T; was low,
as is the case for real tropical forest trees. Remarkably, further
exploration of the parameter space led to observing a pattern of
states that was not dissimilar from the Mediterranean case (com-
pare Figure 10.4C with 10.4A). A broad area of PFT; dominance
was observed at large R;, bistable states were possible at interme-
diate to low R; and regions of tri-stability occurred at the edges
between these areas.

Finally, expanding around the reference values in the boreal
biome, as the colonization rate of PFT, became smaller (i.e., co
dropped) or PFT; became more fire adapted (R; increased), the
vegetation cover of PF'T, was progressively suppressed, until PF'T)
eventually disappeared. As a result, at large fire resistance of the
dominant species or at large competition strength, a mixed forest of
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PFT; with an understory of PF'T5 was the only possible ecological
state. At low competition strength, all the PFTs coexisted in the
low-to-intermediate range of PF'T} fire resistance.

10.2.2 The role of ¢

Reducing the colonization rate of the dominant PFT; (Figure 10.4
B,D,F), the pattern of states (Figure 10.4A ,C,E) shifted in the R
Vs ¢y parameter space towards larger fire resistance for all biomes
(thus to the right in the picture). The shift of the community pat-
terns in the parameter space varied continuously, thus the value of
0.6 times the parameterized value (0.6¢;) was chosen as a repre-
sentative strong reduction of the colonization rate of the dominant
PFT.

In the sensitivity analysis around the Mediterranean and trop-
ical communities, similar state maps were again observed (Figure
10.4B,D). In both communities, new stable states in which PFT;
eventually disappeared emerged at low R;. Hence, fire intolerant
PFT; could be lost if its colonization ability was reduced, despite
its advantaged condition in the community. This is the case of
the tropical community, where the fire intolerant tropical forest
(R; = 0.10, Table 9.1) would be lost in consequence of a reduc-
tion of its colonization rate and would be replaced by a savanna or
grassland (possibly bistable between them). Conversely, the stable
PF'T, forest was preserved at large R;, such as in the real Mediter-
ranean community (R; = 0.85, Table 9.1). A closed canopy forest
of holm oak would be maintained in the Mediterranean community,
also when its colonization rate was reduced, because of its large fire
resistance. However, a concomitant reduction of R; to intermedi-
ate values could lead the oak forest to become bistable with other
states, including pines and shrubs together or separately (broadly
in accordance with the findings in [301]). In the boreal communi-
ties, the coexistence of all the three PFTs emerged over a broad
range of fire resistance and competition strength (Figure 10.4F),
when the colonization rate of the dominant tree was reduced. Only
at very low fire resistance of the dominant tree recurring cycles be-
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R; (x-axis) and the growth rate of PFTy, ¢; (left y-axis). The right y-axis is the
competition strength of PFT) on PFT5, as;.
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tween different communities were observed, sharply varying with
the competition strength of PFT; on PFT5. In particular, in the
neighborhood of the reference values of Ry and ¢y (see the position
of the black cross in Figure 10.4E for comparison), recurrent cycles
alternates all the PFTs coexisting together and an open forest of
PFT; with an understory of PFT3.

Comparing the left and right columns of Figure 10.4, a rela-
tionship between PF'T} colonization rate and its fire resistance is
observed. This was confirmed by representing the section ¢; ver-
sus Ry of the parameter space (Figure 10.53): as ¢ increases, the
stable state region characterized by PFT; standing alone (in the
Mediterranean and tropical communities) or PFT} coexisting with
PFT; (in the boreal community) became wider, progressively ex-
tending towards low R;. Hence, in order to maintain a stable fire
community in which the dominant tree excludes the subdominant
tree, PF'Ty needs to be either very fire resistant (large R;) or very
fast in its colonization rate (large ci), as the latter condition also
ensures rapid expansion after fire.

10.2.3 Other relationships

Interestingly, the persistence of a PF'T could be facilitated by the
characteristics of other PFTs in the community. In the Mediter-
ranean and tropical communities, the survival of PFT} in the case
of frequent fires, driven by large cover of PF'T3, was fostered by the
fire resistance of PF'T,. In this case, a fire resistant PFT5 could
survive frequent fires, reducing the cover of PF'T3 and therefore
the fire frequency of the ecosystem. This, in turn, allowed PF'T}
to spread and outcompete PF'T5. Thus, a counterintuitive dynam-
ics was observed when varying the fire resistance of PFT5: large
values of Ry fostered the spread and survival of PF'T}, when R; was
intermediate to low. An example of temporal dynamics is shown in
Figure 10.6. PF'T, had an intermediate role: on the one hand, it
was able to survive and outcompete PF'T3, but, on the other hand,
PFT; did not have a large enough flammability to limit PFT} by
fostering very frequent fires. These characteristics led PF'T5 to
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Figure 10.6: Examples of temporal series of PF'T} 5 3 vegetation cover (A,B) and
associated fire return time, logscale (C,D). Parameters: R; = 0.2, Re = 0.90, all
the remaining parameters as in Table 9.1. The two series differed only in the initial
condition (A,C) b(t =0) = [0.1,0.75,0.15] and (B,D) b(t = 0) = [0.89,0.01,0.01].

eventually succumb. This succession was typically facilitated by
the occurrence of a longer fire-free period, whose probability of oc-
currence increases in time owing to the increased cover of PF'T7, in
connection with the fire-vegetation feedback. Such unexpected dy-
namics was not observed in the boreal community, in which PF'T}
could already coexist with the lammable field layer vegetation and
the alternations between PFT; and PF'T, dominated forests was
preserved also at large resistance of PFT5.

Finally, the inclusion of seed spreading from the surrounding en-
vironment originated recurring cycles among the ecological states.
However, this hardly affected the ecological patterns shown in Fig-
ure 10.4. In particular, the alternative ecological states observed in
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the bistable regions of Figure 10.4 gave rise to cyclic alternations
(similar to that observed in [347]), while regions of the parameter
space where only one ecological state was possible were maintained
in both cases.



Chapter 11

Discussion and
Interpretation

Plant post-fire response is a key characteristic in fire ecosystems
at both PFT and community level. For isolated PFTs, a low fire
resistance limits the flammability that a plant can display and with-
stand. The strength of the relationship between fire response and
flammability is determined by the plant colonization rate. In a
competitive, fire-prone community, the fire resistance of the domi-
nant tree and its competition strength on the subdominant tree are
the characteristics that mostly determine which communities can
emerge. In particular, the characteristics of the dominant PF'T de-
termine whether only one or multiple alternative ecological states
are feasible.

A fire resistance-flammability relationship spontaneously emerged
in the model for single-standing PF'Ts, and this relationship was
mediated by the plant colonization rate. In this model, plant colo-
nization rate, together with the post-fire resistance, determined
post-fire regrowth: PFTs that spread rapidly were also fast at
recovering after fires. Fire intolerant PFTs, with low fire resis-
tance, did not endure high fire frequency induced by their own
(large) flammability, unless they were fast in their post-fire recov-
ery. Therefore, and maybe unsurprisingly, persistence of fire intol-
erant PFTs required them either not to be very flammable or to be
fast colonizers. Only fire tolerant PFTs, with high fire resistance,
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could actually sustain large flammabilities (Figure 10.1), since they
could withstand higher fire frequency, with lower cover reduction
in the long-term. This is in agreement with ecological observations.
As a matter of fact, the lammability of fire-resistant slow growers,
such as resprouting trees, can vary from the scarcely flammable
Holm oaks in the Mediterranean basin [319, 320] to the flammable
Eucalyptus in Australian forests [348]. Conversely, fire intolerant
trees, such as temperate or tropical forest trees, generally create
a moist understory and therefore decrease ecosystem flammabil-
ity. On the other hand, fast colonizers, such as field layer species,
are often flammable although their fire resistance can span from
the highly fire-adapted savanna and Mediterranean grasses (see
description in Section 9.4), that can resprout, to the low fire resis-
tance of some annual grasses, such as cheatgrass ( Bromum tectorum
[349]), whose seeds are susceptible to heat kill. The fast coloniza-
tion rate of field layer species guarantees their survival whatever
their fire resistance. Thus, fires appear to filter species character-
istics, and this is in turn expected to affect assembly dynamics at
community level via the fire-vegetation feedback.

Within communities, plant characteristics were further constrained
by the concomitant features of other species adapted to the same
environment. In particular, the characteristics of the most compet-
itive PF'T were found to be of primary importance for community
composition (Figure 10.4). At high fire resistance of the dominant
PFT, only one community was possible: a forest of this domi-
nant tree, possibly with understory vegetation (e.g., in the boreal
community). Conversely, at low to intermediate fire resistance of
the dominant tree, alternative ecological states were achieved (Fig-
ure 10.4A,C,E), with the community composition depending on the
competition strength of the dominant tree on the subdominant one.
The fire resistance of the dominant species and the competition
strength of the dominant tree on the subdominant one explain the
resilience of the resprouter Holm oak in the Mediterranean basin
[312, 350], the bistability between the fire-intolerant tropical forest
and humid savannas [346, 281, 105] and the cyclic alternations of
fir- or spruce-dominated forests, reported in North America by the
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palaeoecological record of [122]. The drivers identified here for the
plant community agree with and explore more in detail the ones
used by van Nes and coauthors [351], which explain the tropical
forest-savanna bistability with a tradeoftf between growth and fire-
induced mortality of trees. Furthermore, similar patterns of states
were observed in the parameter spaces of the tropical and Mediter-
ranean communities (compare Figure 10.4C with 10.4A), despite
the characteristics of the tropical PFTs being substantially differ-
ent from the corresponding Mediterranean ones: tropical PFTs dis-
play faster dynamics (given by ¢; and m;), larger fire resistance of
PFT;, and higher flammability of PFT; and PFT3. By contrast,
the parameter space of the boreal community showed sharply dif-
ferent community state maps and it was the only case where cyclic
alternations between communities were observed within the same
temporal series, in the absence of seed spread from the surrounding
area. One could speculate that the similarity between the Mediter-
ranean and tropical communities might be due to the fact that in
both cases the dominant tree would not coexist with the other func-
tional types in the absence of fires [304], differently from the boreal
community, where the dominant tree coexisted with the field layer
vegetation. However, this should be explored in future studies in
order to understand its origin.

Exclusion of PFTs due to fires and transitions between differ-
ent communities during the temporal dynamics were started by
sequences of long (or short) fire return times, randomly occurring
in the fire series. This was in agreement with observations sug-
gesting that accidentally frequent (or infrequent) fires can prevent
(or foster) state transitions between stages of forest development
[333, 295, 116]. Because an increasing frequency of extreme events
is expected according to climate change projections [51, 352], it is
important to include stochastic effects in studies on possible state
transitions in fire-prone communities across the world. Besides cli-
matic factors such as wind or drought, typical fire-free intervals
depend on the characteristics of the plants that live in the commu-
nity, especially on their flammability. I showed they also depend
on plant net colonization time and competition strength, which
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influences plant cover and community composition.

The factors that determine community composition and fire
regime correspond closely to the classification of persistency levels
proposed by Pausas and coauthors [285]. These authors suggested
that for a species to survive in fire prone and competitive com-
munities, different thresholds of persistence should be achieved at
individual, population, community and landscape level. Here, the
persistency types corresponded to plant characteristics and model
parameters. The fire resistance of the dominant plant type was
a key factor in determining the ecological states. This parameter
captured individual persistence at large values, and population per-
sistence at intermediate-to-low values. The competition strength
(or the net colonization rate) of the PFTs represents the persistence
condition at community level, i.e. species survival in a competitive
environment in between fires. In this model, the colonization rates
of the dominant trees determined the possible occurrence of differ-
ent pairs of bistable states. Finally, the explicit representation of
external seed dispersal corresponded to species persistence at land-
scape level, which has been shown to possibly lead to cycles among
states; however, it had the weakest effects among all the resistance
types for the parametrized communities. All the above types of
persistence are not independent. According to [285], trade-offs be-
tween strategies lead plants to prefer, for instance, either allocation
of resources for resprouting or prolific seed production. In addition,
I also showed that different persistence strategies could be related,
such as the individual/population (R;) and community (c¢;), per-
sistence levels (Figure 10.5). Moreover, the persistence of a PFT
was not, only related to its own resistance but possibly also to resis-
tances of the other plants. For instance, large fire resistance of the
subdominant tree was observed to foster the spread of its superior
competitor in the Mediterranean and tropical communities (Figure
10.6). The importance of these types of persistence emerged from
the dynamics and it was not imposed in the model, thus back-
ing up the persistence classification within a solid mathematical
framework.

Climatic projections were not in the aims of this study. How-
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ever, because I was interested in climatic assessments, I inter-
preted model results to speculate on the destiny of ecosystems
under climate change scenarios. Global warming, changes in pre-
cipitation regimes and a general tendency towards increasing arid-
ity and drought occurrence are predicted [51]. These changes are
likely to affect some of the plant characteristics studied herein. In
the Mediterranean basin, increased aridity is expected to enhance
ecosystem flammability, while at the same time decreasing fuel load
and fuel continuity [41], possibly affecting fire regimes [102]. In our
model, the oak forest persisted in a vast range of parameters, ex-
tending from intermediate to large fire resistance (Figure 10.4A).
A concomitant reduction of fire resistance and colonization rate of
the Holm oak, which are expected as a consequence of increased
aridity, would reduce the resilience of the oak forest, that could
become bistable with an open shrubland with or without pines,
while the oak forest could disappear completely under the most ex-
treme reductions (Figure 10.4A-B), similarly to previous findings
[301, 353]. In certain tropical areas (Figure 10.4D), a reduction
of rainforest trees colonization rate, as a consequence for exam-
ple of increased aridity, could lead to a transition to a savanna or
to a grassland. In agreement with these findings, arid conditions
have been shown to limit rainforest development at low rainfall
regimes while stabilizing savannas [119, 354, 355, 105]. Finally, the
response of boreal forest trees to a warmer and drier climate was
shown to be species dependent [356, 357, 358]. In particular, both
radial [358] and vertical growth [357, 359] slow down for drought-
sensitive Black spruce, which benefits from cooler temperatures
and wetter conditions. Similarly, Balsam fir colonization rate is
expected to decline due to summer heat stress, higher fall temper-
ature and increased winter precipitation [356]. Balsam fir was no
more able to outcompete the subdominant tree when reducing its
colonization rate. According to the above results, climate change
may lead to recurrent cycles between a spruce-dominated forest
with an understory of Labrador tea and all plant types coexisting
together.

Clearly, the model presented here is a simplified representation
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of real ecosystems. To name a few of the conceptualizations, fire
resistance may not be constant throughout the temporal dynamics:
some seeders, such as pines in the Mediterranean Basin [324, 325],
produce seeds only when mature, resulting in a demographic bot-
tleneck if a second fire occurs before maturity is reached. Fire
regimes were described in a simplified way, mostly by varying the
fire return time, which was a function of plant community compo-
sition. Despite this, the fire resistance parameter introduced here
not only described the ability of plants to survive fires, but also im-
plicitly included fire intensity, because it represented the severity
of the fire and the strength of the response of a PF'T to the typical
fire activity of a certain geographical area. Thus, within a certain
area, all fires were considered to have the same intensity, while
across areas they could be different (e.g., typically crown fires in
the Mediterranean and low-intensity surface fires for the savannas
[274]). Nonetheless, the correspondence with early conceptual work
brings ecological support to the results and the limited number of
parameters make this model a convenient conceptual framework.



Part IV

Conclusions



Chapter 12

Final Remarks

The studies presented in this thesis highlighted the importance of
accurately modeling vegetation characteristics for the representa-
tion and projections of land carbon dioxide fluxes and wildfires.
Plant phenology was shown to be the most relevant constraint of
CO, fluxes in the Alpine and Arctic tundra biomes. For what
concerns wildfires, plant post-fire response mostly determined the
existence of alternative ecological states, corresponding to different
plant communities, thus driving the plant-fire dynamics.

More in detail, I identified the primary drivers of C'Oy fluxes in
the high-altitude Alpine and high-latitude Arctic tundra (PART
IT). Starting from classical models [163, 153], I introduced addi-
tional explanatory variables in multi regression models (5.2) repro-
ducing the variability of fluxes measured in situ.

In the Alpine case study (Chapter 6) I tested different models,
considering functional forms that could be reciprocally independent
(5.7,5.8), mutually limiting (5.9, 5.10) or parametric (5.4,5.6). The
parametric model, that resulted to be the best model, assumed that
the parameters of the classical functions can depend on additional
drivers, in agreement with observations of previous studies [197,
198, 199, 200, 201]. Thus, the additional drivers can vary the
magnitude of the fluxes” dependences on their classical drivers (air
temperature for C'Oy emissions and light for CO, uptake) by acting
as perturbations of the parameters.

The parametric model was then tested in the Arctic case study
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(Chapter 7). The hourly variability of the fluxes at a fixed sam-
pling point over short times (i.e. over 24h) was explained by the
classical drivers. By contrast, when studying the fluxes over an
extended area, additional drivers beyond the classical ones had to
be accounted for, and similar sets of drivers were observed to ex-
plain the variability of fluxes in both the Arctic and the Alpine
tundra. Namely, the soil moisture and a vegetation descriptor (i.e.
the Green Fractional Cover, GFC, or the Day of the Year, DOY,
which was interpreted as a proxy of the GFC), were statistically
selected as additional drivers for both COy emission and uptake.
In addition, in the Alpine case a dependence of the emissions on
air pressure was also found.

Here, I stress that vegetation characteristics were crucial for
modeling C'O, fluxes at different levels. First, the spatial and tem-
poral changes of the fluxes are constrained by vegetation patterns,
both within the sampling site (as shown in the Arctic study) and
along the growing season (as shown in the Alpine study). This
was shown by the fact that the green fractional vegetation cover
(correspondingly, the DOY for the Alps) was the additional driver
associated with the larger enhancement of the explained variance
of flux models. Second, because the same explanatory variables
were selected in both the Arctic and the Alpine tundras, the flux
drivers seem to depend more on the type of biome, i.e. on the type
of vegetation, than on the specific climatic conditions to which the
biomes adapted. This is suggested by comparing the results for
the Alpine and Arctic tundra, which are indeed characterized by
similar vegetation types (e.g. similar species) that live in different
climatic conditions. Nonetheless, the magnitude of flux dependence
on those drivers may vary between different plant species. This was
shown in the Arctic tundra, where the vegetation is patchy and dif-
ferent species could be individually studied. Significant differences
between regression parameters estimated for different species may
point to a species-specific plant physiology affecting the magnitude
of fluxes within the tundra biome. Therefore, the accurate repre-
sentation of vegetation phenology and of functional type charac-
teristics appears to be crucial for CO; flux modeling.
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Plant characteristics were also shown to be an important ele-
ment of plant-fire dynamics. To study plant-fire interactions I used
a conceptual process-based model (PART III) that was parametrized
for three different fire communities: the Mediterranean forests, an
example of North-America boreal forest, and the tropical forests
and savannas. The communities were conceptualized by means of
three plant functional types (PFTs), using a classical model for
plant succession [304], which was disturbed by wildfires. Wildfires
were represented as stochastic events, whose occurrence probability
depends on the flammability and abundance of each PFT, thus es-
tablishing a plant-fire feedback [307, 305]. Similar approaches have
been developed for specific biomes, such as savannas [341, 307,
308, 360, 361, 362], the Mediterranean basin [301, 363, 353] and
boreal communities [123], but none of them encompasses ecosys-
tems throughout different biomes, with the notable exception of
the seminal work of Casagrandi and Rinaldi [347].

A parameter sensitivity analysis allowed to identify the most rel-
evant plant characteristics that influenced the long-term ecological
state, i.e. the community composition. The post-fire response of
the most competitive PFT determined whether alternative ecologi-
cal states were feasible or not. Namely, only one type of community
was possible when the dominant plant had a strong post-fire re-
sponse, whereas different communities occurred when the dominant
plant was fire-intolerant (low post-fire response). Such relationship
explained for example the bistability of biomes as different as sa-
vannas and tropical forests under the same climatic conditions, the
eventual establishment of an oak closed forest in the Mediterranean
basin, and the cyclic alternations between spruce-dominated and
fir-dominated forests (which was interpreted as a form of bista-
bility) in the modeled boreal community. Only secondary to the
post-fire resistance, the plant competition strength was observed to
mostly determine the type of community when alternative stable
states were feasible, i.e. when the most competitive PFT had a
low post-fire response.

The studies presented here highlighted crucial aspects of plant-
climate interactions that are often disregarded, as in the case of
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plant fire-characteristics [364, 365], or only coarsely represented in
Earth System Models, as in the case of plant phenology and PFT
physiology constraining C'Oy fluxes [366, 367, 368]. Such indica-
tions may help to improve our knowledge of C'O, fluxes and wildfire
dynamics, as well as improve the accuracy of climatic projections.



Chapter 13

Relevance and future
perspectives

The modeling of land C'O, fluxes is still fragmentary: different
studies account for different set of drivers and also the modeling
approach is not unambiguous. On the one hand, process-based
models, such as LPJ-GUESS [369], ORCHIDEE [370] and CLM
[371], use several carbon reservoirs, complex representations of flux
dynamics (e.g. Farquar [372] and Collaz [373, 374] schemes) and
parameterizations for coarse classes of vegetation, that are hard
to support with field measurements. On the other, data-driven
models rely on well-known drivers [163, 153] that are often observed
to represent only a small part of the measured variability [202,
203, 204, 205, 206, 207, 208]. In this complex scenario, I tried to
reconcile data with models by means of multi regression models
that profit of the possibility to obtain information directly from
the data with just a few assumptions.

Aiming at understanding the whole carbon dioxide cycle in the
Alpine and Arctic ecosystems, the results presented here should
be integrated with further studies that would take into account
winter flux dynamics. Eddy Covariance stations, which measure
carbon fluxes by means of micrometeorological techniques over an
extended area, comparable with the sampling sites of Chapters 6
and 7, may serve this scope. Moreover, networks of stations (e.g.
ICOS or FLUXNET) may help in generalizing the results over areas
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larger than the watershed.

Nonetheless, the systematic empirical approach discussed in Part
IT of this thesis is a versatile tool to unravel flux drivers in specific
sites where process-based models give inconsistent results (e.g. in
the Arctic [375, 144, 53]). Assessments at the watershed scale are
often needed and empirical models with few parameters may be
useful for short-time decision making. Clearly, empirical models
are not expected to provide meaningful results when the environ-
mental conditions or the driver values are very different from those
for which the model was established and tested. Thus, projections
obtained with empirical models are presumably informative only in
the near future, while long-term projections should be interpreted
with care. On the other hand, process-based models, that are often
used for long-term projections, include several unresolved processes
that need to be parametrized. Empirical studies can inform the
implementation of specific process-based models focussing on the
most relevant variables and may help to derive sensible parameteri-
zations from data analysis. In this sense, the studies presented here
could serve as an essential component for improving process-based
models, reducing model complexity and speeding up simulations.

Similarly, wildfires are complex processes that involve several
plant-climate-fire feedbacks (Chapter 3), however certain aspects
of these feedbacks has been only loosely studied. Improving the un-
derstanding of the relationships between fire and its drivers is both
an important means of predicting environmental change in fire-
prone ecosystems and a vital element for their appropriate man-
agement. Beyond climatic drivers, plant adaptations in fire com-
munities were suggested to possibly influence the local fire regimes
(376, 377]. Here, I used a conceptual process-based model to iden-
tify the most important plant characteristics that shape the fire
community (i.e. the ecological state). The fire community in turn
determines the fuel flammability and fuel load and therefore drives
the fire regimes together with climatic factors.

Thanks to their reductionist approach, conceptual models are
heuristic tools suitable for understanding specific aspects of com-
plex systems. The analysis presented in this thesis pointed to
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Figure 13.1: Development of climate models since 1970, showing when the different
components were coupled into comprehensive climate models over time. Cylinders
height represents the complexity of the components. Adapted from [378]

the importance of modeling fire characteristics of plants, especially
plant post-fire response. Introducing a parameterization of plant
post-fire response in Dynamic Global Vegetation Models (DGVMs,
e.g., [379, 380, 364]) may help to produce reliable predictions of
ecosystem fate [381] especially under future climate conditions,
which are likely to affect wildfires as well. An accurate modeling of
plant-fire feedbacks may also improve projections of C'Oy emissions
from wildfires. Fire emissions are estimated to be roughly equiva-
lent to 22% of the global fossil-fuel emissions [382] and, according
to IPCC-ARG, are expected to increase in the future [52]. How-
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ever, Earth System Models (ESMs) that account for fire dynamics
show a relevant spread in the projected magnitude of fire emission
growth (ranging between 8% and 58%), mostly owing to different
processes being included in fire models [52, 364].

A more detailed representation of plant characteristics is ex-
pected to improve the modeling of both COy flux and wildfire
dynamics and, more in general, climate projections [365, 106, 383,
364, 384]. DGVMs included within ESMs usually have only a gross
conceptualization of PETs, for instance disregarding fire traits [364,
365] or only roughly simulating plant phenology [366, 367, 368].
On the one hand, this is justified by computational requirements,
because these models simulate the whole Earth System. On the
other, dynamic vegetation modules were included only relatively
recently in ESMs (see Figure 13.1) and their completion is under-
way. Therefore, focalized studies can help to disentangle the role of
specific vegetation features in the complex scenario of vegetation
modeling. Results of such studies can provide fundamental recom-
mendations for large scale modeling. In conclusion, more studies of
these types are needed to improve our understanding of the Earth
System dynamics.

- The End -






Appendix A
The far side of the Moon

Beyond the study of vegetation-related processes, during my PhD
years I also analyzed the turbulent mixing of unstably stratified
fluids in Rayleigh-Taylor setup. This topic is not part of the present
thesis. Nevertheless, I wish to briefly summarize the problems
addressed and the results.

Rayleigh-Taylor (RT) instability arises at the interface of flu-
ids of different densities in the presence of a relative acceleration.
See for instance [385]. In the case of convective flows, the den-
sity difference is provided by temperature fluctuations of a single
fluid and the accelerating force is gravity. This is for instance the
case of a layer of heavier (cold) fluid overlying a layer of heavier
(warm) fluid. Such configuration is unstable to perturbations of
the interface between the two layers. The perturbation initially
grows linearly, until the amplitude of the perturbation becomes
comparable with the wavelength. Subsequently, nonlinear effects
become relevant. The nonlinear phase is characterized by the for-
mation of ascending and descending plumes that detach from the
original reservoir of hot or cold fluid and enter the opposite reser-
voir, eventually leading to turbulent mixing. The width of the
turbulent layer, called mixing layer, grows indefinitely in time and
symmetrically spreads intro the reservoir regions.

First, the effect of a complex acceleration history was studied.
Ideally, the system undergoes periodic up-down overturning, cor-
responding to a periodic negative-positive alternations of the grav-
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Figure A.1: Vertical section of the fluid temperature field (colors) at early (left),
half (middle) and long (right) simulation time. From [386].

itational force in the Boussinesq equations. The alternating accel-
eration was discovered to suppress the development of turbulence
over long times and trigger a mechanism of relaminarization of tur-
bulence. Such effect was shown to depend on the broadening of the
mixing layer, which develops at the interface between the two flu-
ids. As the mixing layer width grows, the time of the instability
growth rate lengthens, eventually becoming longer of the gravity
reversal period. Hence, turbulence decays, see Figure A.1.

Then, the same configuration was used to address a sedimenta-
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Figure A.2: Vertical section of the particle density field at different simulation time
(time flows from left to right). The initial uniform density is in light blue, the absence
of particles in black and large density values in yellow and red. (a) non-inertial,
RT-like evolution; (b) Inertial evolution. From [387].
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tion problem, where the density jump between the two reservoirs is
caused by a dilute suspension of small, heavy particles superposed
on a reservoir of still, pure fluid. The effect of particle inertia was
studied. In the case of negligible particle inertia, the particle-laden
phase behaves as a denser fluid, and the dynamics of the system
recovers to that of the incompressible RT set-up. Conversely, parti-
cles with large inertia affect the evolution of turbulent flow, delay-
ing the development of turbulent mixing and breaking the up—down
symmetry within the mixing layer. The inertial dynamics also leads
to particle clustering, characterized by regions with higher particle
density than the initial uniform density of the reservoir, see Figure

A2
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