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Abstract

Networks are a powerful paradigm to model complex systems. Specific network models enrich the
standard network representation with additional information to better capture real-world phenom-
ena. For instance, multilayer networks allow multiple edges of various types among the same set
of entities. Temporal networks, that represent how the relations between the entities of a system
are established /broken along time, and signed networks, that report whether each edge interaction
is positive or negative, can be considered special cases of multilayer networks. Despite the keen
interest in a variety of problems, algorithms, and analyses, these types of networks together with
the unprecedented increasing availability of data still hold new challenges and opportunities.

Extracting dense structures from complex networks has emerged as a key graph-mining prim-
itive in a variety of scenarios. In the first part of this thesis, we present advancements to the
state of the art by the introduction of novel definitions and algorithms for the extraction of dense
structures from multilayer, temporal, and signed networks. Moreover, in the second part, we show
how the study of the substructures of temporal and signed networks can lead to the finding of
valuable insights about real-world phenomena.
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Chapter 1

Introduction

“Complex system” is a terminology widely used to define a set of entities that interact with each
other in a variety of different ways. So far, researchers could not converge to a unique definition
of complex system given the vast diversity of systems that are defined as such [8]. Nonlinear
interactions are one of the greatest challenges in the study of complex systems and the reason of the
emergence of states that are not mere combinations of the states of the individual units comprising
the system. Complex systems are extremely pervasive; examples are the brain, the immune system,
biological cells, ant colonies, the Internet and the World Wide Web, the stock market, and the
society. The modern study of complex systems aims to understand how interactions give rise to
behavioral patterns, the process of formation of complex systems through pattern formation and
evolution, and ideal ways of describing complex systems [198].

Complex networks are the main instrument for describing and studying complex systems. The
simplest network (or graph) model is composed of two elements: a set of nodes and a set of edges
which represent the entities and the interactions occurring between the entities, respectively!. By
such a simple representation, researchers are able to model a lot of variegated phenomena. For
instance, our brain is a network in which nodes are regions of interest and links map functional
correlations observed during fMRI (functional magnetic resonance imaging) scans. The World
Wide Web is probably the most popular example of network: hyperlinks (edges) connect the web
pages (vertices). Larry Page et al. [187] based the first algorithm for ranking web pages in the
Google search engine on the structure of the web graph. Again, many graph-analysis methods
have been proposed to study spreading processes of diseases, e.g., seasonal influenza, in contact
networks where humans are represented by vertices while edges report proximity interactions [105].

The need to obtain better understanding of complex systems summed with their inherent
complexity are factors that explain the increasing interest in enhancing complex-networks analytics
tools and algorithms. The growing diffusion of the Internet, the increasing pervasiveness of personal
and wearable devices, and the rising of the Internet of Things provide the possibility to access
unprecedented amounts of data and to exploit them to unveil additional findings about complex
systems. Moreover, each piece of information may be extremely rich and detailed: when we record
an interaction we often know by which means it happened (e.g., by phone call or text messages),
the time when it occurred, and whether it had positive or negative acceptation (e.g., a smiling
emoji or a sad one).

These changes led to the introduction of network models that enrich the standard network
representation with additional features to capture novel and interesting structural properties of the
phenomena under analysis. Multilayer networks [142] model complex systems where various types
of relations might occur among the same set of entities; temporal networks [127] are representations
of entities, their relations, and how these relations are established/broken along time; and, signed
networks represent networked data where edge annotations express whether each edge interaction
is friendly (positive) or antagonistic (negative). Both temporal and signed networks can be seen
as special cases of multilayer networks. In the first case, the snapshots of a temporal network
correspond to the layers of a multilayer network ordered in time. In the latter case, signed networks

I1We use the terms “network” and “graph” interchangeably throughout the thesis. Analogously, we will inter-
change the usage of “node” and “vertex” , and of “edge” and “link”, unless otherwise specified.
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are composed of two layers, one positive and one negative; in addition, positive and negative
interactions are not allowed between the same pair of entities.

Such an exciting mix of exceptional data sources and of complex models presents new challenges
and opportunities. On the one hand, some of key graph-mining primitives, e.g., the identification
of dense structures in networks [156], are not directly applicable to these more complicated network
models and would prevent us to fully exploit of their characteristics. How can the definition of a
dense structure take into account multiple layers of interactions? Which are the substructures of
interest in a graph with positive and negative relations? Therefore, we are called to design novel
definitions of the ordinary graph-mining primitives and the corresponding algorithms to take full
advantage of these types of complex networks. On the other hand, the abundance of information
allows us to carry out more sophisticated and in-depth analysis of real-world events. For example,
by temporal networks, we are able to study evolving phenomena, e.g., the evolution of a migration
process or the behavioral patterns of children during a school day.

In this thesis, we at first propose a set of novel definitions of dense structures in multilayer,
temporal, and signed networks with particular attention to the algorithmic aspects. Then, we in-
vestigate specific applications of such network paradigms to concrete studies of real-world datasets.

Contributions and structure of the thesis

Extracting dense structures from large graphs has emerged as a key graph-mining primitive in a va-
riety of scenarios [156], ranging from web mining [110], to biology [91, 154], and finance [72]. Dense
structures can help in studying contact networks among individuals to quantify the transmission
opportunities of respiratory infections [107]. Anomalously dense structures among entities in a
co-occurrence network have been used to identify, in real-time, events and buzzing stories [12, 44].
Peculiar dense structures are often associated to polarization and unbalance in online debate net-
works [59]. Although the literature about complex networks has recently grown extremely fast,
the problem of identifying dense structures in specific types of networks has, surprisingly, still
unexplored facets.

Among the many definitions of dense structures, core decomposition plays a central role. The
k-core of a graph is defined as a maximal subgraph in which every vertex is connected to at
least k other vertices within such subgraph. The set of all k-cores of a graph G forms the core
decomposition of G [208]. The importance of core decomposition relies in the fact that it can be
computed in linear time [30], and can be used to speed-up/approximate dense-subgraph extraction
according to various other definitions [78, 148, 10, 123]. In addition, it has been recognized as an
important tool to analyze and visualize complex networks in several domains [7, 29].

Orthogonal approaches focus on the identification of a single dense portion of a complex net-
work. Extracting dense subgraphs according to the average degree (i.e., two times the number of
edges divided by the number of vertices) has attracted most of the research in the field since it is
solvable in polynomial time [114]. This problem is commonly referred to as the densest subgraph.
Many of other notions of density have been proposed in literature, most of which have been shown
to be NP-hard [227, 234].

A different bulk of literature deals with methods to find many communities, i.e., dense struc-
tures, while partitioning the whole complex network [89]. Among the many approaches, of partic-
ular interest is the one provided by the correlation clustering framework [24] for signed networks,
which asks to partition the vertices into communities so as to maximize (minimize) the number of
edges that “agree” (“disagree”) with the partitioning, i.e., the number of positive (negative) edges
within clusters plus the number of negative (positive) edges across clusters.

The first purpose of the present thesis is to introduce novel definitions and algorithms for the
extraction of dense structures from multilayer, temporal, and signed networks. Specifically, in
Part I, we generalize the concept of core decomposition to multilayer networks and we show a
series of applications built on top of it; then, we define temporal core decomposition in temporal
networks; and, finally, in the context of discovering polarization in large-scale online data, we study
the problem of identifying polarized communities in signed networks. The specific contribution of
each chapter of Part I is summarized as follows:

e Chapter 3 studies the problem of core decomposition in multilayer networks and presents a
series of applications built on top of it. We first focus on the problem of finding only the maz-
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imal cores, i.e., the densest ones, in the decomposition. Then, we show how multilayer core
decomposition finds application to the problem of densest-subgraph extraction from multi-
layer networks and in the speed-up the extraction of frequent cross-graph quasi-cliques [137].
Finally, we show how multilayer core decomposition can be used to generalize the community-
search problem [215] to the multilayer setting. The original contributions of this chapter have
been published in the Proceedings of the 26th ACM International Conference on Information
and Knowledge Management (CIKM 2017) [96] and have been accepted for publication in
the Journal of ACM Transactions on Knowledge Discovery from Data (TKDD) [97).

e Chapter 4 introduces the definition of span-core decomposition in temporal networks where
span-cores are dense structures, based on minimum degree, during an interval of contiguous
timestamps. Also in this case, we investigate the problem of identifying the mazimal span-
cores only. Finally, we introduce the problem of temporal community search [215]. The
original contributions of this chapter have been published in the Proceedings of the 27th ACM
International Conference on Information and Knowledge Management (CIKM 2018) [95] and
are currently submitted for review [98].

e Chapter 5 proposes the 2-POLARIZED-COMMUNITIES problem which requires finding a
dense structure composed two warring (i.e., polarized) communities in a signed network.
Our hypothesis is that such 2-community polarized structure accurately captures contro-
versial discussions in real-world social-media platforms. The original contributions of this
chapter have been published in the Proceedings of the 28th ACM International Conference
on Information and Knowledge Management (CIKM 2019) [45].

The design of ad-hoc definitions and algorithms for the identification of specific substructures in
complex networks is only the first step towards gaining better understanding of complex systems.
Of fundamental importance is finding reliable data sources that can describe phenomena of interest,
identifying the network representation that better models the characteristics of the data, and apply
the most suitable methods for the extraction of valuable insights.

For instance, the migration of humans can be considered a complex system where different
locations on the Earth interact by exchanging individuals with the others. It has shown to be
crucial importance in modern history [185, 146]. Among the many types of migrations, the mobil-
ity of researchers, scientists, and academics is fundamental since it moves knowledge, ideas, and
information, which are considered to be among the major economic production factors in today’s
economy [177]. Fortunately, data obtained from online academic platforms, such as ORCID [43],
can be modeled as complex networks to derive specific insights about how academics move between
countries, e.g., which role each state plays in the system.

On a smaller scale, people gather in public environments, such as schools, workplaces, and
conferences. The network representation has proved useful to understand the structure of the sys-
tems of interactions between individuals and to describe processes occurring in these systems [26].
Each face-to-face relation is now easy to record thanks to non-obtrusive sensing systems and in-
frastructures. In particular, the study of mixing patterns of children in school environments has
resulted to be of extreme interest because they can help to quantify the transmission opportunities
of respiratory infections and to identify situations within schools where the risk of transmission is
higher [176, 113].

Finally, polarization around controversial issues is rapidly growing due to the scale and speed
of discussions enabled by modern large-scale social-media platforms. Even in this case, complex
(signed) networks are able to depict such phenomena [151] to ease its understanding by the ap-
plication of balance theory [124]. Network visualization can be powerful in this scenario, and in
many others, to complement standard network analysis techniques since it is extremely effective
in communicate findings [150].

The second aim of this thesis is to show how temporal and signed networks can be exploited
to carry out analysis of real-world data to derive interesting insight about the substructures in the
corresponding complex systems. In the details, in Part II, we study international migrations of
researchers employing data coming from ORCID; we then apply the tools introduced in Chapter 4
for the analysis of face-to-face interaction networks recorded in schools; in the final chapter, we
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propose a network visualization technique to highlight balanced/polarized structures in signed
networks. The contributions of each chapter of Part II are the following:

e Chapter 6 studies the international migration of researchers with the aim of identifying mea-
sures and substructures describing the countries that play a central role in such phenomenon.
We define the scientific migration network from ORCID data, where nodes represent world
countries and edges account for a migratory flow from a country to another, and employ
the HITS algorithm [143] to find which countries are hubs (providers) and authorities (at-
tractors). Moreover, we investigate local patterns and characteristics of the neighborhood
of hubs and authorities to derive the motivations behind the HITS algorithm. The original
contributions of this chapter are currently submitted for review [229].

e Chapter 7 complements Chapter 4 in the study of temporal networks. Specifically, we
exploit the concept of (maximal) span-core for deriving temporal patterns, detecting anoma-
lous interactions, and classifying individuals in face-to-face interaction networks gathered in
schools. As for Chapter 4, the original contributions of this chapter have been published in
the Proceedings of the 27th ACM International Conference on Information and Knowledge
Management (CIKM 2018) [95] and are currently submitted for review [98].

e Chapter 8 proposes a novel method for visualizing signed networks whose purpose is to
identify balances/polarized structures in real-world data modeling discussions, e.g., in online
social media or political debates. The core of the visualization relies on balance theory,
similarly to Chapter 5. The original contributions of this chapter have been accepted for
publication in the Proceedings of the 8th International Conference on Complex Networks and
Their Applications (COMPLEX NETWORKS 2019) [99].

Chapter 2 introduces the background about network analysis and the work related to the
content of this thesis. Chapter 9 concludes the thesis and proposes interesting avenues for future
work.



Chapter 2

Background and related work

In this chapter we first introduce some background about network theory (Section 2.1), with
particular emphasis on measures of density and centrality, which are the topics mostly related to
the proposed works. Then, we describe the bunches of works related to the contents of this thesis
(Section 2.2).

2.1 Network theory

We define a standard network by a pair G = (V| E) cousisting of a set of vertices V and a set
of edges E C V x V. We say that two vertices u,v € V are connected, equivalently adjacent or
neighbors, if edge (u,v) belongs to E.

In general, graphs may have peculiar features and may carry specific information over the
edges (as well over the vertices). For example, graphs can be partitioned into two main categories
on the basis of whether the edges are undirected or directed. Given two vertices u,v € V of an
undirected graph, the edge (v, u) is equal to the edge (u,v), and it has not a direction associated
whit it. Differently, for a directed graph the edge (v, u) is distinct from the edge (u,v), and it has
a direction associated with it. In this thesis we consider both undirected and directed networks.

As introduced beforehand, graphs’ edges might be enriched by different types of information.
Often we want to assign a weight to each edge; then, we refer to a weighted graph by a triplet
G = (V,E,w) where w : F — R is a weighting function that assigns a weight to each edge.
Weights may be restricted to be rational or integer numbers, or to be positive. A special case of
a weighted graph is a signed graph or signed network, which is a network whose edges are either
positive or negative, or, equivalently, have weight +1 or —1. Signed graphs are usually referred to
G = (V,E4, E_) where E is the set of positive edges and E_ the set of negative edges.

Additional complex network paradigms allow multiple edges between the same pair or vertices.
For example, multilayer networks [142] model complex systems where multiple interactions of
different types may exist between any pair of entities. A multilayer graph is defined as G = (V, E, L)
where L is a set of layers and E C V x V x L is a set of labeled edges; then, in this case edges
are represented by triplets composed of two vertices and a layer. Similar to multilayer networks,
temporal networks [127] represent systems whose topology changes over time. Instead of having a
layer, temporal edges are labeled by a timestamp which assigns a temporal collocation. We denote
a temporal network as G = (V,T,7) where T = [0, 1,...,tmar] C N is a discrete time domain, and
7:VxVxT — {0,1} is a function defining for each pair of vertices u,v € V and each timestamp
t € T whether edge (u,v) exists in ¢. The main difference between multilayer graphs and temporal
networks is that layers are not ordered while timestamps follow the temporal ordering.

Examples. A standard undirected graph might depict, e.g., a static network of friends, where each
edge represents a relationship of friendship between two persons, which is bidirectional. Directed
networks are used in other context where the direction of the connections matters, e.g., in a citation
network of academics, in which an edge (u,v) € E indicates that the researcher u cited a work
of the researcher v but no viceversa. Weighted networks are often employed to represent supply
chains since edge weights can include information about the amount (or the worth) of the goods
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Figure 2.1: Zachary’s karate club network: a social network of friendships between 34 members
of a karate club in a US University in the 70s. Nodes’ size and color (on a scale from yellow to
blue) is according to the number of their connections.

moved from a point to another of the supply. Social networks in which relations can be either
friendly or antagonistic, e.g., a debate on Twitter, are represented by signed networks since they
can differentiate positive and negative interactions. Biological systems are extremely complex.
For example, proteins communicate between each other in many different ways and by different
means. Therefore, biologists prefer multilayer networks to study protein-to-protein interactions.
Temporal networks find application in a variety of contexts where the topology of the system
changes over time. They have been recently applied to the study of face-to-face contact networks
for the understanding of respiratory diseases.

In general, the types of systems that we can model and study by means of complex networks is
endless; even in very small environments, as in the real-world case shown in Figure 2.1 representing
a social network, we are able to derive complex patterns in the structure of the interpersonal
relations, i.e., the presence of two individuals more central (important) than the others and the
division of the vertices into two clusters [244].

2.1.1 Dense structures

In almost every kind of network, density is an indication of importance of certain regions of the
graph. Dense structures in a network may indicate high degrees of interaction, or mutual similarity
and hence collective characteristics, attractive forces, favorable environments, or critical mass.
From a theoretical point of view, dense structures have many interesting properties. They naturally
have small diameter®, therefore routing within these components is rapid. Dense regions are also
robust, in the sense that many connections can be broken without splitting the component [156].
A less known but equally important property of dense structure comes from percolation theory: if
a graph is sufficiently dense, then there is very high probability of propagating a message across
the whole graph [117].

Various definitions of dense structures have been explored in different studies. Generally, they

1We define the diameter of a graph as the greatest distance, in term of edges, between any pair of vertices.
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are based on two different concepts of density, i.e., absolute density and relative density. An abso-
lute density measure establishes the conditions for what constitutes a dense pattern independently
of what is outside the patterns itself. The definition of k-core is an example: a subgraph is a
k-core if and only if every vertex is connected to at least k& other vertices. On the other hand, a
relative density measure has no preset parameters for deciding whether a structure is sufficiently
dense or not; rather, it compares the density of one region of the graph to another, with the goal of
finding the densest regions. In order to set the boundaries of such structures, a metric is used with
the aim of maximizing the difference between intra-component density and inter-component den-
sity [156]. Cut (i.e., the number of edges between a component and what is outside the component)
minimization is an example of objective used for this purpose.

Degree-based densities. In literature, the most-in-use definitions of density are average degree
and minimum degree. Given a standard undirected graph G = (V, E) and a subset of vertices
S C V, we denote the degree of a node v € S in the induced subgraph G[S] = (S, E[S]) as
degs(u) = {v € S | (u,v) € E[S]}, i.e., the number of neighbor nodes of u in G[S]. As a
consequence, the average degree of a subgraph G[S] is

avg deggs (u). (2.1)
u€S

We analogously define the minimum degree of G[S] as

ind . 2.2

min degs (u) (2:2)

In the following section, we will dive deeper into the algorithms that find dense structures based
on average degree and minimum degree, and variations of such densities.

Cliques and quasi-cliques. The densest structure that we can find in a graph is a cliqgue. A
subset of vertices S C V in a graph G represents a clique if each pair of vertices in S is connected
by an edge in the induced subgraph G[S] = (S, E[S]); or, equivalently, degs(u) = |S| — 1 for each
node u € S, where degg(u) indicates the degree of u in G[S]. The definition of clique is quite strict
and cliques of remarkable dimension are rare to find in real-world complex networks. For this
reason, many relaxations of the clique definition have been proposed in terms of density, degree,
or distance. The most common one is the concept of quasi-clique in which a parameter v € [0, 1]
defines how close the quasi-clique is to be a clique. A subset of vertices S C V is a vy-quasi-clique if
G[S] = (S, E[S]) has at least 7(";') edges [1] or, alternatively, each vertex in S has at least degree
(IS = 1) [175].

Minimum-degree-based dense structures. The most used definitions of dense structure based
on minimum degree are core and plex. A k-core (or a core of order k) is a maximal subset of vertices
S C V of G such that each node u € S has degg(u) > k [208]. Similarly, S is a k-plex if each vertex
in S has at least degree |S| — k in G[S] [209]. The parameter k € N indicates the importance of
cores and plexes: the higher k& the more dense and cohesive a core is; viceversa for plexes.

Distance-based dense structures. Other definitions of dense structure are build upon the
concept of distance and, in particular, of shortest path?. Given a graph G = (V, E) and an integer
number k, the subset of vertices S C V is a kd-clique if the shortest path from any vertex to any
other of S is no more than k. In this case, paths may go outside G[S], i.e., the subgraph induced
by S, and include any vertices and edges of G [168]. The definition of k-club is exactly the same;
however, in this case, paths may not go outside G[S] [178]. Again, k¥ € N is an indication of how
cohesive a core or a club is: the shorter shortest paths are, the more the structures are cohesive
and relevant.

Related works about cores and core decomposition, and other types of dense structure in
different kinds of networks are discussed in greater detail in Section 2.2.

2.1.2 Centrality measures

In many applications, researchers and practitioners are not only interested in studying the im-
portant regions of a network, rather they want to understand the role that specific entities (or

2The shortest path between two vertices u,v € V in a graph G = (V, E) is the path such that the number of its
constituent edges is minimized.
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connections) play with respect to the global topology of the graph. The importance of a node (or
an edge) is assessed by centrality measures [92], that may be defined on several structural features
of the node, like its connectivity or its position with respect to the other vertices.

Degree-based centrality measures. The simplest and most commonly used centrality measure
is degree centrality. For a vertex u € V in a standard graph G = (V, E), it is defined as its degree:

cq(u) = deg(u). (2.3)

Distance-based centrality measures. Other centrality measures rely upon the concepts of
distance/proximity and, as a consequence, of shortest path. Closeness centrality [31] has been
defined from the intuition that a node is more central when it is closer to all other nodes. The
closeness centrality of a node u € V is defined by the following ratio:

1
CC(U) B Z’UEV d(u’ U) ’

where d(u,v) is the length of the shortest path between nodes u and v. Similar is the definition
of betweenness centrality [92] which counts the number of times a node acts as a bridge along the
shortest path between two other nodes. The betweenness centrality of a node w is

cp(u) = Z UL(u)y (2.5)

g
v,z€V vz
uFVE£zZ

(2.4)

where o, is the total number of shortest paths from node v to node w, and o, (u) is the number
of such paths passing through node u. Finally, Katz centrality [139] is a generalization of degree
centrality. While degree centrality measures the number of direct neighbors of a vertex u, Katz
centrality takes into account the number of nodes in the graph that can be connected through a
path from u. The contribution of nodes distant from the origin u are penalized by an attenuation
factor.

PageRank. PageRank centrality [187] is at the basis of the algorithms used by Google for ranking
web pages in their search engine. Differently than the centrality measures described above, which
are usually employed in undirected graphs, it is defined for directed networks. Since its introduc-
tion, it has found application in many areas and many variations have been proposed, e.g., [190].
The assumption at the basis of PageRank is that the quality of the edges adjacent to a node is
more important than their quantity for defining the importance of the node itself; and, the quality
of an edge is defined as the PageRank centrality of the node at the other endpoint of the edge.

HITS. Another edge-based method for ranking vertices of a graph is the HITS algorithm, introduced
by Kleinberg [143]. HITS computes two scores (centralities) for each node, i.e., the hub score
and the authority score. The underlying idea is similar to PageRank: nodes of high hub score
have many outgoing edges towards vertices of high authority score, while authorities have many
incoming edges from hubs. The details of (slightly modified versions of) PageRank and HITS are
reported in Chapter 6 (Section 6.2) in which we employ different centrality measures to propose a
network-driven study of mobility /migration of scientists across the world countries.

2.2 Related work

2.2.1 Core decomposition

Here we recall the concept of core as a dense structure and we introduce the definition of core
number of a vertex and core decomposition in standard graphs.

Definition 2.1 (k-core, core number, and core decomposition). The k-core (or core of order k) of
a standard graph G = (V, E) is a maximal set of vertices Cy, C V such thatVu € Cy, : dege, (u) > k.
The core number (or core index) of a vertex u is the highest order of a core that contains w. The
set of all k-cores V.=Cy 2 Cy D -+ 2 Cy+ (k* = argmaxy, Cy, # 0) is the core decomposition of
G.
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Figure 2.2: Example of core decomposition of a standard graph. The graph has 4 cores: the 0-core
is the entire graph, while the 3-core includes two connected components.

Core decomposition can be computed in linear time by iteratively removing the smallest-degree
vertex and setting its core number as equal to its degree at the time of removal [30]. Among
the many definitions of dense structures, core decomposition is particularly appealing as, among
others, it is fast to compute, and can speed-up/approximate dense-subgraph extraction accord-
ing to various other definitions. For instance, core decomposition allows for finding cliques more
efficiently [78], as a k-clique is contained into a (k—1)-core, which can be significantly smaller
than the original graph. Moreover, core decomposition is at the basis of approximation algorithms
for the densest-(at-least-k-)subgraph problem [148, 10], and betweenness centrality [123]. Core
decomposition has also been recognized as an important tool to analyze and visualize complex
networks [29, 7] in several domains, e.g., bioinformatics [20, 239], software engineering [246], and
social networks [141, 102]. It has been studied under various settings, such as distributed [180],
streaming/maintenance [205, 161], and disk-based [57], and generalized to various types of static
graphs, such as uncertain [47], directed [109], weighted [101, 75], bipartite graphs [165], or in-
cluding attributes on the nodes [245]. For a comprehensive survey about theory, algorithms, and
applications of core decomposition we refer to [171].

In Chapter 3 of this thesis we adopt the definition of multilayer core by Azimi-Tafreshi et al. [19]
to study how to efficiently compute the complete core decomposition of multilayer networks. In [19]
a core identified by an |L|-dimensional integer vector k (with |L| being the number of layers of the
given multilayer network), where every component of k refers to the minimum-degree constraint
required for that core in the corresponding layer (i.e., every E[z] component states the minimum
degree required for that core in the i-th layer). Apart from introducing the definition of multilayer
core, Azimi-Tafreshi et al. study the core-percolation problem from a physics standpoint, without
providing any algorithm. Specifically, they characterize cores on 2-layer Erdés-Rényi and 2-layer
scale-free networks, then they analyze real-world (2-layer) air-transportation networks.

Wu et al. [237] have proposed a core decomposition on temporal networks, which does not take
any kind of temporal constraint into account. They define indeed the (k, h)-core as the largest
subgraph in which every vertex has at least k£ neighbors and there are at least h temporal edges
between the vertex and its neighbors, without any restriction on when these h edges occur: the
sequentiality of connections is not taken into account and non-contiguous timestamps can support
the same core. In fact, the (k,h)-core decomposition can be seen as a kind of weighted static
core decomposition on the weighted static network resulting from the aggregation of the temporal
network. In Chapter 4 we devise a formulation of cores for temporal networks having a clear
temporal collocation and continuous spans. As we will see in Chapter 7, associating a temporal
collocation to each core is important in concrete applications.
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2.2.2 Community search

Given a standard graph and a set of query vertices, the community search problem aims at finding
a cohesive subgraph containing the query vertices. Community search has attracted a great deal of
attention in the last years [86, 132]. Sozio and Gionis [215] are the first to introduce this problem
by employing the minimum degree as a cohesiveness measure. Their formulation can be solved by a
simple (linear-time) greedy algorithm, which resembles the traditional 2-approximation algorithm
for densest subgraph proposed in [73]. More recently, Cui et al. [64] devise a local-search approach
to improve the efficiency of the method defined in [215], but only for the special case of a single
query vertex. The case of multiple query vertices has instead been addressed by Barbieri et al. [25],
who exploit core decomposition as a preprocessing step to improve efficiency. They also tackle the
problem of minimum community search, i.e., a variant of community search where the size of the
output subgraph has to be minimized.

Community search has also been studied under different names and/or settings. Huang et
al. [130] introduce a community-search model based on the k-truss notion. Andersen and Lang [11]
and Kloumann and Kleinberg [145] study seed set expansion in social graphs, in order to find com-
munities with small conductance or that are well-resemblant of the characteristics of the query ver-
tices, respectively. Other works define connectivity subgraphs based on electricity analogues [83],
random walks [226], the minimum-description-length principle [6], the Wiener index [202] and
network efficiency [201]. Recent approaches also introduce the flexibility of having query vertices
belonging to different communities [39, 242]. Finally, community search has been formalized for
attributed graphs [131, 84] and spatial graphs [85] as well.

In Chapters 3 and 4 we formulate the community-search problem for multilayer and temporal
graphs, respectively. The problem statement for multilayer networks (Chapter 3) adopts the early
definition by Sozio and Gionis [215] which measures the cohesiveness of a subgraph by means
of its minimum degree. On the other hand, in Chapter 4, we provide a novel definition of the
problem by asking for a set of subgraphs containing the given query vertices, along with their
corresponding temporal collocation, such that a global density measure (based on minimum degree)
of the identified subgraphs is maximized and the union of the temporal intervals spanned by those
subgraphs covers the whole underlying temporal domain.

2.2.3 Densest subgraph

Several notions of density exist in the literature, each of which leading to a different version of
the problem of extracting a single dense subgraph. While most variants are NP-hard, or even
inapproximable, extracting dense subgraphs according to average degree is solvable in polynomial
time [114]. As a result, such a density has attracted most of the research in the field, so that the
subgraph maximizing the average-degree density is commonly referred to as the densest subgraph.

Goldberg [114] provides an exact solution based on iteratively solving ad-hoc-defined minimum-
cut problem instances. Although principled and elegant, Goldberg’s algorithm cannot scale to large
graphs. Asahiro et al. [18] and Charikar [73] provide a more efficient (linear-time) 1-approximation
algorithm that is capable of handling large graphs. The algorithm greedily removes the smallest-
degree vertex, until the graph has become empty. Among all subgraphs produced during this
vertex-removal process, the densest one is returned as output. Note that this algorithm resembles
the one used for core decomposition. In fact, it can be proved that the inner-most core of a graph
is itself a %—approximation of the densest subgraph.

In the classic definition of densest subgraph there is no size restriction of the output. Variants
of the problem with size constraints turn out to be NP-hard. Thus, approximation algorithms
and other (mostly theoretic) results have been presented [17, 87, 16, 10]. A number of works
depart from the classic average-degree maximization problem and focus on extracting a subgraph
maximizing other notions of density. For instance, Tsourakakis et al. [228] resort to the notion
of quasi-clique to define an alternative measure of density, while Tsourakakis [227] and Wang et
al. [234] focus on notions of density based on k-cliques and/or triangles. The densest-subgraph
problem has also been studied in different settings, such as streaming/dynamic context [21, 38, 76],
and top-k fashion [22, 94, 183].
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2.2.4 Substructures in multilayer networks

A number of recent contributions have emerged on the problem of extracting dense structure
from a set of multiple graphs sharing the same vertex set, which is a setting equivalent to the
multilayer one. Jethava and Beerenwinkel [136] define the densest common subgraph problem,
i.e., find a subgraph maximizing the minimum average degree over all input graphs, and devise
a linear-programming formulation and a greedy heuristic algorithm for it. Reinthal et al. [195]
provide a Lagrangian relaxation of the Jethava and Beerenwinkel’s linear-programming formula-
tion, which can be solved more efficiently. Semertzidis et al. [210] introduce three more variants
of the problem, whose goal is to maximize the average average degree, the minimum minimum
degree, and the average minimum degree, respectively. They show that the average-average vari-
ant easily reduces to the traditional densest-subgraph problem, and that the minimum-minimum
variant can be exactly solved by a simple adaptation of the classic algorithm for core decom-
position. They also devise heuristics for the remaining two variants. A very recent work by
Charikar et al. [56] further focuses on the minimum-average and average-minimum formulations,
by providing several theoretical findings, including NP-hardness, hardness of the approximation
(for both minimum-average and average-minimum), an integrality gap for the linear-programming
relaxation introduced in [136, 195] (for minimum-average), a characterization in terms of parame-
terized complexity (for average-minimum).

Other contributions in this area deal with specific cases of 2-layer networks [238, 213] and with
the community-detection problem [37, 181, 188, 51, 220, 225, 243]. Boden et al. [41] study subspace
clustering for multilayer graphs, i.e., find clusters of vertices that are densely connected by edges
with similar labels for all possible label sets. Yan et al. [241] introduce the problem of mining
closed relational graphs, i.e., frequent subgraphs of a multilayer graph exhibiting large minimum
cut. Jiang et al. [137] focus on extracting frequent cross-graph quasi-cliques, i.e., subgraphs that are
quasi-cliques in at least a fraction of layers equal to a certain minimum support and have size larger
than a given threshold. Interdonato et al. [135] are the first to study the problem of local community
detection in multilayer networks, i.e., when a seed vertex is given and we want to reconstruct its
community by having only a limited local view of the network. Finally, Zhu et al. [247] address the
problem of finding the k most diversified d-coherent cores, i.e., the k£ subgraphs having minimum
degree at least d that maximize the coverage of the vertices.

In Chapter 3 we introduce a formulation of the densest-subgraph problem in multilayer networks
that trades off between high density and number of layers where the high density is observed. More-
over, we show that our formulation generalizes the minimum-average densest-common-subgraph
problem studied in [56, 136, 195, 210] and our method to solve our formulation provides approxi-
mation guarantees for this definition as well. Furthermore, we show how to speed-up the problem
of finding frequent cross-graph quasi-cliques [137].

2.2.5 Substructures in temporal networks

A number of works on extracting dense structures from a temporal network focus on the notion
of densest subgraph introduced above. The densest common subgraph problem introduced by
Jethava and Beerenwinkel [136] considers as input a set of graphs sharing the same vertex set,
which can thus also be interpreted as a temporal network. The theoretical advancements [195, 56]
and the variants of the problem [210] later introduced are valid for the temporal scenario al well.

Complementary works focus on variants of the densest-subgraph-discovery problem. Rozen-
shtein et al. study the problem of discovering dense temporal subgraphs whose edges occur in
short time intervals considering the exact timestamp of the occurrences [200], and the problem of
partitioning the timeline of a temporal network into non-overlapping intervals, such that the inter-
vals span subgraphs with maximum total density [199]. Epasto et al. [76] deal with the problem
of maintaining the densest subgraph in a dynamic setting.

Attention in the literature has also been devoted to densities other than the average degree. The
notion of A-clique, as a set of vertices in which each pair is in contact at least every A timestamps,
has been proposed in [231, 126]. Bentert et al. [35] introduce the A-k-plex, a relaxation of A-clique
in which each vertex has an edge to all but at most k — 1 vertices at least once every A consecutive
timestamps. Li et al. [160] study the problem of finding the maximum (6,A)-persistent k-core in
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a temporal network, i.e., the largest subgraph that is a connected k-core in all the subintervals of
duration 6 of a given temporal interval A.

A different, but still slightly related body of literature focuses on other definitions of tem-
poral patterns, such as frequent evolution patterns in temporal attributed graphs [36, 134, 67],
link-formation rules in temporal networks [49, 159], frequency-estimation algorithms for counting
temporal motifs [149, 166], finding a small vertex set whose removal eliminates all temporal paths
connecting two designated terminal vertices [248], finding a subgraph that maximizes the sum of
edge weights in a network whose topology remains fixed but edge weights evolve over time [42, 170],
and the discovery of dynamic relationships and events [65], or of correlated activity patterns [106].

The work enclosed in Chapter 4 differs from all the above ones as our notions do not correspond
(or are straightforwardly reducible) to any of those temporal patterns.

2.2.6 Substructures in signed networks

The concept of structural balance first appears as psychological theory of balance in triangles of
sentiments [124]. Signed networks are later introduced in the seminal work by Harary [121], who
also generalizes the balance theory to signed networks [52]. Harary and Kabell develop a simple
algorithm to test whether a given signed network is balanced [122] by enumerating the cycles in the
network containing an even number of negative edges; in this case, the network can be partitioned
into two clusters of nodes having only positive edges within and only negative edges in-between.
A complete signed network is balanced if and only if all its triangles are balanced [73]. Akiyama
et al. [5] study how to estimate the minimum number of sign changes required so that a signed
network satisfies the balance property. Recent works link spectral properties of signed networks
to the balance theory. Hou et al. [128] prove that a signed network is balanced if and only if
the smallest eigenvalue of the signed Laplacian is 0. Moreover, [129] investigates the relationship
between the smallest eigenvalue of the signed Laplacian and the level of balance of a signed network.

A fundamental problem studied in signed networks is correlation clustering [24], i.e., partition
the nodes into clusters so as to maximize (minimize) the number of edges that “agree” (“disagree”)
with the partitioning. The 2-correlation-clustering problem [60], also known as the frustration-
index problem [14], is also widely studied.

Signed graphs have also been studied in different contexts. Guha et al. [119] and Leskovec et
al. [158] study directed signed graphs and develop status theory, which complements balance theory,
to reason about the importance of the vertices in such graphs. Other lines of research include edge
and vertex classification [54, 221], link prediction [157, 219], community detection [3, 9, 24, 218],
recommendation [222], and more. A detailed survey on the topic is provided by Tang et al. [223].

A few recent works explore the problem of finding antagonistic communities in signed networks.
Lo et al. consider directed graphs and search for strongly-connected positive subgraphs that are
negative bi-cliques [167], which severely limits the size of the resulting communities. A relaxed
variant for undirected networks was described in subsequent work [100]. Chu et al. propose a
constrained-programming objective to find k warring factions [59], as well as an efficient algorithm
to find local optima.

The problem we study in Chapter 5 could be seen at the intersection of correlation clustering
and the problem of identifying antagonistic communities: we search for two clusters while we allow
vertices not to be part of any cluster.

2.2.7 Scientific migration and network analysis

The mobility of scientists is a topic of broad interest that has been investigated in a series of
works. It is studied in [108] adopting an economic point of view mixed with the traditional
sociology of science. Saxenian [206] and Agrawal et al. [2] discuss about the concept of brain drain
and argue that connections between migrant scientists and their home countries are persistent in
time and might ease knowledge transfer backward. For these reasons, they call this phenomenon
brain circulation or brain bank. Since reliable data sources about the topic are often problematic,
Franzoni et al. [90] devise a survey with the intent of providing consistent data about cross-country
researches. [177] explores how Scopus® can be exploited as data source for the study of international

Shttps://www.scopus.com
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scientific mobility for countries with high adoption of the platform. The authors of [177] do not
propose any network model, while they show quantitative metrics and general trends about the
observed countries and researchers. A recent study by Verginer et al. [230] describes a method to
extract mobility networks from a collection of four bibliographic data sources to characterize the
mobility of scientists at city granularity.

Human migration was studied by means of complex networks in the recent past. [81] defines the
international migration network as temporal weighted direct network having countries as nodes
and whose edges represent stocks of migrants. Following up the seminal work by Fagiolo et al. [81],
many other approaches are proposed with similar purposes, studying for example human migration
from a multilayer perspective using data gathered from social networks [34]. A complementary
work [82] correlates per-capita income and labor productivity with human migration and network
centrality. It has been explored also how to build complex networks from worldwide migration
flows to identify a socioeconomic indicator that explains the reasons behind the phenomenon [53].
Finally, Robinson et al. [197] propose a machine learning approach to predict long-term human
mobility.

In Chapter 6 we propose novel attempt to model and analyze human migration, the migration
of the scientific population in particular, by means of network analysis. We follow up the work
by Bohannon and Doran [43] which claims that ORCID data can be used to survey scientific
migration. [43] provides a collection of basic statistics about the dataset without deepening the
temporal evolution of the phenomenon nor introducing a network approach.

2.2.8 Network visualization

Many network visualizations have been proposed in literature in order to graphically express specific
characteristics, properties, and patterns of networks [69, 125, 140]. An example is reported in
Figure 2.1 in which nodes’ size and color highlight the degree centrality of the vertices, and nodes’
position depicts a strong community structure of the network.

Force-based visualizations map an energy function to the desired layout and minimize it [140];
among the most famous, we recall the Fruchterman-Reingold [93] and the Kamada-Kawai [138]
algorithms. Bastert and Matuszewski [27] propose a layout for directed networks to empathize
the the flow direction. Hive plots [150] place nodes on radially oriented linear axes according to
a coordinate system defined by nodes characteristics and/or network properties. Eigenvectors are
exploited for visualizing networks in different works [191, 147, 48]. In particular, [152] studies the
application of clustering, prediction, and visualization methods to signed networks by using the
signed Laplacian and its eigenvalue decomposition. In particular, the proposed visualization wants
show a clustering of the nodes.

In Chapter 8 we propose a novel visualization algorithm targeted to signed networks. We
borrow the theoretical principles of Chapter 5 and [152] to highlight structural balance properties
of a given signed network.
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Chapter 3

Core decomposition in multilayer
networks

In social media and social networks, as well as in several other real-world contexts — such as bio-
logical and financial networks, transportation systems and critical infrastructures — there might be
multiple types of relation among entities. Data in these domains is typically modeled as a a graph
composed of a superimposition of different layers, i.e., a graph where multiple edges of different
types may exist between any pair of vertices [70, 51, 155]. In the literature different terminologies
have been used to refer to graphs of this kind: multilayer networks, multiplex networks, multi-
dimensional networks, multirelational networks, multislice networks, and more. There is no real
uniformity in this regard, and the various terms may also refer to slightly different concepts. In this
work we deal with networks composed of multiple layers, with no inter-layer links, and hereinafter
use the term “multilayer networks” to refer to them.!

In this chapter we study the problem of core decomposition in multilayer networks: although the
number of multilayer cores can be exponential in the number of layers, we devise efficient algorithms
to compute the complete core decomposition. However, efficiency of the core decomposition is
not enough. Given the potentially high number of cores, we need to provide the data analyst
with additional tools to browse through the output, being able to focus only on the patterns of
interest. The situation resembles that of the classic association rules and frequent itemsets mining:
a potentially exponential output, efficient algorithms to extract all the patterns, the need to define
concise summaries of the extracted knowledge, and the opportunity of using the extracted patterns
as building blocks for more sophisticated analyses.

Going in this direction, we present a series of applications built on top of our multilayer core
decomposition. First we focus on the problem of extracting only the mazimal or, as we call them
in this work, the inner-most cores, i.e., cores that are not “dominated” by any other core As we
will see experimentally, inner-most cores are orders of magnitude less than all the cores. Therefore,
it is interesting to develop algorithms that effectively exploit the maximality property and extract
inner-most cores directly, without first computing a complete decomposition. Then, we show how
multilayer core decomposition finds application to the problem of densest-subgraph extraction from
multilayer networks [136, 56]. As a further application, we exploit multilayer core decomposition to
speed-up the extraction of frequent cross-graph quasi-cliques [137]. Finally, we show how multilayer
core decomposition can be used to generalize the community-search problem [215] to the multilayer
setting.

Challenges, contributions, and roadmap

Let G = (V, E, L) be a multilayer graph, where V is a set of vertices, L is a set of layers, and
E CV xVxLisaset of edges. Given an |L|-dimensional integer vector k = [k¢]scr, the multilayer
k-core of G is a maximal subgraph whose vertices have at least degree ky in that subgraph, for all

L Another quite popular terminology adopted in the literature to denote networks with multiple layers and no
inter-layer links is “multiplex networks”.
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layers ¢ € L [19]. Vector k is dubbed coreness vector of that core. The set of all non-empty and
distinct multilayer cores constitutes the multilayer core decomposition of G. A major challenge of
computing the complete core decomposition of multilayer networks is that the number of multilayer
cores can be exponential in the number of layers, which makes the problem inherently hard, as the
potentially exponential size of the output precludes the existence of polynomial-time algorithms in
the general case. In fact, unlike the single-layer case where cores are all nested into each other, no
total order exists among multilayer cores. Rather, they form a core lattice defining a relation of
partial containment. As a result, the multilayer core-decomposition problem cannot be solved in
linear time like in single-layer graphs: algorithms in the multilayer setting must be crafted carefully
to handle this exponential blowup, and avoid, to the maximum possible extent, the computation
of unnecessary (i.e., empty or non-distinct) cores.

A nailve way of computing a multilayer core decomposition consists in generating all possible
coreness vectors E, run for each vector a subroutine that iteratively removes vertices whose degree
in some layer £ is less than the /-th component of E, and filter out duplicated cores. This method
has evident efficiency issues, as every core is computed starting from the whole input graph, and
a significant number of unnecessary (i.e., empty or non-distinct) cores may be generated. Within
this view, our first contribution is to devise three algorithms that exploit effective pruning rules
during the visit of the lattice, thus being much more efficient than the naive counterpart. The first
two methods are based on a BFS and a DFS strategy, respectively: the BFS method exploits the rule
that a core is contained into the intersection of all its fathers in the lattice, while the DFS method
iteratively performs a single-layer core decomposition that computes cores along a path from a
non-leaf lattice core to a leaf all at once. The third method adopts a HYBRID strategy embracing
the main pros of BFS and DFSs, and equipped with a look-ahead mechanism to skip non-distinct
cores.

We then shift the attention to the problem of computing all and only the inner-most cores,
i.e., the cores that are not dominated by any other core in terms of their index on all the layers.
A straightforward way of approaching this problem would be to first compute the complete core
decomposition, and then filter out the non-inner-most cores. However, as the inner-most cores are
usually much less than the overall cores, it would be desirable to have a method that effectively
exploits the maximality property and extracts the inner-most ones directly, without computing a
complete decomposition. The design of an algorithm of this kind is an interesting challenge, as it
contrasts the intrinsic conceptual properties of core decomposition, based on which a core of order
k (in one layer) can be efficiently computed from the core of order k— 1, of which it is a subset, thus
naturally suggesting a bottom-up discovery. For this reason, at first glance, the computation of the
core of the highest order would seem as hard as computing the overall core decomposition. In this
work we show that, by means of a clever core-lattice visiting strategy, we can prune huge portions
of the search space, thus achieving higher efficiency than computing the whole decomposition.

As a major application of multilayer core decomposition, we then focus on the problem of
extracting the densest subgraph from a multilayer network. Other methods in the literature, i.e.,
the ones defined in [56, 136, 195, 210], aim at extracting a subgraph that maximizes the minimum
average degree over all layers. A major limitation of this formulation is that, considering all layers,
even the noisy /insignificant layers would contribute to selecting the output subgraph, which would
be not really dense, thus preventing us from finding a subgraph being dense in a still large subset of
layers. Another simplistic approach at the other end of the spectrum corresponds to flattening the
input multilayer graph and resorting to single-layer densest-subgraph extraction. However, this
would mean disregarding the different semantics of the layers, incurring in a severe information
loss. Within this view, in this work we generalize the problem studied in [56, 136, 195, 210] by
introducing a formulation that accounts for a trade-off between high density and number of layers
exhibiting the high density.  Specifically, given a multilayer graph G = (V, E, L), the average-
degree density of a subset of vertices S in a layer £ is defined as the number of edges induced by S
in ¢ divided by the size of S, i.e., ‘El"‘s[ls”. We define the multilayer densest subgraph as the subset
of vertices S* such that the function

EoS*]|, »
max min M\LVB (3.1)
icrL el |S¥]

is maximized. 8 € R" is a parameter controlling the importance of the two sides of the same coin
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of our problem, i.e., high density and number of layers exhibiting such a density. It can be observed

that this problem statement naturally achieves the desired trade-off: the larger the subset L of

selected layers, the smaller the minimum density min,; IE‘ZS[‘EH registered in those layers. Similarly

to the single-layer case in which the core decomposition can be used to obtain a %—approximation
of the densest subgraph, in this work we show that computing the multilayer core decomposition
of the input graph and selecting the core maximizing the proposed multilayer density function

achieves a ﬁ—approximation for the general multilayer-densest-subgraph problem formulation,

and a %-approximation for the all-layer specific variant studied in [136, 56].

As a further application of our multilayer core-decomposition tool, we show how it can be
used as a profitable preprocessing step to speed-up the problem of extracting frequent cross-graph
quasi-cliques defined in [137]. Specifically, we prove that the search of frequent cross-graph quasi-
cliques can be circumstantiated to a number of restricted areas of the input multilayer graph,
corresponding to multilayer cores that comply with the quasi-clique condition. This allows for
skipping visiting unnecessary parts of the input graph, and, thus, speeding up the whole process,
no matter which specific algorithm is used.

Finally, we also provide a generalization of the community-search problem [215] to the multilayer
setting, and show how to exploit multilayer core decomposition to obtain optimal solutions to this
problem.

Summarizing, this work has the following contributions:

e We define the problem of core decomposition in multilayer networks, characterizing its use-
fulness, its relation to other problems, and its intrinsic complexity. We then devise three
algorithms that solve multilayer core decomposition efficiently based on different pruning
techniques (Section 3.2).

e We devise further algorithms that are specifically suited for the computation of the inner-
most cores only (Section 3.3).

e We study the problem of densest-subgraph extraction in multilayer networks, by devising a
novel formulation as an optimization problem that trades-off between high density and num-
ber of layers exhibiting high density. We exploit multilayer core decomposition to solve the
multilayer densest-subgraph problem with provable approximation guarantees (Section 3.4).

e We show how the multilayer core-decomposition tool can be exploited to speed up the ex-
traction of frequent cross-graph quasi-cliques (Section 3.5).

e We formulate the multilayer community-search problem and show that multilayer core de-
composition provides an optimal solution to this problem (Section 3.6).

An extensive experimental evaluation on a large variety of real multilayer networks is reported
in order to assess the effectiveness of the proposed methods in all the aforementioned contexts.
For each of these contexts, experiments are provided within the corresponding section.

3.1 Multilayer core decomposition and related problems

In this section we introduce the needed preliminaries and notation, we provide some fundamental
properties of multilayer cores, and then formally define all the problems studied in this work.

3.1.1 Multilayer core decomposition

We are given an undirected multilayer graph G = (V| E, L), where V is a set of vertices, L is a set of
layers, and E C V x V x L is a set of edges. Let E,; denote the subset of edges in layer £ € L. For a
vertex u € V we denote by deg(u, £) and deg(u) its degree in layer £ and over all layers, respectively,
ie., deg(u,l) = [{e = (u,v,f) : e € Eg}|, deg(u) = |[{e = (u,v,£) :e € E}| =}, deg(u,£).

For a subset of vertices S C V we denote by G[S] the subgraph of G induced by S, i.e.,
G[S] = (S, E[S],L), where E[S] = {e = (u,v,f) | e € E,u € S,v € S}. For a vertex u € V we
denote by degg(u, ) and degg(u) its degree in subgraph S considering layer ¢ only and all layers,
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Figure 3.1: Example 2-layer graph (solid edges refer to the first layer, while dashed edges to the
second layer) with the following k-cores: (0,0) = (1,0) = (0,1) = (1,1) = {A,B,C,D,E,F},(2,0) =
(2,1) = {ABDEF} (3,00 = (3,1) = {AB,D,E},(0,2) = (1,2) = (0,3) = (1,3) =
{B,C,E,F},(2,2) = {B,EF} .

respectively, i.e., degg(u, £) = |{e = (u,v,£) : e € Ey[S]}|, degg(u) = [{e = (u,v,£) : e € E[S]} =
> ver degs(u, £). Finally, let p(f) and (L) denote the minimum degree of a vertex in layer £ and
in a subset L C L of layers, respectively. Let also p(S,¢) and u(S, ﬁ) denote the corresponding
counterparts of z(¢) and p(L) for a subgraph (induced by a vertex set) S.

A core of a multilayer graph is characterized by an |L|-dimensional integer vector k= [keleer,
termed coreness vector, whose components k, denote the minimum degree allowed in layer £. This
corresponds to the notion of k-core introduced by Azimi-Tafreshi et al. [19] for the multilayer core-
percolation problem. We recall that Azimi-Tafreshi et al. do not study (or devise any algorithm for)
the problem of computing the entire core decomposition of a multilayer graph. Core percolation is
studied by analyzing a single core of interest computed with the simple iterative-peeling algorithm
(Algorithm 3.1). Formally:

Definition 3.1 (multilayer core and coreness vector [19]). Given a multilayer graph G = (V, E, L)
and an | L|-dimensional integer vector k= [kelecr, the multilayer k-core of G is a maximal subgraph
G[C] = (C C V, E[C), L) such that V¢ € L : u(C,£) > k. The vector k is referred to as the coreness
vector of G[C].

Given a coreness vector E, we denote by C}: the corresponding core. Also, as a k-core is fully
identified by the vertices belonging to it, we hereinafter refer to it by its vertex set C} and the
induced subgraph G[C}] interchangeably.

It is important noticing that a set of vertices C' C V may correspond to multiple cores. For
instance, in the graph in Figure 3.1 the set {A,B,D,E} corresponds to both (3, 0)-core and (3, 1)-core.
In other words, a multilayer core can be described by more than one coreness vector. However, as
formally shown next, among such multiple coreness vectors there exists one and only one that is
not dominated by any other. We call this vector the mazimal coreness vector of C'. In the example
in Figure 3.1 the maximal coreness vector of {A,B,D,E} is (3,1).

Definition 3.2 (maximal coreness vector). Let G = (V E, L) be a multilayer graph, C CV be a
core of G, and k= [kelecr, be a coreness vector of C. k is said maximal if there does not exist any
coreness vector k' = [kplecr, of C such that Ve € L : k) > k; and Jel: ké > k.

Theorem 3.1. Multilayer cores have a unique maximal coreness vector.

Proof. We prove the theorem by contradiction. Assume two maximal coreness vectors ko=
[keleer, £ K = [kg]geL exist for a multilayer core C. As k #* k' and they are both maximal,

there exist two layers ¢ and 7 such that k; > k’ and k: > kz. By definition of multilayer core
(Definition 3.1), it holds that V¢ € L : ,u(C 0) > ky, (C £) > kj. This means that the vector
k= [k})ecr, with k} = max{ke, k;},V¢ € L, is a further coreness vector of C'. For this vector it
holds that V¢ # 0, # 0 : ki > kj, k3 > ki, and kj > kg. Thus, k* dominates both k and k', which

contradicts the hypothesis of max1mality of k and k. The theorem follows. O

20



CHAPTER 3. CORE DECOMPOSITION IN MULTILAYER NETWORKS

The first (and main) problem we tackle in this work is the computation of the complete multi-
layer core decomposition, i.e., the set of all non-empty multilayer cores.

Problem 3.1 (MULTILAYER CORE DECOMPOSITION). Given a multilayer graph G = (V,E, L),
find the set of all non-empty and distinct cores of G, along with their corresponding mazimal
coreness vectors. Such a set forms what we hereinafter refer to as the multilayer core decomposition

of G.

3.1.2 Inner-most multilayer cores

Cores of a single-layer graph are all nested one into another. This makes it possible to define the
notions of () inner-most core, defined as the core of highest order, and (ii) core index (or core
number) of a vertex u, which is the highest order of a core containing u. In the multilayer setting
the picture is more complex, as multilayer cores are not necessarily all nested into each other. As
a result, the core index of a vertex is not unambiguously defined, while there can exist multiple
inner-most cores.

Definition 3.3 (inner-most multilayer cores). The inner-most cores of a multilayer graph are all
those cores with maximal coreness vector k = [k¢|ecr, such that there does not exist any other core
with coreness vector k' = [kyleer, where V0 € L kj > ky and 3¢ € L : ké > k.

To this purpose, look at the example in Figure 3.1. It can be observed that: (i) cores are not
nested into each other, (i) (3, 1)-core, (1, 3)-core and (2, 2)-core are the inner-most cores, and (%)
vertices B and E belong to (inner-most) cores (3, 1), (1,3), and (2, 2), thus making their core index
not unambiguously defined.

The second problem we tackle in this work is the development of smart algorithms to compute all
the inner-most cores, without the need of computing the complete multilayer core decomposition.

Problem 3.2 (Inner-most cores computation). Given a multilayer graph G = (V, E, L), find the
set of all non-empty and inner-most cores of G, along with their corresponding maximal coreness
vectors.

3.1.3 Multilayer densest subgraph

As anticipated in Section 3, the densest subgraph of a multilayer graph should provide a good
trade-off between large density and the number of layers where such a large density is exhibited.
We achieve this intuition by means of the following optimization problem:

Problem 3.3 (MULTILAYER DENSEST SUBCGRAPH). Given a multilayer graph G = (V,E,L), a
positive real number B, and a real-valued function 6 : 2V — RT defined as:

4(S) = maxmin |EelS]

L|?, 3.2
icr ter || IZ] (32)

find a subset S* C V' of vertices that maximizes function 9, i.e.,

S* = argrspgzi‘a{é(S). (3.3)

The role of parameter 8 in Problem 3.3 is to control the importance of the two ingredients of the
objective function 4, i.e., density and number of layers exhibiting such a density: the smaller 5 the
larger the importance to be given to the former aspect (density), and vice versa. Also, as a nice side
effect, solving the MULTILAYER DENSEST SUBGRAPH problem allows for automatically finding a
set of layers of interest for the densest subgraph S$*. In Section 3.4 we will show how to exploit
it to devise an algorithm with approximation guarantees for MULTILAYER DENSEST SUBGRAPH,
thus extending to the multilayer case the intuition at the basis of the well-known %—approximation
algorithm [18, 55] for single-layer densest-subgraph extraction.
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3.1.4 Frequent cross-graph quasi-cliques

Another interesting insight into the notion of multilayer cores is about their relationship with
(quasi-)cliques. In single-layer graphs it is well-known that cores can be exploited to speed-up the
problem of finding cliques, as a clique of size k is guaranteed to be contained in the (k — 1)-core.
Interestingly, a similar relationship holds in the multilayer context too. Given a multilayer graph
G = (V,E,L), a layer ¢ € L, and a real number v € (0,1], a subgraph G[S] = (S C V, E[S], L)
of G is said to be a y-quasi-clique in layer ¢ if all its vertices have at least (|.S| — 1) neighbors
in layer ¢ within S, i.e., Vu € S : degs(u,£) > v(|S| — 1). Jiang et al. [137] study the problem of
extracting frequent cross-graph quasi-cliques, defined next.

Problem 3.4 (Frequent cross-graph quasi-cliques mining [137]). Given a multilayer graph G =
(V,E,L), a function I' : L — (0,1] assigning a real value to every layer in L, a real number
min_sup € (0,1], and an integer min_size > 1, find all mazimal subgraphs G[S] of G of size larger
than min_size such that there exist at least min_sup X |L| layers ¢ for which G[S] is a T'(£)-quasi-
clique.

In Section 3.5 we will prove that a frequent cross-graph quasi-clique of size K is necessarily
contained into a k-core described by a maximal coreness vector k= [k¢]ecr such that there exists
a fraction of at least min_sup layers ¢ where ky = |T'(¢)(K — 1)]. Based on this property we will
show how, by exploiting multilayer core decomposition as a preprocessing step, we can speed-up
any algorithm for Problem 3.4.

3.1.5 Multilayer community search

The last application of multilayer core decomposition we study is the so called community search
problem. Given a graph G = (V,E) and a set Vo C V of query vertices, a very wide family
of problem requires to find a connected subgraph H of G, which contains all query vertices Vg
and exhibits an adequate degree of cohesiveness, compactness, or density. This type of problem
has been termed in the literature in different ways, e.g., community search [215, 64, 25], seed set
expansion [11, 145], connectivity subgraphs [83, 226, 202, 6, 201], just to mention a few: see [132]
for a recent survey. In this work we adopt the early definition by Sozio and Gionis [215] which
measures the cohesiveness of the resulting subgraph by means of the minimum degree inside the
subgraph, and we adapt it to the multilayer setting as follows.

Problem 3.5 (Multilayer Community Search). Given a multilayer graph G = (V,E, L), a set of
vertices S C V', and a set of layers L C L, we define the minimum degree of a vertez in S, within
the subgraph induced by S and L as:

(S, L) = min min degg (u, £). (3.4)
tel ues

Given a positive real number (3, we define a real-valued density function ¥ : 2V — R* as:

I(8) = max (S, L)|LI". (3.5)

Given a set Vo C V' of query vertices, find a subgraph containing all the query vertices and
mazximizing the density function, i.e.,

S* = argmax ¥(9). (3.6)
VoCSCV

In Section 3.6 we will show how to adapt multilayer core decomposition to efficiently provide
an exact solution to Problem 3.5.
3.2 Algorithms for multilayer core decomposition

A major challenge of the MULTILAYER CORE DECOMPOSITION problem is that the number of
multilayer cores to be output may be exponential in the number of layers. Specifically, denoting by
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Figure 3.2: Section of core lattice of a 3-layer graph.

K, the maximum order of a core for layer ¢, the number of multilayer cores is O([ [, K¢). This
makes MULTILAYER CORE DECOMPOSITION intrinsically hard: in the general case, no polynomial-
time algorithm can exist. The challenge in this context hence lies in handling this exponential
blowup by early recognizing and skipping unnecessary portions of the search space, such as non-
distinct and/or empty cores.

Given a multilayer graph G = (V, E, L) and a coreness vector k= [ke]ecr, finding the corre-
sponding core can easily be solved in O(|E| + |V| x |L|) time by iteratively removing a vertex u
having degq (u,£) < k¢ in some layer ¢, where G’ denotes the current graph resulting from all pre-
vious vertex removals (Algorithm 3.1, where the set S of vertices to be considered is set to S = V).
Therefore, a naive algorithm to compute the entire multilayer core decomposition consists of gen-
erating all possible coreness vectors, run the multilayer core-detection algorithm just described for
each of such vectors, and retain only non-empty and distinct cores. This naive method requires all
vectors [k]eer, where each k, component is varied within the interval [0..K,].2 This corresponds
to a O(]],c;, K¢) number of vectors. As a result, the overall time complexity of the method is
O((E| + V] x |L|) x T1per, Ke)-

This approach has two major weaknesses: (i) each core is computed starting from the whole
input graph, and (i) by enumerating all possible coreness vectors beforehand a lot of non-distinct
and/or empty (thus, unnecessary) cores may be computed. In the following we present three
methods that solve MULTILAYER CORE DECOMPOSITION much more efficiently.

3.2.1 Search space

Although multilayer cores are not all nested into each other, a notion of partial containment can
still be defined. Indeed, it can easily be observed that a k-core with coreness vector k = [ke)eer is
contained into any k’-core described by a coreness vector k' = [k}]ecr, whose components k) are all
no more than components ky, i.e., k;, < k, V¢ € L. This result is formalized next:

Fact 3.1. Given a multilayer graph G = (V, E, L) and two cores Cj; and Cy; of G with coreness
vectors k = [keleer and K = (kleer, respectively, it holds that if V€ € L : ky < ky, then C C Cp;.

Proof. Combining the definition of multilayer core (Definition 3.1) and the hypothesis on vectors
k and K, it holds that V¢ € L : u(Cy, ) > k¢ > kj. This means that C}; satisfies the definition of

-

k'-core, thus implying that all vertices in Cj are part of C}, too. The fact follows. O

Based on Fact 3.1, the search space of our problem can be represented as a lattice defining a
partial order among all cores (Figure 3.2). Such a lattice, which we call the core lattice, corresponds
to a DAG where nodes represent cores,® and links represent relationships of containment between
cores (a “father” node contains all its “child” nodes). We assume the core lattice keeping track
of non-empty and not necessarily distinct cores: a core is present in the lattice as many times as

2K, values can be derived beforehand by computing a single-layer core decomposition in each layer £. This
process overall takes O(|E|) time.

3Throughout the chapter we use the term “node” to refer to elements of the core lattice, and “vertex” for the
elements of the multilayer graph.
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Algorithm 3.1: k-core
Input: A multilayer graph G = (V, E, L), a set S C V of vertices, an |L|-dimensional
integer vector k= [ke)ecr-
Output: The k-core C; of G.
1 while Ju € S,3¢ € L : degg(u,l) < k¢ do
2 L S+ S\ {u}
3 OE =S

Algorithm 3.2: BFS-ML-cores
Input: A multilayer graph G = (V, E, L).
Output: The set C of all non-empty multilayer cores of G.

1 C0, Q<«{[0].}, F([0];1)) <0 // F keeps track of father nodes
2 while Q # () do

3 dequeue k = [k¢)eer from Q

4 if {ke: ke >0} = |]:(E)| then // Corollary 3.2
5 Fr nFe]—‘(E) F // Corollary 3.1
6 Cr k-core(G, Fn, k) // Algorithm 3.1
7 if C; # 0 then

8 C+—Cu {CE}

9 forall ¢ € L do // enqueue child nodes
10 E/<_[k1,~--,ké+17--~7k\[,|]

11 enqueue K into Q

12 F(K') « F(K') u{C;}

the number of its coreness vectors. Each level i of the lattice represents the children of cores at
lattice level ¢ — 1. In particular, level ¢ contains all those cores whose coreness vector results from
increasing one and only one component of its fathers’ coreness vector by one. Formally, a lattice
level i contains all k-cores with coreness vector k = [k¢]ecr such that there exists a core at lattice
level i — 1 with coreness vector k' = [kplecr, where: 3¢ € L : ky =k, + 1, and Vi #L0:k; = k:%.
As a result, level 0 contains the root only, which corresponds to the whole input graph (i.e., the
[0])-core), the leaves correspond to inner-most cores, and any non-leaf node has at least one and
at most |L| children. Moreover, every level i contains all cores whose coreness-vector components
sum to <.

Solving the MULTILAYER CORE DECOMPOSITION problem is hence equivalent to building the
core lattice of the input graph. The efficient methods we present next are all based on smart
core-lattice building strategies that extract cores from smaller subgraphs, while also attempting to
minimize the visit/computation of unnecessary (i.e., empty/non-distinct) cores.

3.2.2 Breadth-first algorithm

Two interesting corollaries can be derived from Fact 3.1. First, any non-empty k-core is necessarily
contained in the intersection of all its father nodes of the core lattice. Second, any non-empty k-core
has exactly as many fathers as the number of non-zero components of its coreness vector k:

Corollary 3.1. Given a multilayer graph G, let C be a core of G and F(C) be the set of fathers
of C in the core lattice of G. It holds that C C ﬂée}-(c) C.

Proof. By definition of core lattice, the coreness vector of all father cores F(C') of C is dominated
by the coreness vector of C. Thus, according to Fact 3.1, it holds that C C C’, VC' € F(C).
Assume a vertex u € C, u ¢ mé‘e]—‘(C) C exists. This implies that there exists a father core
C’ € F(C) such that C' Z C’, thus leading to a contradiction. O
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Algorithm 3.3: DFS-ML-cores
Input: A multilayer graph G = (V, E, L).
Output: The set C of all non-empty multilayer cores of G.
1 C—{V}, R«L, Q« {0}, Q0
2 while R # () do
remove a layer from R1; forall ke Q do

3

4 VIeER st ki =0:Q + Q U{K | Cp € E—coresPath(G,C’E, k,0)}
5 Ve L\ Rs.t. ke =0:C « CU k-coresPath(G, Cy, k, /)

6 | C+CU{Cy|keqQ}, Q+Q, Q0

Corollary 3.2. Given a multilayer graph G, let C be a core of G with coreness vector k= [keleer,
and F(C) be the set of fathers of C in the core lattice of G. It holds that |F(C)| = [{ke : £ €
L, ky > O}|

Proof. By definition of core lattice, a core C' at level i is assigned a coreness vector whose compo-
nents sum to ¢, while the fathers F(C) of C have coreness vector whose components sum to ¢ — 1.
Then, the coreness vector of a father of C' can be obtained by decreasing a non-zero component
of the coreness vector of C' by one (zero components would lead to negative coreness vector com-
ponents, thus they do not count). This means that the number of fathers of C' is upper-bounded
by the non-zero components of its coreness vector. More precisely, the number of fathers of C' is
exactly equal to this number, as, according to Corollary 3.1, no father of C' can be empty, otherwise
C would be empty too and would not be part of the core lattice. O

The above corollaries pave the way to a breadth-first search building strategy of the core lattice,
where cores are generated level-by-level by properly exploiting the rules in the two corollaries
(Algorithm 3.2). Although the worst-case time complexity of this BFS-ML-cores method remains
unchanged with respect to the naive algorithm, the BFS method is expected to be much more
efficient in practice, due to the following main features: (i) cores are not computed from the initial
graph every time, but from a much smaller subgraph given by the intersection of all their fathers;
(#4) in many cases, i.e., when the rule in Corollary 2 (which can be checked in constant time)
arises, no overhead due to the intersection among father cores is required; (iéi) the number of
empty cores computed is limited, as no empty core may be generated from a core that has already
been recognized as empty.

3.2.3 Depth-first algorithm

Although being much smarter than the naive method, BFs-ML-cores still has some limitations.
First, it visits every core as many times as the number of its fathers in the core lattice. Also,
as a second limitation, consider a path P of the lattice connecting a non-leaf node to a leaf by
varying the same ¢-th component of the corresponding coreness vectors. It is easy to see that
the computation of all cores within P with BFs-ML-cores takes O(|P| x (|E| + |V| x |L])) time,
as the core-decomposition process is re-started at every level of the lattice. This process can in
principle be performed more efficiently, i.e., so as to take O(|P|+|E|+|V| x |L|) time, as it actually
corresponds to (a simple variant of) a single-layer core decomposition.

To address the two above cons, we propose a method performing a depth-first search on
the core lattice. The method, dubbed DFs-ML-cores (Algorithm 3.3), iteratively picks a non-
leaf core k = [kl,...7]€g7...,k|L|] and a layer ¢ such that k, = 0, and computes all cores
bty eoooke + 1,0 kiny]ye oy [k, oo Koo Kypy] with a run of the k-coresPath(G, Oy, k, £) sub-
routine. Specifically, such a subroutine returns the cores corresponding to all coreness vectors
obtained by varying the ¢-th component of k within [0,..., K. Also, it discards vertices violating
the coreness condition specified by vector k Le., vertices Whose degree in some layer i % { is less
than the (-th component of k. The pseudocode of k-coresPath is reported as Algorithm 3.4: it
closely resembles the traditional core-decomposition algorithm for single-layer graphs, except for
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Algorithm 3.4: k-coresPath
Input: A multilayer graph G = (V, E, L), a set S C V of vertices, an |L|-dimensional
integer vector k = [k¢)ecr, and a layer £ € L.
Output: The set CE, , of the multilayer cores of G varying the /-th component of k.
1 CE,E — @, D+ 0
2 forall u € S do

3 L D(degg(u, ) < D(degg(u,£)) U {u}

4 forall k € [0,..., K/] do

5 while D(k) # () do

6 remove a vertex u from D(k)

7 S« S\ {u}

8 forallv € S: (u,v,0) € EANdegg(v,£) > k do
9 D(degg(v,£) + 1) < D(degg(v,?) + 1)\ {v}
10 D(degg(v,£))  D(degg(v,£)) U{v}
11 forall / € L\ {¢} do
12 forall v € S : (u,v,4) € E Adegg(v,0) < k; do
13 L D(degs(v, L)) <= D(degg(v,)) \ {v}

14 D(k) «+ D(k) \ {v}

15 B CE,E — CI&Z U {S}

the addition of the cycle starting at Line 11, which identifies the aforementioned vertices to be
discarded.

A side effect of this strategy is that the same core may be computed multiple times. As an
example, in Figure 3.2 the (1,2,0)-core is computed by core decompositions initiated at both
cores (1,0,0) and (0,2,0). To reduce (but not eliminate) these multiple core computations, the
DFS-ML-cores method exploits the following result.

Theorem 3.2. Given a multilayer graph G = (V, E, L), let [{1,...,£|1|] be an order defined over set
L. Let Qo = {[0])}, and, Vi € [1..|L]], let Q; = {k' | C}, € k-coresPath(G,Cy,k, ),k € Q;_1,{ €
(i.4 )], ke = 0} and C; = {k'| Cy, € E—coresPath(G,CE,I;, 0),k € Qi_1,L € [(1..4;]), kg = 0}. The
set C = {Cy | ke ULilo QiU U‘-L|1 C;} is the multilayer core decomposition of G.

1=

Proof. The multilayer core decomposition of G is formed by the union of all non-empty and distinct
cores of all paths P of the lattice connecting a non-leaf node to a leaf by varying the same ¢-th
component of the corresponding coreness vectors. .

For any ¢ € [1..|L]], let P; € P denote the subset of paths whose coreness vectors k' = [k}]ecr,
have a number of non-zero components equal to 7. By definition of Q; and C; it holds that all
coreness vectors k’ of the cores along the paths in P; are in Q;UC; = {K’ : {ky: e L,k >0} =i}
Also, since some of the paths may overlap, all cores along the paths P; are computed by executing
single-layer core decompositions initiated at a subset of cores along the paths P;_;. Such a subset
of cores is represented by the subset of coreness vectors within Q;_y = {k : |[{k¢: £ € oL, ke >
0}| =i — 1}. Moreover, note that single-layer core decompositions for the layers where k; # 0 are
discarded, as it boils down to visit cores in P;_;. As a result, the set {C}, | ke Uliilo iU ULQ1 C;}
correctly contains all possible coreness vectors of the core lattice. O

Referring to the pseudocode in Algorithm 3.3, the result in Theorem 3.2 is implemented by
keeping track of a subset of layers R C L. At the beginning R = L, and, at each iteration of the
main cycle, a layer ¢ is removed from it. The output of the algorithm is independent of the layer-
removal order, i.e., the algorithm is guaranteed to be sound and complete regardless of the layer
ordering. Instead, layer-removal order may in principle affect running time. In our experiments
we tested several orders: random, non-decreasing average-degree density, non-increasing average-
degree density. All those orders gave comparable results in terms of running time, we therefore
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Algorithm 3.5: HYBRID-ML-cores
Input: A multilayer graph G = (V, E, L).
Output: The set C of all non-empty multilayer cores of G.

1 Q«{[0]j 1}, F([0]jz)«0 // F keeps track of father nodes
2 Q’<—U€€L{E | Cr € E—coresPath(G,V,[OhL‘,Z)} // looked-ahead cores
3 C+ {C; | keqQ}

4 while Q # 0 do
5 dequeue k= [ke]eer from Q

6 if\{k¢1k5>0}\=|}-(/2)|/\/;¢Q/ then // Corollary 3.2
7 Fr nFe]—‘(E) F // Corollary 3.1
8 Cr + k-core(G, Fr, k) // Algorithm 3.1
9 if C; # () then

10 C+CuU{Cy}

11 LZ,L(CE) — [u(Cr, O)]eer // look-ahead mechanism (Corollary 3.3)
12 | Q QUK | k<K <d.Cy)}

13 if k € Q' then

14 forall / € L do // enqueue child nodes
15 E/<—[kh...,kg—‘rl,...,k"u]

16 enqueue k’ into Q

17 | F(K) « F(k)u{Cz}

decided to stick to the the simplest one, i.e., random, in our implementation. Set Q keeps

track of (the coreness vector of) all lattice nodes where the current single-layer core-decomposition
processes need to be run from. Q' stores the (coreness vector of) cores computed from each node
in Q and for each layer within R, while also forming the basis of Q for the next iteration.

In summary, compared to BFS-ML-cores, the DFS method reduces both the time complexity of
computing all cores in a path P from a non-leaf node to a leaf of the core lattice (from O(|P| x
(|IE|+ V| x |L])) to O(|P|+|E|+ |V| % |L])), and the number of times a core is visited, which may
now be smaller than the number of its fathers. On the other hand, DFS-ML-cores comes with the
aforementioned issue that some cores may be computed multiple times (while in BFS-ML-cores every
core is computed only once). Furthermore, cores are computed starting from larger subgraphs, as
intersection among multiple fathers can not exploited.

3.2.4 Hybrid algorithm

The ultimate output of both BFS-ML-cores and DFS-ML-cores correctly corresponds to all distinct
cores of the input graph and the corresponding maximal coreness vectors.* Nevertheless, none of
these methods is able to skip the computation of non-distinct cores. Indeed, both methods need
to compute every core C' as many times as the number of its coreness vectors in order to guarantee
completeness. To address this limitation we devise a further method where the main peculiarities of
both BFS-ML-cores and DFS-ML-cores are joined into a “hybrid” lattice-visit strategy. This HYBRID-
ML-cores method exploits the following corollary of Theorem 3.1, stating that the maximal coreness
vector of a core C is given by the vector containing the minimum degree of a vertex in C' for each
layer:

Corollary 3.3. Given a multilayer graph G = (V, E, L), the mazimal coreness vector of a multi-
layer core C' of G corresponds to the |L|-dimensional integer vector d,(C) = [u(C,€)]¢cr-

4Pseudocodes in Algorithms 3.2 and 3.3 guarantee this as cores are added to a set C that does not allow
duplicates. Any real implementation can easily take care of this by checking whether a core is already in C, and
update it in case the corresponding coreness vector contains the previously-stored one.
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Figure 3.3: Running example of our algorithms for multilayer core decomposition over a core lattice
of a 2-layer graph. Nodes and links depicted by solid lines have been visited in previous steps of the
algorithm, those in thick lines are visited during the current step, while the remaining in dotted
lines have not been visited yet.

Proof. By Definition 3.1, vector JM(C) is a coreness vector of C. Assume that JM(C) is not
maximal, meaning that another coreness vector k = [k¢]sez, dominating deC’) exists. This implies
that ky > u(C,¢), and 30 € L : k; > p(C, (). By definition of multilayer core, all vertices in C' have
degree larger than the minimum degree u(C, f) in layer 7, which is a clear contradiction. O

Corollary 3.3 gives a rule to skip the computation of non-distinct cores: given a core C' with
coreness vector k = [k¢]ecr, all cores with coreness vector K = [kp)eer, such that V0 € L : ky < kj <
w(C, £) are guaranteed to be equal to C' and do not need to be explicitly computed. For instance, in
Figure 3.2, assume that the min-degree vector of the (0,0, 1)-core is (0,1,2). Then, cores (0,0, 2),
(0,1,1), and (0,1,2) can immediately be set equal to the (0,0,1)-core. The HYBRID-ML-cores
algorithm we present here (Algorithm 3.5) exploits this rule by performing a breadth-first search
equipped with a “look-ahead” mechanism resembling a depth-first search. Moreover, HYBRID-
ML-cores starts with a single-layer core decomposition for each layer so as to have more fathers
early-on for intersections. Cores interested by the look-ahead rule are still visited and stored in Q’,
as they may be needed for future core computations. However, no further computational overhead
is required for them. The time complexity of HYBRID-ML-cores is the same as BFS-ML-cores, plus
an additional O(]E|) time for every visited multilayer core, which is needed in the look-ahead rule
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to compute the min-degree vector of that core.

3.2.5 Discussion

To have a concrete comparison of the characteristics of the proposed algorithms for multilayer core
decomposition, we report in Figure 3.3 a running example over a core lattice of a simple 2-layer
graph. All the algorithms start by visiting the root of the core lattice, which corresponds to the
whole input multilayer graph (this preliminary step is left out from Figure 3.3 since it is shared by
all the methods). BFS-ML-cores visits the core lattice level by level, and exploits every containment
relationship. The execution pattern of DFS-ML-cores is instead much different: it starts by finding
those multilayer cores having a single component of the coreness vector other than zero and, in
a later step, visits the rest of the core lattice. In both steps (a) and (b) DFS-ML-cores visits
cores following straight paths in the search space, i.e., from a core to a leaf. As a result, not
all the containment relationships are exploited. For instance, the computation of the (2,1)-core
exploits the containment from the (2,0)-core, but not from the (1, 1)-core. HYBRID-ML-cores is, as
expected, a mix of the two other methods. The first step is identical to DFS-ML-cores. At step (b),
HYBRID-ML-cores starts to visit the remaining cores by a breadth-first-search strategy, while also
exploiting the look-ahead mechanism. In particular, the minimum degree vector of the (1, 1)-core
is found to be equal to (1,2); therefore, the (1,2)-core is not computed directly, but set equal to
the (1, 1)-core. In the final step HYBRID-ML-cores visits the remaining core by going on with the
breadth-first search.

We already discussed (in the respective paragraphs) the strengths and weaknesses of BFS-ML-
cores and DFS-ML-cores: the best among the two is determined by the peculiarities of the specific
input graph. On the other hand, HYBRID-ML-cores profitably exploits the main nice features of
both BFS-ML-cores and DFS-ML-cores, thus is expected to outperform both methods in most cases.
However, in those graphs where the number of non-distinct cores is limited, the overhead due to
the look-ahead mechanism can make the performance of HYBRID-ML-cores degrade.

In terms of space requirements, BFS-ML-cores needs to keep in memory all those cores having at
least a child in the queue, i.e., at most two levels of the lattice (the space taken by a multilayer core
is O(]V])). The same applies to HYBRID-ML-cores with the addition of the cores computed through
single-layer core decomposition and look-ahead, until all their children have been processed. DFSs-
ML-cores instead requires to store all cores where the single-layer core-decomposition process should
be started from, both in the current iteration and the next one. Thus, we expect DFS-ML-cores to
take more space than BFS-ML-cores and HYBRID-ML-cores, as in practice the number of cores to be
stored should be more than the cores belonging to two lattice levels.

3.2.6 Experimental results

In this subsection we present experiments to (i) compare the proposed algorithms in terms of
runtime, memory consumption, and search-space exploration; (i¢) characterize the output core
decompositions, also by comparing total number of cores and number of inner-most cores.

Datasets. We select publicly-available real-world multilayer networks, whose main characteristics
are summarized in Table 3.1.

Homo® and SacchCere® are networks describing different types of genetic interactions between
genes in Homo Sapiens and Saccharomyces Cerevisiae, respectively. Obamalnlsrael® represents
different types of social interaction (e.g., re-tweeting, mentioning, and replying) among Twitter
users, focusing on Barack Obama’s visit to Israel in 2013. Similarly, Higgs® is built by tracking the
spread of news about the discovery of the Higgs boson on Twitter, with the additional layer for
the following relation. Friendfeed® contains public interactions among users of Friendfeed collected
over two months (e.g., commenting, liking, and following). FriendfeedTwitter® is a multi-platform
social network, where layers represent interactions within Friendfeed and Twitter between users
registered to both platforms [70]. Amazon” is a co-purchasing temporal network, containing four

Shttps://comunelab.fbk.eu/data.php
Shttp://multilayer.it.uu.se/datasets.html
"https://snap.stanford.edu/data/
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Table 3.1: Characteristics of the real-world datasets: number of vertices (|V]), number of overall
edges (| F|), number of layers (]L|), minimum, average, and maximum number of edges in a layer
(min |Ey|, avg |Ey¢|, max |Ey|), and application domain.

dataset \4 |E| |L| min|E, avg|E max |E domain
Homo 18k 153k 7 256 21k 83k genetic
SacchCere 6.5k 247k 7 1.3k 35k 91k genetic
DBLP 513k 1.0M 10 96k 101k 113k co-authorship
Obamalnlsrael 22M 38M 3 557k 1.2M 1.8M social
Amazon 410k 8.1M 4 899k 2.0M 2.4M co-purchasing
Friendfeed Twitter | 155k 13M 2 5.2M 6.8M 8.3M social
Higgs 456k 13M 4 28k 3.4M 12M social
Friendfeed 510k  18M 3 226k 6.2M 18M social

snapshots between March and June 2003. Finally, DBLP2 is derived following the methodology
in [46]. For each co-authorship relation (edge), the bag of words resulting from the titles of all
papers co-authored by the two authors is collected. Then LDA topic modeling [40] is applied
to automatically identify a hundred topics. Among these, ten topics that are recognized as the
most relevant to the data-mining area have been hand-picked. Every selected topic corresponds
to a layer. An edge between two co-authors in a certain layer exists if the relation between those
co-authors is labeled with the topic corresponding to that layer.

Implementation. All methods are implemented in Python (v. 2.7.12) and compiled by Cython:
all our code is available at github.com/egalimberti/multilayer_core_decomposition. All experiments
are run on a machine equipped with Intel Xeon CPU at 2.1GHz and 128GB RAM except for
Figure 3.4, whose results are obtained on Intel Xeon CPU at 2.7GHz with 128GB RAM.

Comparative evaluation. We compare the naive baseline (for short N) and the three proposed
methods BFs-ML-cores (for short BFS), DFS-ML-cores (DFS), HYBRID-ML-cores (H) in terms of run-
ning time, memory usage, and number of computed cores (as a measure of the explored search-space
portion). The results of this comparison are shown in Table 3.2. As expected, N is the least efficient
method: it is outperformed by our algorithms by 1-4 orders of magnitude. Due to its excessive
requirements, we could not run it in reasonable time (i.e., 30 days) on the Friendfeed dataset.

Among the proposed methods, H is recognized as the best method (in absolute or with per-
formance comparable to the best one) in the first five (out of a total of eight) datasets. In the
remaining three datasets the best method is DFS. This is mainly motivated by the fact that those
three datasets have a relatively small number of layers, an aspect which DFS takes particular advan-
tage from (as also better testified by the experiment with varying the number of layers discussed
below). In some cases H is also comparable to BFS, thus confirming the fact that in datasets where
the number of non-distinct cores is not so large the performance of the two methods gets closer.
A similar reasoning holds between BFS and DFs (at least with a small/moderate number of the
layers, see next): BFS is faster in most cases, but, due to the respective pros and cons discussed in
Section 3.2, it is not surprising that the two methods achieve comparable performance in a number
of other cases.

To test the behavior with varying the number of layers, Figure 3.4 shows the running times of
the proposed methods on different versions of the DBLP dataset, obtained by selecting a variable
number of layers, from 2 to 10. While the performance of the three methods is comparable up
to six layers, beyond this threshold the execution time of DFS grows much faster than BFs and
H. This attests that the pruning rules of BFS and H are more effective as the layers increase. To
summarize, DFS is expected to have runtime comparable to (or better than) BFs and H when the
number of layers is small, while H is faster than BFS when the number of non-distinct cores is large.

The number of computed cores is always larger than the output cores as all methods might
compute empty cores or, in the case of DFS, the same core multiple times. Table 3.2 shows that
DFS computes more cores than BFS and H, which conforms to its design principles.

Finally, all methods turn out to be memory-efficient, taking no more than 1.5GB of memory.

8http://dblp.uni-trier.de/xml/
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Table 3.2: Comparative evaluation: proposed methods and baseline. Runtime differs from [96]
since a different server was employed.

dataset #output cores method runtime (s) memory (MB) #computed cores

Homo 1845 N 1145 27 12112
BFS 13 26 3043
DFS 27 27 6937
H 12 25 2364
SacchCere 74426 N 24469 55 278 402
BFS 1134 34 89 883
DFS 2627 57 223 643
H 1146 35 83978
DBLP 3346 N 103231 608 34572
BFS 68 612 6184
DFS 282 627 38 887
H 29 521 5037
Obama 2573 N 37554 1286 3882
Inlsrael BFS 226 1299 3313
DFS 150 1384 3596
H 177 1147 2716
Amazon 1164 N 11990 425 1823
BFS 3981 534 1354
DFS 5278 619 2459
H 3913 536 1334
Friendfeed 76194 N 409 489 220 80954
Twitter BFS 61113 215 80 664
DFS 1973 267 80745
H 59520 268 76419
Higgs 8077 N 163 398 474 22478
BFS 2480 465 12773
DFS 640 490 14119
H 2169 493 9389
Friendfeed 365 666 BFS 58278 465 546 631
DFS 13356 591 568 107
H 47179 490 389323
BFS = DFS — H
1200
1000
% 800
£ 600
400
200
0 Bt
2 3 4 5 6 7 8 9 10
layers

Figure 3.4: Runtime of the proposed methods with varying the number of layers (DBLP dataset).

Core-decomposition characterization. Figure 3.5 reports the distribution of number of cores,
core size, and average-degree density (i.e., number of edges divided by number of vertices) of the
subgraph corresponding to a core. Distributions are shown by level of the lattice? for the SacchCere
and Friendfeed datasets. Although the two datasets have very different scales, the distributions
exhibit similar trends. Being limited by the number of layers, the number of cores in the first levels

9Recall that the lattice level has been defined in Section 3.1: level i contains all cores whose coreness-vector
components sum to z.
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Figure 3.5: Distribution of number of cores (left), average core size (center), and average average-
degree density of a core (right) to the core-lattice level, for datasets SacchCere (top) and Friendfeed
(bottom).
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Figure 3.6: Number of output cores (total and inner-most).

of the lattice is very small, but then it exponentially grows until reaching its maximum within the
first 25 — 30% visited levels. The average size of the cores is close to the number of vertices in
the first lattice level, when cores’ degree conditions are not very strict. Then it decreases as the
number of cores gets larger, with a maximum reached when very small cores stop “propagating” in
the lower lattice levels. Finally, the average (average-degree) density tends to increase for higher
lattice level. However, there are a couple of exceptions: it decreases (¢) in the first few levels of
SacchCere’s lattice, and (4¢) in the last levels of both SacchCere and Friendfeed, where the core size
starts getting smaller, thus implying small average-degree values.

In Figure 3.6 we show the comparison between the number of all cores and inner-most cores
for all the datasets. The number of cores differs quite a lot from dataset to dataset, depending
on dataset size, number of layers, and density. The fraction of inner-most cores exhibits a non-
decreasing trend as the layers increase, ranging from 0.3% of the total number of output cores
(Friendfeed Twitter) to 22% (DBLP).

Given that the inner-most cores are per-se interesting and typically one or more orders of
magnitude fewer in number than the total cores, it would be desirable to have a method that
effectively exploits the maximality property and extracts the inner-most ones directly, without
computing a complete decomposition. This is presented in the next section.
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Algorithm 3.6: IM-ML-cores
Input: A multilayer graph G = (V, E, L).
Output: The set I of all inner-most multilayer cores of G.
1 sort L by non-decreasing average-degree density
2 M«
3 I < RIM-ML-cores(G, V, [0] ), {1, M)

3.3 Algorithms for inner-most multilayer cores

In this section we focus on the problem of finding the inner-most multilayer cores of a multilayer
graph (Problem 3.2). Specifically, the main goal here is to devise a method that is more efficient
than a naive one that computes the whole multilayer core decomposition and then a-posteriori
filters non-inner-most cores out. To this end, we devise a recursive algorithm, which is termed
IM-ML-cores and whose outline is shown as Algorithm 3.6 (and Algorithm 3.7). We provide the
details of the algorithm next. In the remainder of this section we assume the layer set L of the
input multilayer graph G' = (V, E, L) to be an ordered list [(1,...,£z|]. The specific ordering we
adopt in this work is by non-decreasing average-degree density, as, among the various orderings
tested, this is the one that provides the best experimental results.

The proposed IM-ML-cores algorithm is based on the notion of ¢,.-right-inner-most multilayer
cores of a core Cp, i.e., all those cores having coreness vector K equal to k up to layer ¢,._q1, and
for which the inner-most condition holds for layers from £, to ¢z,

Definition 3.4 (¢,-right-inner-most multilayer cores). Given a multilayer graph G = (V,E, L)
and a layer ¢, € L, the {,-right-inner-most multilayer cores of a core C;; of G, where k= [keleer,
correspond to all the cores of G with coreness vector k' = (kpleer such that Ve € [€1,4,) : k) = ky,
and there does not exist any other core with coreness vector k" = [k/]ser, such that V¢ € [01,£,) :
kY = ke, VEE [0, €]  KY > Ky, and 30 € [0, 011) - kY > K.

Let C[O]\L\ be the root of the core lattice. C[O]IL\ has a coreness vector composed of zero
components. Therefore, according to the above definition, it is easy to observe that the ¢;-right-
inner-most multilayer cores of C[Oh L correspond to the desired ultimate output, i.e., to all inner-
most multilayer cores of the input multilayer graph.

Fact 3.2. Given a multilayer graph G = (V,E, L), let Iy, be the set of all ¢1-right-inner-most
multilayer cores of core C’[O]\L|' Iy, corresponds to all inner-most multilayer cores of G.

The proposed IM-ML-cores algorithm recursively computes ¢,.-right-inner-most multilayer cores,
starting from the root of the core lattice (Algorithm 3.6). The goal is to exploit Fact 3.2 and
ultimately have the #;-right-inner-most multilayer cores of core C[O]‘ ., computed. The algorithm
makes use of a data structure M which consists of a sequence of nested maps, one for each layer but
the last one (i.e., £;1)). For every layer £, that has been so far processed by the recursive procedure,
M keeps track of the minimum-degree that a core should have in layer ¢, to be recognized as an
ineer-most one. Specifically, given a coreness vector k and a layer ¢,., the instruction M(/; )
iteratively accesses the nested maps using the elements of k up to layer £, as keys. As an example,
consider a coreness vector k = [k¢lger, with |L| = 3. M(E, {|r)—1) first queries the outer-most
map with key ky,, and obtains a further map. Then, this second map is queried with key ky,, to
finally get the ultimate desired numerical value. Note that, if £, < £7|_1, then M(E, £,) returns a

further map. Conversely, if £, = |1, then M(E, ¢,.) returns a numerical value. If k does not
correspond to a sequence of valid keys for M, we assume that 0 is returned as a default value. M
is initialized as empty, and populated during the various recursive iterations.

Algorithm 3.7 may be logically split into two main blocks: the first one (Lines 3 — 7) taking care
of the recursion, and the second one (Lines 9 — 19) computing the ¢,-right-inner-most cores. The
first block of the algorithm is executed when the current £, layer is not the last one. In that block
the k-coresPath subroutine (already used in Algorithm 3.3 and described in Section 3.2.3) is run

on set S of vertices, layer ¢,, and taking into account the constraints in vector k (Lines 3 and 4).
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Algorithm 3.7: RIM-ML-cores

Input: A multilayer graph G = (V, E, L), a set S C Vof vertices, a coreness vector
k= [k¢)ecr, a layer £, € L, and a data structure M.
Output: The set I, of all right-inner-most multilayer cores of C}; given /..
11«0
2 if /. # () then

3 Q « {K'| C;, € k-coresPath(G, S, k,£,)} U {k}
4 C + E—coresPath(G7 S, k, L) U{S}
5 forall k' € Q in decreasing order of kér do
6 MK 0,) O
7 | L.+ I, U RIM-ML-cores(G, O, K ly1, M)
8 else
kam <0
10 forall £ € [(1,4)1) do
11 Ezz[kjgl,...,kg—kl,...,kgw]
12 L ka max{kM,M(EZ,E‘L|_1)}
13 k_';<—[k(1,...,kg‘L‘_17kM]
14 KL Inner—mostCore(G,S,lg’,fw)
15 if k! # NULL then
16 I,«<1I.U Kl
17 LM(EI,&L_l) —kj, +1
18 else
19 | MF ) Ky

Then, for each coreness vector %’ that has been found, a recursive call is made, where the layer of
interest becomes the next layer ¢, 1, and the data structure M is augmented by adding a further
(empty) nested map (this new map will be populated within the upcoming recursive executions).

The coreness vectors are processed in decreasing order of k; . This processing order ensures the
correctness of the following: once a multilayer core has been identified as ¢,.-right-inner-most, it
permanently becomes part of the ultimate output cores (no further recursive call will remove it
from the output). Note also that, for each K , RIM-ML-cores can be run on Cy; only, i.e., the core

of coreness vector k’. This guarantees better efficiency, without affecting correctness.
The second block of the algorithm (Lines 9 — 19) works as follows. When the last layer has
been reached, i.e., £, = £, the current recursion ends, and an /,-right-inner-most multilayer core

is returned (if any). First of all, the algorithm computes a coreness vector %’ which is potentially
£-right-inner-most (Lines 9 — 13). In this regard, note that the ka4 value is derived from the
information that has been stored in M in the earlier recursive iterations. Finally, the algorithm
computes the inner-most core in ¢z constrained by % , by means of the Inner-mostCore subroutine.

Such a subroutine, similarly to the k-coresPath one, takes as input a multilayer graph G, a subset
S of vertices, a coreness vector l;, and a layer £. It returns the multilayer core having coreness
vector of highest ¢-th component of the vertices in .S, considering the constraints specified in k. 1If
the Inner-mostCore procedure actually returns a multilayer core, then it is guaranteed that such a
core is £,-right-inner-most, and is therefore added to the solution (and M is updated accordingly).

In Figure 3.7 we show an example of the execution of the proposed IM-ML-cores algorithm for a
simple 3-layer graph, while Figure 3.8 reports the content of the M data structure for this example.
Every box corresponds to a call of Algorithm 3.7, for which we specify (i) the input parameters
(G and M are omitted for the sake of brevity), (ii) the calls to the k-coresPath or Inner-mostCore
subroutines, and (ii¢) the content of Q (when it is instantiated). For instance, the coreness vector
given as input to Inner-mostCore at box 1.3.4 has the last element equal to the maximum between
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rim-ml-cores(V, (0,0,0),£;1)
1 E—coresPath(V, (0,0,0),¢1)

Q + {(2,0,0),(1,0,0),(0,0,0)}
rim-ml-cores(C 3 ¢,0), (2,0,0), £2)
1.1 I;-coresPath(C@’O,o% (2,0,0),42)
Q «+{(2,0,0)}

111 L rim-ml-cores(C 3 0,0, (2,0,0), £3)
o Inner-mostCore(C2,0,0), (2,0,0),43) = (2,0, 3)

rim-ml-cores(C 10,0y, (1,0,0), £2)

(1,
1.2 — .’;:’—coreslz’ath(C'(L(),o)7 (1,0,0),42)
Q « {(1,2,0),(1,1,0),(1,0,0)}
121 rim-ml-cores(C 1 2,0y, (1,2, 0),£3)
- Inner-mostCore(C'1,2,0y, (1,2, 0),£3) = (1,2,4)
199 rim-ml-cores(C(; 1,0y, (1,1,0),43)
- Inner-mostCore(C(1,1,0), (1,1,5),£3) — NULL
193 rim-ml-cores(C; 0,0y, (1,0,0), £3)
e Inner-mostCore(C(1,0,0, (1,0,5),£3) = (1,0,7)

rim-ml-cores(C,0,0), (0,0, 0), £2)

1.3 — E—coresPath(C(()’o,o), (0,0,0), £2)
Q +{(0,3,0),(0,2,0),(0,1,0),(0,0,0)}

131 rim-ml-cores(C g 3,0), (0, 3,0),£3)

- Inner-mostCore(C'0,3,0), (0, 3,0), £3) — (0,3, 1)
139 rim-ml-cores(C g 2,0y, (0,2,0),£3)

3 Inner-mostCore(Cq,2,0, (0,2,5),£3) — NULL
133 rim-ml-cores(C g 1,0y, (0,1,0), £3)

Rl Inner-mostCore(C(o,1,0), (0,1,5),43) = (0,1, 5)
134 I‘im-ml-COres(C<0,070), (0, 07 0)7 53)

e Inner-mostCore(C,0,0), (0,0, 8),¢3) — NULL

Figure 3.7: Execution of the IM-ML-cores algorithm (Algorithm 3.6) on a toy 3-layer graph.

what is stored in M at the end of the paths 1 — 0 and 0 — 1, i.e., 8 and 5, that have been set at
boxes 1.2.3 and 1.3.3, respectively.

3.3.1 Experimental results

Running time. We asses the efficiency of 1M-ML-cores (for short 1M) by comparing it to the
aforementioned naive approach for computing inner-most multilayer cores, which consists in firstly
computing all multilayer cores (by means of one of the three algorithms presented in Section 3.2)
and filtering out the non-inner-most ones. The results of this experiment are reported in Table 3.3.
First of all, it can be observed that the a-posteriori filtering of the inner-most multilayer cores does
not consistently affect the runtime of the algorithms for multilayer core decomposition: this means
that most of the time is spent for computing the overall core decomposition. The main outcome of
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n

| |2—{0—4}
12 1—0
2 — {0 — 4}
L2179 L o5y
129 2 — {0— 4}
1—-{2—51—5}
193 L] 2 — {0 — 4}
- 1—={2—51—50—8}
2—{0—4}
13=—/}1—-{2—-51—5,0—8}
0—0
2 — {0 — 4}
1.31+1—-{2—-51—5;0—8}
0—{3—2}
2 —{0— 4}

1.32+41—-{2—5;1—5;0— 8}
0—{3—=2;2—5}

2 — {0 — 4}
1331 {25150 8}
0—-{3—=2,2—51—6}

2 —{0— 4}
1.34— 1—={2—51—50—38}
0—{3—2;2—51—6;0—38}

Figure 3.8: Content of the M data structure during the execution of the IM-ML-cores algorithm as
per the example shown in Figure 3.7.

this experiment is that the running time of the proposed IM method is smaller than the time required
by BFS, DFS, or H summed up to the time spent in the a-posteriori filtering, with considerable speed-
up from 1.3 to an order of magnitude on the larger datasets, e.g., Friendfeed Twitter and Friendfeed.
The only exception is on the DBLP dataset where BFS and H run slightly faster, probably due to
fact that its edges are (almost) equally distributed among the layers, which makes the effectiveness
of the ordering vanish.

Characterization. We also show the characteristics of the inner-most multilayer cores. Figure 3.9
reports the distribution of number, size, and average-degree density of all cores and inner-most
cores only. Distributions are shown in a way similar to what previously done in Figure 3.5, i.e., by
level of the core lattice, and for the SacchCere and Amazon datasets.

For both datasets, there are no inner-most cores in the first levels of the lattice. As expected,
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Table 3.3: Runtime (in seconds) of the methods for multilayer core decomposition, the a-posteriori
filtering of the inner-most multilayer cores, and the proposed IM-ML-cores method for directly
computing inner-most multilayer cores.

dataset BFS DFS H filtering 1™
Homo 13 27 12 0.5 5
SacchCere 1134 2627 1146 24 336
DBLP 68 282 29 1 148
Obamalnlsrael 226 150 177 7 120
Amazon 3981 5278 3913 129 2530
FriendfeedTwitter | 61113 1973 59520 276 1583
Higgs 2480 640 2169 33 356
Friendfeed 58278 13356 47179 394 2640
output cores inner-most cores
4000 60
6000
3000 5000 g 20
=14}
2 % 4000 L0
g 2000 23000 g%
£ g 3
1000 2000 %;20
1000 10
0 L 0 " 0
0 10 20 30 40 50 0 10 20 30 40 50 0 0 20 30 40 50
level level level
SacchCere
output cores inner-most cores
200 20
400000 .
150 g 15
" 300000 &
£ 100 & <10
2 200000 z
3 w5
50 100000 [~ \ =
0 _—_—/\ 0 0
0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
level level level
Amazon

Figure 3.9: Comparison of the distributions, to the core-lattice level, of number (left), average size
(center), and average average-degree density (right) of multilayer cores and inner-most multilayer
cores, for datasets SacchCere (top) and Amazon (bottom).

the number of inner-most cores considerably increases when the number of all cores decreases.
This is due to the fact that some cores stop propagating throughout the lattice, hence they are
recognized as inner-most. In general, inner-most cores are on average smaller than all multilayer
cores. Nonetheless, for the levels 12 and 13 of the Amazon dataset, inner-most cores have greater
size than all cores. This behavior is consistent with our definitions: inner-most cores are cores
without descendants, thus they are expected to be the smallest-sized ones, but they do not nec-
essarily have to. Finally, the distribution of the average-degree density exhibits a similar trend to
the distribution of the size: this is expected as the two measures depend on each other.

3.4 Multilayer densest subgraph
In this section we showcase the usefulness of multilayer core-decomposition in the context

of multilayer densest-subgraph discovery. Particularly, we show how to exploit the mul-
tilayer core-decomposition to devise an algorithm with approximation guarantees for the
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MULTILAYER DENSEST SUBGRAPH problem introduced in Section 3.1 (Problem 3.3), thus ex-
tending to the multilayer setting the intuition at the basis of the well-known %—approximation
algorithm [18, 55] for single-layer densest-subgraph extraction.

3.4.1 Hardness

We start by formally showing that the MULTILAYER DENSEST SUBGRAPH problem (Problem 3.3)
is NP-hard.

Theorem 3.3. Problem 3.3 is NP-hard.

To prove the theorem, we introduce two variants of Problem 3.3’s objective function, i.e., d4.. (),
which considers all layers in L, and d-,..(-), which considers all subsets of layers but the whole
layer set L. Specifically, for any given multilayer graph G = (V, E, L) and vertex subset S C V|
the two functions are defined as:

. | B[S
5ALL(S) = 12161? | |lis['| ” ‘L|ﬁ7 (37)
Eo5]], -
5—\ALL(S) = max min' é[ ]||L‘B (3.8)
Lear\{r} el |5
We also define degy,q, as the maximum degree of a vertex in a layer:
degmaz = max max deg(u, 0), (3.9)
and introduce the following three auxiliary lemmas.
Lemma 3.1. §,,.(5) > ﬁ\LVE, for all S CV such that V¢ € L : |E,[S]| > 0.
Proof. For a vertex set S spanning at least one edge in every layer, it holds that mingcy, |E|ZS[|S” >
7> and, therefore, dy.(S) = mingey, 'Eﬁgf” ILIP > LI, O

Lemma 3.2. §_.(S) < %mae (|L] — 1)8, for all S C V.

Proof. The maximum density of a vertex set S in a layer can be at most equal to the density of

de 1) de . .
¢ Pg"’("gz; )“f{;”” = degé"“ . At the same time, the size of a layer

set L in the function d_,,.(-) can be at most |L| — 1 (as the whole layer set L is not considered in

0-ae(+))- This means that 6-...(S) = maxj or (7, ming; ‘El"‘s[ls” IL|P < degémw (|L| —1)P. m

the maximum clique, i.e., at mos

Lemma 3.3.

v
logw_1 (l—Q‘degm,H) X log‘L|(|L| -1) 1 |L|ﬂ y

= degmaw
1 —log|p, (|L] — 1) V]

5 (|L| - 1)°. (3.10)
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Proof.
log|z|—1 (‘Qlldegmaz x log | (|L] = 1) (3.11)
1 —log (|L| 1) '
& (1 — log (IL] = 1)) B > logp1 (%degmar) x log (|L] — 1) (3.12)
& B > logyy (degman) x log (L] — 1) + Blogy, (L] — 1) (3.13)
B v
— > ldegmas 3.14
< 10g‘L|(|L| — 1) Og|L‘71 ( 2 €g ) + ﬁ ( )
log . |L|” 4
> ] Pl 1 L|—1)8 3.15
log‘L|(|L| 1) > logr|—1 ( 2 6gmaac) + Og\L|—1(| | ) ( )
= logw_l ‘[1|ﬁ > logw_l (%degmwﬂﬂ — 1)ﬂ) (316)
& L > Ydega. (L] - 1)° (3.17)
1 deg
—|L|? AT (|L| — 1)P. 1
@|V|II> 5 (L1=1) (3.18)
O

With Lemmas 3.1-3.3 in place, we are now ready to provide the ultimate proof of Theorem 3.3.

Proof. We reduce from the MIN-AvG DENSEST COMMON SUBGRAPH (DCS-MA) problem [136],
which aims at finding a subset of vertices S C V from a multilayer graph G = (V, L, S) maximizing

minger, E‘ZT[lS], and has been recently shown to be NP-hard in [56]. We distinguish two cases. The

first (trivial) one is when G has a layer with no edges. In this case any vertex subset would
be an optimal solution for DCS-MA (with overall objective function equal to zero), including
the optimal solution to our MULTILAYER DENSEST SUBGRAPH problem run on the same G (no
matter which 8 is used). In the second case G has at least one edge in every layer. In this
case solving our MULTILAYER DENSEST SUBGRAPH problem on G, with 5 set to any value >
10g|L\71(‘7‘2/|d69m,am)X10g|L\(|L‘71)
1-log . (IL[-1)
be observed that, for all S C V such that V¢ € L : |E([S]| > 0:

, gives a solution that is optimal for DCS-MA as well. Indeed, it can

1

San(S) > m|L|B {Lemma 3.1} (3.19)
> deg;“(|L|—1)ﬁ {Lemma 3.3} (3.20)
> Ooan(9). {Lemma 3.2} (3.21)

This means that, for that particular value of (3, the optimal solution of
MULTILAYER DENSEST SUBGRAPH on input G is given by maximizing the d,..(-) function,
which considers all layers and is, as such, equivalent to the objective function underlying the
DCS-MA problem. This completes the proof. O

3.4.2 Algorithms

The approximation algorithm we devise for the MULTILAYER DENSEST SUBGRAPH problem is very
simple: it computes the multilayer core decomposition of the input graph, and, among all cores,
takes the one maximizing the objective function § as the output densest subgraph (Algorithm 3.8).
Despite its simplicity, the algorithm achieves provable approximation guarantees proportional to
the number of layers of the input graph, precisely equal to 3] il 7. We next formally prove this
result.

Let C be the core decomposition of the input multilayer graph G = (V, E, L) and C* denote the
core in C maximizing the density function 4, i.e., C* = argmaxcec 0(C). Then, C* corresponds
to the subgraph output by the proposed ML-densest algorithm. Let also C'*) denote the subgraph
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Algorithm 3.8: ML-densest

Input: A multilayer graph G = (V, E, L) and a real number 3 € RT.

Output: C* C V.
1 C + MultiLayerCoreDecomposition(G)  // Any of Algorithms 3.2, 3.3, 3.5 can be used
2 C* « argmaxcec 0(C) // Equation (3.2)

maximizing the minimum degree in a single layer, i.e., C) = argmaxgcy f(S), where f(S) =
maxgcr, (i(S, ¢), while (") = arg maxyep, u(C™, £). Tt is easy to see that C(#) € C. Finally, let S3r,
be the densest subgraph among all single-layer densest subgraphs, i.e., S§; = arg maxscy g(95),

where g(S) = maxyey, IE‘ZS[‘?”, and £* be the layer where Sg; exhibits its largest density, i.e., £* =
B[S

arg maxyery, % We start by introducing the following two lemmas that can straightforwardly
SL

be derived from the definitions of C*, C'"), S31, ) and ¢+
Lemma 3.4. §(C*) > §(CW).
Proof. By definition, C") is a multilayer core described by (among others) the coreness vector

k = [keoer with koo = maxeer p(CW,0), and ky = 0, V£ # (0. Then C) € C. As C* =
arg maxcec 0(C), it holds that §(C*) > 5(0(“)). ]

Lemma 3.5. §(5*) < MMW

1550l
Proof.
* R * E* *
5(5%) = maxmin Z5 75 o o EAS N s o 1B LSS s (3.22)
icr eei  |S%] teL  |S*| S&|
O

The following further lemma shows a lower bound on the minimum degree of a vertex in Sg; :

|- [S5.)l.

Lemma 3.6. pu(S&;,0%) > e
1( SL ) |SSL‘

Proof. As Sg;, is the subgraph maximizing the density in layer £*, removing the minimum-degree
node from S§; cannot increase that density. Thus, it holds that:

[Ee- 1S5l o |Be[S3ll = (581, %)

= 3.23
5 S -1 529
* * * Sl —1 *
o (3,0 2 1B S5 P — |l (321)
SL
o u(Sh, ) > W (3.25)
SL
O

The approximation factor of the proposed ML-densest algorithm is ultimately stated in the next
theorem:

* 1 *
4. > .
Theorem 3.4. §(C*) > 2L|56(S )
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Figure 3.10:  Multilayer densest-subgraph extraction (Homo and Higgs datasets): minimum
average-degree density in a layer, number of selected layers, size, and objective-function value
6 of the output densest subgraphs with varying 5.

Proof.
5(C*) > s(C™) {Lemma 3.4} (3.26)
> max Wlﬁ = max W {Equation (3.2)} (3.27)
> %r?eagc p(CW ) {as avg degree > min degree} (3.28)
%M(C(“), () {by definition of C(*)} (3.29)
> %u(SéL,ﬁ*) {optimality of C*) w.r.t. min degree} (3.30)
> ;%;jdl {Lemma 3.6} (3.31)
> ﬁa(s*). {Lemma 3.5) (3.32)
O

The following corollary shows that the theoretical approximation guarantee stated in Theo-
rem 3.4 remains the same even if only the inner-most cores are considered (although, clearly,
considering the whole core decomposition may lead to better accuracy in practice).

Corollary 3.4. Given a multilayer graph G = (V,E, L), let Cy, be the set of all inner-most
multilayer cores of G, and let C, = arg maxcec,, 0(C). It holds that 6(C},) > ﬁé(S*).

Proof. Let Cl(l\’f ) ¢ C,y be an inner-most core of G whose coreness vector has a component equal
to £(W) . Tt is easy to see that the result in Lemma 3.4 holds for Cr, and CI(N’,f) too, i.e., becoming
0(Cr) >96 (CI({I‘ ))7 while the proof of Theorem 3.4 holds as is, by simply replacing C* with C};, and
CW with G, m
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Figure 3.11: Multilayer densest subgraph extracted by Algorithm 3.8 from the DBLP dataset
(B=22).

Finally, we observe that the result in Theorem 3.4 carries over to the MIN-AvG DENSEST
CoOMMON SUBGRAPH (DCS-MA) problem studied in [56, 136, 195, 210] as well, as that problem
can be reduced to our MULTILAYER DENSEST SUBGRAPH problem (as shown in Theorem 3.3).

3.4.3 Experimental results

We experimentally evaluate our ML-densest algorithm (Algorithm 3.8) on the datasets in Table 3.1.
Figure 3.10 reports the results — minimum average-degree density in a layer, number of selected
layers, size, objective-function value § — on the Homo and Higgs datasets, with varying 8. The
remaining datasets, which we omit due to space constraints, exhibit similar trends on all measures.

The trends observed in the figure conform to what expected: the smaller 3, the more the
objective function privileges solutions with large average-degree density in a few layers (or even
just one layer, for S close to zero). The situation is overturned with larger values of /3, where the
minimum average-degree density drops significantly, while the number of selected layers stands
at 6 for Homo and 4 for Higgs. In-between ( values lead to a balancing of the two terms of the
objective function, thus giving more interesting solutions. Also, by definition, § as a function of 3
draws exponential curves.

Finally, as anecdotal evidence of the output of Algorithm 3.8, in Figure 3.11 we report the dens-
est subgraph extracted from DBLP. The subgraph contains 10 vertices and 5 layers automatically
selected by the objective function §. The minimum average-degree density is encountered on the
layers corresponding to topics “graph” and “algorithm” (green and yellow layers in the figure), and
is equal to 1.2. The objective-function value is § = 41.39. Note that the subgraph is composed of
two connected components. In fact, like the single-layer case, multilayer cores are not necessarily
connected.

3.5 Multilayer quasi-cliques

Another interesting insight into the notion of multilayer cores is about their relationship with
(quasi-)cliques. In single-layer graphs it is well-known that cores can be exploited to speed-up the
problem of finding cliques, as a clique of size k is guaranteed to be contained into the (k — 1)-core.
Interestingly, a similar relationship holds in the multilayer context too. Given a multilayer graph
G = (V,E,L), alayer ¢ € L, and a real number v € (0,1], a subgraph G[S] = (S C V,E[S],L)
of G is said to be a y-quasi-clique in layer ¢ if all its vertices have at least v(|S| — 1) neighbors
in layer ¢ within S, i.e., Yu € S : degs(u, ) > v(|S| — 1). Jiang et al. [137] study the problem of
extracting frequent cross-graph quasi-cliques:'° given a multilayer graph G = (V, E, L), a function

10The input in [137] has the form of a set of graphs sharing the same vertex set, which is clearly fully equivalent
to the notion of multilayer graph considered in this work.
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Table 3.4: Comparison of the runtime of the efficient extraction of frequent cross-graph quasi-
cliques by Corollary 3.5 and of the original algorithm [137], for the SacchCere dataset. The eval-
uation is proposed varying one of the parameters, i.e., I', min_sup, and min_size, at a time. The
number of solution quasi-cliques and the number of vertices |V’| of the subgraph G’ are also
reported.

# solution runtime (s)

r min_sup min_size quasi-cliques |V’| | Corollary 3.5 [137]
1111 2 .21 0.5 6 2 371 3 169
99992209 2 371 25 17561
8.8 8.8 .2 .28 6 1196 734 22932
o 2 2.7 6 1196 728 23376
6 6 6 6 .2 .2 .6 59 2300 5200 28948
D 5 5 D5 2.2 5 59 2300 5123 29677

# solution runtime (s)
min_sup min_size quasi-cliques |V’| | Corollary 3.5 [137]
b 5 b5 5 2.2 5 1 3 2 152 2 281
0.9 2 152 2 282
0.8 28 940 23 292
0.7 323 3271 205 411
0.6 323 3271 203 414
0.5 1630 4581 2569 3075
# solution runtime (s)

r min_sup min_size quasi-cliques |V’| | Corollary 3.5 [137]

D D5 5 5 2.2 5 0.5 7 27 2254 5606 34904
6 59 2300 5123 29677
) 357 3363 4493 21206
4 378 3363 3704 15465
3 1630 4581 2569 3075

I' : L — (0,1] assigning a real value to every layer in L, a real number min_sup € (0,1], and an
integer min_size > 1, find all maximal subgraphs G[S] of G of size larger than min_size such that
there exist at least min_sup x |L| layers ¢ for which G[S] is a I'(¢)-quasi-clique.

The following theorem shows that a frequent cross-graph quasi-clique of size > min_size is
necessarily contained into a k-core described by a coreness vector k= [ke¢]eer such that there
exists a fraction of min_sup layers £ where k¢ = [I'(¢)(min_size — 1)].

Theorem 3.5. Given a multilayer graph G = (V, E, L), a real-valued function T' : L — (0,1}, a
real number min_sup € (0,1], and an integer min_size > 1, a frequent cross-graph quasi-clique of

G complying with parameters I', min_sup, and min size is contained into a k-core with coreness
vector k = [keleer, such that |[{€ € L : ky = [T'(¢)(min_size — 1)]}| = [min_sup x |L|].

Proof. Assume that a cross-graph quasi-clique S of G complying with parameters I', min_sup, and
min_size is not contained into any k-core with coreness vector k = [k]ses, such that |{¢ € L :

= [T'(¢)(min_size — 1)]}| = [min_sup x |L|]. This means that S contains a vertex u such that
[{¢ € L:degs(u,l) >T(£)(min_size—1)}| < min_sup x |L|, which means that |{¢ € L : degs(u,¥) >
T'(0)(|S|—1)}| < min_sup x |L| as well, since |S| > min_size. This violates the definition of frequent
cross-graph quasi-clique. O

As a simple corollary, the computation of frequent cross-graph quasi-cliques can therefore be
circumstantiated to the subgraph given by the union of all multilayer cores complying with the
condition stated in Theorem 3.5.

Corollary 3.5. Given a multilayer graph G = (V, E, L), a real-valued function T' : L — (0,1], a
real number min_sup € (0,1], and an integer minsize > 1, let G' = (V', E', L) the subgraph of
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Table 3.5: Comparison of the runtime of the efficient extraction of frequent cross-graph quasi-
cliques by Corollary 3.5 and of the original algorithm [137], for the DBLP dataset. The evaluation
is proposed varying one of the parameters, i.e., I';, min_sup, and min_size, at a time. The number
of solution quasi-cliques and the number of vertices |V’| of the subgraph G’ are also reported. ++

indicates runtime longer than 259 200 seconds (i.e., 3 days).

# solution runtime (s)

r min_sup min_size quasi-cliques |V’|| Corollary 3.5 [137]
1111111111 0.2 8 2 18 0.2 26 496
99999999909 2 18 0.2 26112
8.8 .8 .8.8.8.8.8138338 13 75 0.3 26 867
Y AR (R T A G (N Y N 18 196 1 27 387
6 6 6 6 .6 6.6 .6 .6.6 18 196 1 27084
b5 H D5 H D DHDHDH DD 121 801 18 31508

# solution runtime (s)
r min_sup min_size quasi-cliques |V’| | Corollary 3.5 [137]
S5 b5 H H HDHDH D DD 0.5 3 8 182 0.2 26 969
0.4 195 2375 1 26 964
0.3 3394 22659 210 32981
# solution runtime (s)
r min_sup min_size quasi-cliques |V’| | Corollary 3.5  [137]
D H D5 H D5 DH D H DD 0.2 13 1 75 0.2 26 644
12 1 75 0.2 27136
11 8 196 0.7 26 966
10 10 196 0.7 27116
9 116 801 18 32372
8 121 801 18 31508
7 1292 3468 181 113 558
6 1370 3468 198 113520
) 7599 15316 3790 ++
4 8578 15316 3502 ++

G given by the union of all multilayer cores of G complying with Theorem 3.5. It holds that all

cross-graph quasi-cliques of G complying with parameters I', min_sup, and min_size are contained
nto G'.

The finding in Corollary 3.5 can profitably be exploited to have a more efficient extraction of
frequent cross-graph quasi-cliques. Specifically, the idea is to (i) compute all multilayer cores of
the input graph G (including the non-distinct ones, as the condition stated in Theorem 3.5 refers
to not necessarily maximal coreness vectors); (ii) process all multilayer cores of G one by one,
retain only the ones complying with Theorem 3.5, and compute the subgraph G’ induced by the
union of all such cores; (#i¢) run any algorithm for frequent cross-graph quasi-cliques on G’. Based
on the above theoretical results, such a procedure is guaranteed to be sound and complete, and
it is expected to provide a significant speed-up, as G’ is expected to be much smaller than the
original graph G.

3.5.1 Experimental results

We show in Tables 3.4 and 3.5 the experimental results about the comparison of the algorithm
proposed by Jiang et al. [137] and the more efficient extraction of frequent cross-graph quasi-
cliques by Corollary 3.5. Table 3.4 refers to the SacchCere dataset, while Table 3.5 to the DBLP
dataset. To evaluate the effect of the parameters, i.e., the function I', min_sup, and min_size,
on the performance of the two approaches, we vary a parameter at a time keeping the other two
fixed. With regards to the values selected for I', we fix I'(¢5) = I'(¢s) = 0.2 in all the experiments
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involving the SacchCere dataset, due to the imbalance of the distribution of the edges in favor of
the other five layers (i.e., layers ¢1,...,44,¢7). Instead, given the uniformity of the edge density
across the layers of the DBLP dataset, I' is modified coherently for all the layer in this latter
case. In addition to the execution times, for each configuration of the parameters, we also report
the number of solution frequent cross-graph quasi-cliques and the number of vertices |V’| of the
subgraph G’ identified by Corollary 3.5.

The first thing to notice is that, in both datasets and for every configuration, our approach is
faster than the algorithm by Jiang et al. [137]. The actual speed-up varies with the size of |V
(with respect to |V]) which, in turn, is affected by the mining parameters. For the SacchCere
dataset, we obtain the most extreme cases when varying min_sup (middle table): our approach is
able to prune from 30% (min_sup = 0.5) up to 98% (min_sup = 1) of the input multilayer graph.
For the DBLP dataset, the results are even stronger: in the worst case (i.e., I'(¢) = 0.5 V¢ € L,
min_sup = 0.3, and min_size = 3) we prune the 95% of the original vertex set. The runtime of
both our approach and Jiang et al.’s [137] algorithm varies consistently according to parameters
and to |V’|. The speed-up that our method reaches ranges from 1.2 to two orders of magnitude for
the SacchCere dataset, and from one order up to six orders of magnitude for the DBLP dataset.

3.6 Multilayer community search

The idea here is very similar to that of the multilayer densest subgraph.

Problem 3.5 (Multilayer Community Search). Given a multilayer graph G = (V, E, L), a set of
vertices S C V', and a set of layers L C L, we define the minimum degree of a vertex in S, within
the subgraph induced by S and L as:

©(S, L) = min min degg (u, £). (3.33)
tel uweS

Given a positive real number (3, we define a real-valued density function ¥ : 2V — R* as:

9(S) = max (S, LILI (3.34)

Given a set Vo C V' of query vertices, find a subgraph containing all the query vertices and
mazximizing the density function, i.e.,
S* = arg max 9(9). (3.35)
VoCSCV
Let C be the set of all non-empty multilayer cores of G. For a core C € C with coreness vector

k = [ke]eer, we define the score

o(C) = max(min k)| L|7, (3.36)
LCL ¢el

and denote by C* a core that contains all query vertices in Vy and maximizes the score o, i.e.,

C* = argmax o(C). (3.37)
CeC,VoCC

As shown in the following theorem, C* is a (not necessarily unique) ezact solution to Prob-
lem 3.5.

Theorem 3.6. Given a multilayer graph G = (V,E,L), and a set Vo C V of query vertices, let
S* and C* be the vertex sets defined as in Equation (3.35) and Equation (3.87), respectively. It
holds that 9(C*) = 9(S*).

Proof. We prove the statement by contradiction, assuming that J9(C*) < 9(S*). Let u, =
minge g+ degs=(u, £), and i = [pelecr. By definition of multilayer core, there exists a core C' € C
of G with coreness vector ji such that S* C C. This means that

0(C) = max(min W)|ﬁ|ﬁ = max(min min degg- (u, E))|ﬁ|ﬁ = 9(S™). (3.38)
LcL tel LCL tel uesS*

Thus, there exists a core C' € C whose 9(+) score is equal to ¥(S*), which contradicts the original
assumption H(C*) < 9(S*). O
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Table 3.6: Comparison of the average runtime (in seconds) between the original algorithms for mul-
tilayer core decomposition and modified methods for community search, with varying the number
[Vg| of query vertices. In each dataset and for each |V, the smallest runtime is bolded.

Vol
dataset method original 1 2 3 4 5 6 7 8 9 10
Homo BFS 13 1 07 07 06 06 06 06 06 0.6
DFS 27 3 2 1 1 109 09 09 09 09
H 12 0.9 0.3 01 01 01 01 01 01 01 01

SacchCere | BFS 1134 | 162 25 6 3 1 107 07 05 0.5
DFS 2627 390 o8 13 6 2 2 1 1 0.7 0.6
2

H 1146 166 25 5 05 08 02 02 01 01

DBLP BFS 68 35 35 34 34 34 34 35 34 35 36
DFS 282 55 42 39 39 38 38 38 38 39 39

H 29 5 5 5 5 5 6 6 6 6 6

Obama BFS 226 42 36 34 33 31 32 32 32 32 33
Inlsrael DFS 150 o1 38 34 33 31 31 31 30 31 31
H 177 15 10 10 9 9 9 9 9 9 9
Amazon BFS 3981 | 2125 1364 608 582 441 234 231 192 175 167
DFS 5278 3103 2105 1198 1072 851 523 515 434 406 371
H 3913 [2109 1342 570 546 405 190 190 150 134 127
Friendfeed | BFS 61113 | 2464 1004 597 333 243 185 117 108 85 59
Twitter DFS 1973 | 129 73 48 33 30 27 22 21 19 17
H 59520 | 2340 916 523 278 193 136 78 69 49 28
Higgs BFS 2480 351 149 91 65 62 56 50 45 40 41
DFS 640 125 77 60 52 51 46 46 42 42 39
H 2169 239 80 43 23 21 16 14 9 8 8
Friendfeed | BFS 58278 | 150 51 27 25 26 24 23 23 23 23
DFS 13356 | 803 220 82 68 68 66 58 58 59 57
H 47179 10 4 2 2 2 2 2 2 2 2

Algorithms. The core C* can be straightforwardly found by running any of the proposed al-
gorithms for multilayer core decomposition — BFS-ML-cores (Algorithm 3.2), DFS-ML-cores (Algo-
rithm 3.3), or HYBRID-ML-cores (Algorithm 3.5) — and taking from the overall output core set the
core maximizing the o(-) score. However, thanks to the constraint about containment of query
vertices Vg, the various algorithms can be speeded up by preventively skipping the computation of
cores that do not contain V. Specifically, this corresponds to the following simple modifications:

e BFS-ML-cores (Algorithm 3.2): replace the condition at Line 7 with “if Vo C C} then”.

e DFS-ML-cores (Algorithm 3.3): stop the k-coresPath subroutine used at Lines 4 and 5 as soon
as a core not containing Vg is encountered and make the subroutine return only the cores
containing V.

e HYBRID-ML-cores (Algorithm 3.5): replace the condition at Line 9 with “if Vg C C} then”.

3.6.1 Experimental results

We experimentally prove the efficiency of the modifications adopted by our algorithms for multi-
layer community search by reporting a comparison against the original algorithms with no such
modifications. Therefore, we consider as baselines the algorithms introduced in Section 3.2 for
computing the entire multilayer core decomposition, i.e., the BFS-ML-cores, DFS-ML-cores, and
HYBRID-ML-cores algorithms. We vary the size |Vg| of the query-vertex set from 1 to 10. For
every query-set size, we select — uniformly at random — a number of 100 different query-vertex sets
from the whole vertex set. We also vary § from 0.1 and 100. The runtime with varying V| is
shown in Table 3.6. All results are averaged over the various query-vertex sets sampled.
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In all datasets and for all algorithms, the modifications yield considerable improvement. For
[Vol| = 1, which is the most demanding scenario in terms of runtime, we achieve from one to three
orders of magnitude of speedup in all the cases (with the exception of Amazon). As the number
of query vertices increases, the modifications become even more effective: for |Vg| > 2, we obtain
at least one order of magnitude of speedup, up to a maximum of four orders of magnitude on the
Friendfeed dataset.

As a further insight, for a number of query vertices |Vg| < 2, the runtime of the methods
for multilayer community search is strongly dependent on the underlying algorithm for multilayer
core decomposition. For example, on the SacchCere and Higgs datasets, H is outperformed by
BFS and DFS, respectively. The picture is instead different for |Vg| > 2: H turns out to be the
fastest algorithm in all the datasets, with the exception of FriendfeedTwitter, for which DFS achieves
better performance up to 10 query vertices. Therefore, in general, the core-lattice visit performed
by H results to be more effective in identifying the solution multilayer core quickly. In the case of
Friendfeed Twitter instead, the gap between the original runtime of DFS and H is so marked that,
even if H yields better speedup, it is not able to outperform DFS. This behavior is mainly motivated
by the small number of layers of FriendfeedTwitter (only 2), which, as already observed beforehand,
favors DFS in terms of runtime.

3.7 Summary

In this chapter we study core decomposition in multilayer networks, characterizing its usefulness, its
relation to other problems, and its intrinsic complexity. We then devise three efficient algorithms
for computing the whole core decomposition of a multilayer network and we show a series of
non-trivial applications of the core decomposition to solve related problems. In particular:

e Given the large number of multilayer cores, we devise a recursive algorithm for efficiently
computing the inner-most cores only.

o We study densest-subgraph extraction in multilayer graphs as a proper optimization problem
trading off between high density and layers exhibiting high density, and show how core
decomposition can be used to approximate this problem with quality guarantees.

e We show how the multilayer core-decomposition tool can be theoretical exploited to speed
up the extraction of frequent cross-graph quasi-cliques, and experimentally prove the ef-
fectiveness of our approach with respect to the original algorithm for frequent cross-graph
quasi-cliques.

e We generalize the multilayer community-search problem to the multilayer case and show how
to exploit multilayer core decomposition to obtain optimal solutions to this problem.
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Chapter 4

Core decomposition in temporal
networks

A temporal network is a representation of entities (vertices), their relations (links), and how these
relations are established/broken over time. Notice that here we will consider discrete times, i.e.,
the temporal networks can be represented as a time-ordered series of snapshots (instantaneous
graphs). Extracting dense structures together with their temporal span (i.e., the period of time
for which the high density is observed) is a key mining primitive to characterize such temporal
networks and to identify relevant patterns. This type of pattern enables fine-grain analysis of
the network dynamics and can be a building block towards more complex tasks and applications,
such as finding temporally recurring subgraphs or anomalously dense ones. For instance, they can
help in studying contact networks among individuals to quantify the transmission opportunities
of respiratory infections in a population and uncover situations where the risk of transmission is
higher, with the goal of designing mitigation strategies [107]. Anomalously dense temporal patterns
among entities in a co-occurrence graph (e.g., extracted from the Twitter stream) have also been
used to identify events and buzzing stories in real time [12, 44]. Another example concerns scientific
collaboration and citation networks, where these patterns can help understand the dynamics of
collaboration in successful professional teams, study the evolution of scientific topics, and detect
emerging technologies [79].

In this chapter we adopt as a measure of density of a pattern the minimum degree holding
among the vertices in the subgraph during the pattern’s span. The problem of extracting all
these patterns is tackled by introducing a notion of temporal core decomposition in which each
core is associated with its span, i.e., an interval of contiguous timestamps, for which the coreness
property holds. We term such a notion of temporal core span-core. Moreover, in several application
scenarios it is typically required to identify only those dense patterns that contain a given set of
query vertices. We therefore introduce the problem of temporal community search, whose goal is
to find a set of cohesive temporal subgraphs containing the input query vertices and covering the
whole temporal domain.

Challenges and contributions

As the number of possible time intervals is quadratic in the size of the input temporal domain 7',
the total number of span-cores is, in the worst case, quadratic in T too. The naive method to find
all span-cores, which would be to operate a core decomposition for each of these time intervals,
would therefore be very time-consuming. This is a major challenge that we tackle by deriving
containment properties between span-cores and by exploiting them to devise an algorithm for
computing all the span-cores that is significantly more efficient than the naive exhaustive method.

We then shift our attention to the problem of finding only the maximal span-cores, defined as
the span-cores that are not dominated by any other span-core by both the coreness property and the
span. A straightforward way of approaching this problem is to filter out non-maximal span-cores
during the execution of an algorithm for computing the whole span-core decomposition. However,
as the maximal ones are usually much less numerous than the overall span-cores, it would be
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desirable to have a method that effectively exploits the maximality property and extracts maximal
span-cores directly, without computing the complete decomposition. The design of an algorithm
of this kind is an interesting challenge, as it contrasts with the intrinsic conceptual properties of
core decomposition, based on which a core of order k can be efficiently computed from the core of
order k—1, of which it is a subset. For this reason, at first glance, the computation of the core
of the highest order would seem as hard as computing the overall core decomposition. Instead, in
this work we derive a number of theoretical properties about the relationship among span-cores
of different temporal intervals and, based on these findings, we show how such a challenging goal
may be achieved.

Finally, we focus on the problem of community search in temporal networks. Community search
has been extensively studied in static graphs. It requires to find a subgraph containing a given
set of query vertices and maximizing a certain density measure [86, 132]. Here, we propose a
formulation of the community-search problem in temporal networks as follows: given a set Q of
query vertices, and a positive integer h, find a segmentation of the underlying temporal domain in
h segments {A;}2_; and a subgraph S; for every identified segment A; such that each S; contains
the query vertices ) and the total density of the subgraphs is maximized. Following the bulk of
the literature in community search on static networks, in our definition of temporal community
search we adopt the minimum degree as a density measure.

We show that, with some manipulations, temporal community search can be reformulated as
an instance of the popular sequence segmentation problem, which asks for partitioning a sequence
of numerical values into h segments so as to minimize the sum of the penalties (according to some
penalty function) on the identified segments [33]. Therefore, the classical dynamic-programming
algorithm for sequence segmentation by Bellman [33] can be easily adapted to solve temporal
community search in polynomial time. A criticality of this approach is that a naive adaptation of
the Bellman’s algorithm takes quadratic time in the size of the input temporal domain 7. As a
major contribution in this regard, we prove that the set of maximal span-cores provide a sound and
complete basis to still have an optimal solution to temporal community search, while at the same
time leading to a significant speed-up with respect to the naive method. In fact, let 7% C T be the
subset of timestamps that are covered by the span of at least one maximal span-core, together with
the timestamps that immediately precede or succeed any of such spans. We show that considering
T* (instead of T) in the (adaptation of the) Bellman’s algorithm is sufficient to optimally solve the
underlying temporal-community-search problem instance. As, typically, |T*| < |T|, this finding
guarantees a considerable improvement in efficiency (as confirmed by our experiments).

A further challenge in our temporal-community-search problem is a typical one in community-
search formulations based on minimum degree, namely, that the output subgraphs are typically
large in size. We tackle this challenge by devising a method to reduce the size of the output
subgraphs without affecting optimality. The proposed method is inspired by the one devised by
Barbieri et al. [25] for the problem of minimum community search (in static graphs).

To summarize, the main contributions of this work are as follows:

e We introduce the notion of span-core decomposition and maximal span-core in temporal
networks, characterizing structure and size of the search space and providing important
containment properties (Section 4.1).

e We devise an algorithm for computing all span-cores that exploits the aforementioned contain-
ment properties and is orders of magnitude faster than a naive method based on traditional
core decomposition (Section 4.2).

e We study the problem of finding only the maximal span-cores. We derive several theoretical
findings about the relationship between maximal span-cores and exploit these findings to
devise an algorithm that is more efficient than computing all span-cores and discarding the
non-maximal ones (Section 4.3).

e We introduce the problem of temporal community search and show how it can be solved
in polynomial time via dynamic programming. We prove an important connection between
temporal community search and maximal span-cores, which allows us to devise an algorithm
that is considerably more efficient than the naive dynamic-programming one. We also pro-
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pose a method to achieve the critical challenge of having too large communities as output
(Section 4.4).

e We provide a comprehensive experimentation on several real-world temporal networks, with
millions of vertices, tens of millions of edges, and hundreds of timestamps, which attests
efficiency and scalability of our methods (Section 4.5).

4.1 Temporal core decomposition

In this section we provide preliminary definitions and the needed notations, introduce the problem
of finding all span-cores and only the maximal ones, and prove containment properties among
span-cores that are at the basis of our efficient algorithms.

4.1.1 Span-cores

We are given a temporal graph G = (V,T, ), where V is a set of vertices, T = [0,1,...,tmaz] C N
is a discrete time domain, and 7 : V XV x T — {0, 1} is a function defining for each pair of vertices
u,v € V and each timestamp ¢ € T whether edge (u,v) exists in t. We denote E = {(u,v,t) |
7(u,v,t) = 1} the set of all temporal edges. Given a timestamp ¢ € T, By = {(u,v) | 7(u, v,t) = 1}
is the set of edges existing at time t. A temporal interval A = [t,,t.] is contained into another
temporal interval A’ = [t/ t.], denoted A T A, if t/ < ¢, and ¢, > t.. Given an interval A C T,
we denote Ea = [\,ca Bt the edges existing in all timestamps of A. Given a subset S C V' of
vertices, let EA[S] = {(u,v) € Ea |u € S,v € S} and GA[S] = (S, Ea[S]). Finally, the temporal
degree of a vertex u within Ga[S] is denoted da(S,u) = |[{v € S| (u,v) € EA[S]}-

Definition 4.1 ((k, A)-core). The (k,A)-core of a temporal graph G = (V,T,T) is (when it exists)
a mazimal and non-empty set of vertices ) # Cr.an CV, such that Yu € Cya : da(Cr.a,u) > k,
where A T T is a temporal interval and k € N7,

A (k, A)-core is thus a set of vertices implicitly defining a cohesive subgraph (where k represents
the cohesiveness constraint), together with its temporal span, i.e., the interval A for which the
subgraph satisfies the cohesiveness constraint. In the remainder of the chapter we refer to this
type of temporal pattern as span-core.

The first problem we tackle in this work is to compute the span-core decomposition of a temporal
graph G, i.e., all span-cores of G.

Problem 4.1 (Span-core decomposition). Given a temporal graph G, find the set of all (k, A)-cores
of G.

Unlike standard cores of simple graphs, span-cores are not all nested into each other, due to
their spans. However, they still exhibit containment properties. Indeed, it can be observed that a
(k, A)-core is contained into any other (k’, A’)-core with less restrictive degree and span conditions,
ie., k' <k,and A’ C A. This property is depicted in Figure 4.1, and formally stated in the next
proposition.

Proposition 4.1 (Span-core containment). For any two span-cores Cy a, Cr.ar of a temporal
graph G it holds that
E<kAnANCA = Cia CClare (4.1)

Proof. The result can be proved by separating the two conditions in the hypothesis, i.e., by sepa-
rately showing that (i) ¥’ < k = Cx.a C Cy a, and (ii) A’ C A = Cy A C Ci ar. The first point
holds as, keeping the span A fixed, the maximal set of vertices C for which da(C,u) > k is clearly
contained in the maximal set of vertices C’ for which da(C’,u) > k', if ¥’ < k. To prove (ii), it can
be noted that A’ C A = Ea C Ea/, which implies that Vu € Ci A : da(Cr.a,u) < da/(Coa,u).
Therefore, all vertices within Cj A satisfy the condition to be part of Cy a+ too. O]

The following observation directly derives from Proposition 4.1 and states that finding all the
span-cores having a fixed span A corresponds to computing the core decomposition of a simple
graph.
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Figure 4.1: Search space: for a temporal span A = [tg,t.], the (k, A)-core is depicted as a node
labeled “k, [ts,t.]”. An arrow C7 — Cy denotes C; 2 Cs (the distinction between solid and dotted
arrows is for visualization sake only).

Observation 4.1. For a fized temporal interval A T T, finding all span-cores that have A as
their span is equivalent to computing the classic core decomposition [30] of the simple graph Ga =
(V,EA).

4.1.2 Maximal span-cores

As the total number of temporal intervals that are contained into the whole time domain T is
IT|(|T|+1)/2, the total number of span-cores is potentially O(|T|?> X kmaz), where Epq. is the
largest value of k for which a (k, A)-core exists. It is thus quadratic in |T'|, which may be too large
an output for human direct inspection. In this regard, it may be useful to focus only on the most
relevant cores, i.e., the maximal ones, as defined next.

Definition 4.2 (Maximal span-core). A span-core Ci A of a temporal graph G is said maximal if
there does not exist any other span-core Cy ar of G such that k < k' and A T A’

Hence, a span-core is recognized as maximal if it is not dominated by another span-core both
on the order k and the span A. Differently from the innermost core (i.e., the core of the highest
order) in the classic core decomposition, which is unique, in our temporal setting the number of
maximal span-cores is O(|T|?), as, in the worst case, there may be one maximal span-core for every
temporal interval. However, as observed in empirical temporal-network data, maximal span-cores
are always much less than the overall span-cores: the difference is usually one order of magnitude
or more. The second problem we tackle in this work is to compute the maximal span-cores of a
temporal graph.

Problem 4.2 (MAXIMAL SPAN-CORE MINING). Given a temporal graph G, find the set of all
mazximal (k, A)-cores of G.

Clearly, one could solve Problem 4.2 by solving Problem 4.1 and filtering out all the non-
maximal span-cores. However, an interesting yet challenging question is whether one can exploit
the maximality condition to develop faster algorithms that can directly extract the maximal ones,
without computing all the span-cores. We provide a positive answer to this question in Section 4.3.
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4.2 Computing all span-cores

In this section we devise algorithms for computing a complete span-core decomposition of a tem-
poral graph (Problem 4.1).

A naive approach. As stated in Observation 1, for a fixed temporal interval A C T, mining
all span-cores C}, a is equivalent to computing the classic core decomposition of the graph Ga =
(V, EA). A naive strategy is thus to run a core-decomposition subroutine [30] on graph Ga for
each temporal interval A T T. Such a method has time complexity O(> " -1 (|A] x |E])), ie.,
O(|IT* x |E)).

A more efficient algorithm. Looking at Figure 4.1 one can observe that the naive algorithm
only exploits one dimension of the containment property: it starts from each point on the top level,
i.e., from cores of order 1, and goes down vertically with the classic core decomposition. Based on
Proposition 4.1, it is possible to design a more efficient algorithm that exploits also the “horizontal
containment” relationships.

Example 4.1. Consider core Cy g 2) in Figure 4.1: by Proposition 4.1 it holds that it is a subset
of both Cy j0,1] and Cy [19). Therefore, to compute C\ jo9], instead of starting from the whole V',
one can start from Cy g1) N C1[1,9). Starting from a much smaller set of vertices can provide a
substantial speed-up to the whole computation.

This observation, although simple, produces a speed-up of orders of magnitude as we will
empirically show in Section 4.5. The next straightforward corollary of Proposition 4.1 states that,
not only C jg2) € C1j0,1) N C1,[1,2), but this is the best one can get, meaning that intersecting
these two span-cores is equivalent to intersecting all span-cores structurally containing C1 jg 9.

Corollary 4.1. Given a temporal graph G = (V,T,7), and a temporal interval A = [ts,t.] C T,
let Ay = [min{ts + 1,t.}, te] and A_ = [ts, max{t. — 1,¢s}]. It holds that

Cia € (Cia,NCLa ) = ﬂ Ci,ar- (4.2)
A'CA

Example 4.2. Consider again Cy jo9] in Figure 4.1: Proposition 4.1 states that it is a subset of
C1,10,00: C1,10,11: C1,11,115 C1,[1,2), C1,[2,2)- Corollary 4.1 suggests that there is no need to intersect them
all, but only 017[071] and 017[172] san f(ICt, Cl,[O,l] C 017[070] N 017[171] and 017[172] - Cl,[l,l] n C17[2,2].

The main idea behind our efficient Span-cores algorithm (whose pseudocode is given as Algo-
rithm 4.1) is to generate temporal intervals of increasing size (starting from size one) and, for each
A of width larger than one, to initiate the core decomposition from (Cia, N Cia_), ie., the
smallest intersection of cores containing C; Ao (Corollary 4.1). The intervals to be processed are
added to queue @, which is initialized with the intervals of size one (Lines 2-3): these are the only
intervals for which no other interval can be used to reduce the set of vertices from which the core
decomposition is started, thus they have to be initialized with the whole vertex set V. The algo-
rithm utilizes a map A that, given an interval A, returns the set of vertices to be used as a starting
set of the core decomposition on A. The algorithm processes all intervals stored in @, until @ has
become empty (Lines 4-16). For every temporal interval A extracted from @, the starting set of
vertices is retrieved from A[A] and the corresponding set of edges is identified (Line 6). Unless this
is empty, the classic core-decomposition algorithm [30] is invoked over (A[A], Ea[A[A]]) (Line 8)
and its output (a set of span-cores of span A) is added to the ultimate output set C (Line 9).

Afterwards, the two intervals, denoted A; and Ay, for which Ci Ao can be used to obtain
the smallest intersections of cores containing them (Corollary 4.1) are computed at Line 10. For
A; (and analogously Aj), we check whether A[A;] has already been initialized (Line 12): this
would mean that previously the other “father” (i.e., smallest containing core) of C; A, has been
computed, thus we can intersect Cq A with A[A;] and enqueue A; to be processed (Lines 13-
14). Instead, if A[A1] was not yet initialized, we initialize it with C; Ao (Line 16): in this case
A is not enqueued because it still lacks one father to be intersected before being ready for core
decomposition. This procedural update of () ensures that both fathers of every interval in @ exist
and have been previously computed, thus no a-posteriori verification is needed.
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Algorithm 4.1: Span-cores

Input: A temporal graph G = (V, T, 7).
Output: The set C of all span-cores of G.
1C+0; Q+0;, A0
2 forall t € T do
L enqueue [t,t] to Q; Aft,t] « V
4 while Q # 0 do
5 dequeue A = [t;,t.] from Q
6 EA[A[A]] + {(u,v) € Ea | u € A[A],v € A[A]}
7 if |[EA[A[A]]] > 0 then
8
9

[

Ca < core-decomposition(A[A], Ea[A[A]])
C+«+ CuCa
10 Ay = [max{ts — 1,0}, t.]); Az = [ts, min{t. + 1, tmaz }]
11 forall A’ € {A;, Ay} | A" # A do
12 if A[A’] # NULL then
13 A[A'] +— A[A'TNCy A
14 enqueue A’ to Q
15 else
16 | A[A]« Cia

Example 4.3. Consider again the search space in Figure 4.1. Algorithm 4.1 first processes the
intervals [0,0], [1,1],(2,2], and [3,3]. Then, it intersects Cy jo,0) and Cy 1 1y to initialize Cy o 13,
intersects Cy 1,1) and Cy [29) to initialize Cy |19, and intersects Cy |3.9) and Cy 33 to initialize
C1,12,31- Then, it continues with the intervals of size 3: it intersects Cy jo,1] and C [1,9] to initialize
C1,j0,2) and so on.

The next theorem formally shows soundness and completeness of our Span-cores algorithm.
Theorem 4.1. Algorithm 4.1 is sound and complete for Problem 4.1.

Proof. The algorithm generates and processes a subset of temporal intervals X C {A | A C T}.
For every interval A C X, it computes all span-cores Ca = {C1,4,C2.A,...,Ck A} defined on A
by means of the core-decomposition subroutine on the graph (A[A], EA[A[A]]). The set of vertices
A[A] is equivalent to (C1a, N Cy,a_) because of Line 13 (Corollary 4.1) and the fact that A is
enqueued (Line 14) only when both fathers have been processed and the intersection done. The
correctness of doing the classic core decomposition is guaranteed by Observation 4.1.

As for completeness, it suffices to show that the intervals A ¢ X that have not been processed
by the algorithm do not yield any span-core. The algorithm generates all temporal intervals size
by size, starting from those of size one and then going to larger sizes. This is done by maintaining
the queue Q. As said above, an interval A is enqueued as soon as both C; A, and Cy a_ have
been processed. Thus, an interval A is not in X only if either C1,a, or C1 a_ does not exist. In
this case C; A and all other Cj o do not exist as well. O

Discussion. Algorithm 4.1 exploits the “horizontal containment” relationships only at the first

level of the search space. For a given A, once the restricted starting set of vertices has been defined
for k = 1, the traditional core decomposition is started to produce all the span-cores of span A.
In other words, for £ > 1 only the “vertical containment” is exploited. Consider the span-core
Cs 11,2 in Figure 4.1: we know that it is a subset of Cy j1 97 (“vertical” ) and of Cs 1 1) and Cs 2 9]
(“horizontal” ). One could consider intersecting all these three span-cores before computing Cs 19
We tested this alternative approach, but concluded that the overhead of computing intersections
and data-structure maintenance was outweighing the benefit of starting from a smaller vertex set.

The worst-case time complexity of Algorithm 4.1 is equal to the naive approach, however, in
practice, it is orders of magnitude faster, as shown in Section 4.5.
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4.3 Computing maximal span-cores

In this section we focus on Problem 4.2: computing the mazimal span-cores of a temporal graph.

A filtering approach. As anticipated above, a straightforward way of solving this problem con-
sists in filtering the span-cores computed during the execution of Algorithm 4.1, so as to ultimately
output only the maximal ones. This can easily be accomplished by equipping Algorithm 4.1 with a
data structure M that stores the span-core of the highest order for every temporal interval A C T
that has been processed by the algorithm. Moreover, at the storage of a span-core Cj, A in M, the
span-cores previously stored in M for subintervals of the temporal interval A and with the same
order k are removed from M. This removal operation, together with the order in which span-cores
are processed, ensures that M eventually contains only the maximal span-cores.

Efficient maximal-span-core finding. Our next goal is to design a more efficient algorithm that
extracts maximal span-cores directly, without computing complete core decompositions, passing
over more peripheral ones, and without generating all temporal cores. This is a quite challenging
design principle, as it contrasts the intrinsic structural properties of core decomposition, based
on which a core of order k is usually computed from the core of order k—1, thus making the
computation of the core of the highest order as hard as computing the overall decomposition.
Nevertheless, thanks to theoretical properties that relate the maximal span-cores to each other, in
the temporal context such a challenge can be achieved. In the following we discuss such properties
in detail, by starting from a result that has already been discussed above, but only informally.
Consider the classic core decomposition in a standard (non-temporal) graph G (Definition 2.1)
and let Ci+[G] denote the innermost core of G, i.e., the non-empty k-core of G with the largest k.

Lemma 4.1. Given a temporal graph G = (V,T,7), let Cps be the set of all mazimal span-cores
of G, and Cipner = {Ci+[Ga] | A T T} be the set of innermost cores of all graphs Ga. It holds
that CM g Cinner~

Proof. Every Cp o € Cj is the innermost core of the non-temporal graph Ga: else, there would
exist another core Cyr A # ) with k' > k, implying that Ci A ¢ Cyy. O

Lemma 4.1 states that each maximal span-core is an innermost core of a G, for some temporal
interval A C T. Hence, there can exist at most one maximal span-core for every A C T (while
an interval A may not yield any maximal span-core). The key question to design an efficient
maximal-span-core-mining algorithm thus becomes how to extract innermost cores of the graphs
G A more efficiently than by computing the full core decompositions of all Ga. The answer to this
question comes from the result stated in the next two lemmas (with Lemma 4.2 being auxiliary to
Lemma 4.3).

Lemma 4.2. Given a temporal graph G = (V,T,7), and three temporal intervals A = [ts,t.] C T,
A =[ts—1,t. | C T, and A" = [ts,t.+1] T T. The innermost core Cy[Ga] is a mazimal span-core
of G if and only if k* > max{k’, K"} where k' and k" are the orders of the innermost cores of G
and Gar, respectively.

Proof. The “=" part comes directly from the definition of maximal span-core (Definition 4.2): if
k* were not larger than max{k’, k" }, then Cy~[Ga] would be dominated by another span-core both
on the order and on the span (as both A’ and A” are superintervals of A). For the “<” part, from
Lemma 4.1 and Proposition 4.1 it follows that max{k’,k”} is an upper bound on the maximum
order of a span-core of a superinterval of A. Therefore, k* > max{k’, ¥} implies that there cannot
exist any other span-core that dominates Cy~[Ga] both on the order and on the span. O

Lemma 4.3. Gwen G, A, A’, A", k', and k" defined as in Lemma 4.2, let vV = {u e V|
da(V,u) > max{k’,k"}}, and let Cy+[Ga[V]] be the innermost core of GA[V]. If k* > max{k', K"},
then Ci~[GA[V]] is a mazimal span-core; otherwise, no mazximal span-core exists for A.

Proof. Lemma 4.2 states that, to be recognized as a maximal span-core, the innermost core of
G should have order larger than max{k’, k”}. This means that, if the innermost core of Ga is
a maximal span-core, all vertices u ¢ V cannot be part of it. Therefore, Ga yields a maximal

span-core only if the innermost core of subgraph Ga[V] has order k* > max{k’, k"}. O
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Algorithm 4.2: Maximal-span-cores

Input: A temporal graph G = (V, T, 7).

Output: The set Cj; of all maximal span-cores of G.
1 CM — @
2 K'[t]«0,VteT
3 forall t; € [0,1,...,tmaes] do

4 t* < max{te € [ts,tmaz] | B, ,., 7 0}

5 k"« 0

6 forall t. € [t*,t*—1,...,ts] do

7 A [ts, te]

8 b < max{K'[te], k" }

9 Vi <~ {u eV |da(V,u) > b}

10 EA[WZ)] — {(u7v) € Ea ‘ u € Vip,v € Vlb}
11 C' <+ innermost-core(Viy, Ea[Vis)])

12 k* < order of C

13 if k* > [b then

14 L C]w(—CMU{C}

15 k" max{k" k*}; K'[t.] + max{K'[t.],k"}

Lemma 4.3 provides the basis of our efficient method for extracting maximal span-cores. Ba-
sically, it states that, to verify whether a certain temporal interval A = [ts,t.] yields a maximal
span-core (and, if so, compute it), there is no need to consider the whole graph Ga, rather it
suffices to start from a smaller subgraph, which is given by all vertices whose temporal degree is
larger than the maximum between the orders of the innermost cores of intervals A’ = [¢t,—1, ] and
A" = [ts, t+1]. This finding suggests a strategy that is opposite to the one used for computing the
overall span-core decomposition: a top-down strategy that processes temporal intervals starting
from the larger ones. Indeed, in addition to exploiting the result in Lemma 4.3, this way of explor-
ing the temporal-interval space allows us to skip the computation of complete core decompositions
of the whole “singleton-interval” graphs {G[w }ier, which may easily become a critical bottleneck,
as they are the largest ones among the graphs induced by temporal intervals.

The Maximal-span-cores algorithm. Algorithm 4.2 iterates over all timestamps t; € T in
increasing order (Line 3), and for each t it first finds all the maximal span-cores that have span
starting in ts. This way of proceeding ensures that a span-core that is recognized as mazimal will
not be later dominated by another span-core. Indeed, an interval [ts,t.] can never be contained in
another interval [t},t.] with t; < t,. For a given ¢, all maximal span-cores are computed as follows.
First, the maximum timestamp > ts such that the corresponding edge set E|, , | is not empty is
identified as t* (Line 4). Then, all intervals A = [t4,t.] are considered one by one in decreasing
order of t. (Lines 6-7): this again guarantees that a span-core that is recognized as mazimal will
not be later dominated by another span-core, as the intervals are processed from the largest to the
smallest. At each iteration of the internal cycle, the algorithm resorts to Lemma 4.3 and computes
the lower bound b on the order of the innermost core of Ga to be recognized as maximal, by taking
the maximum between K'[t.] and &” (Line 8). K’ is a map that maintains, for every timestamp
t € [ts,t*], the order of the innermost core of graph Ga/, where A’ = [t —1,¢] (i.e., K'[t] stores
what in Lemmas 4.2-4.3 is denoted as k’). Whereas k" stores the order of the innermost core
of Gar, where A” = [ts,t. + 1]. Afterwards, the sets of vertices Vj;, and of edges Fa[V}y] that
comply with this lower-bound constraint are built (Lines 9-10), and the innermost core of the
subgraph (Vip, Ea[Vip]) is extracted (Lines 11-12). Ultimately, based again on Lemma 4.3, such a
core is added to the output set of maximal span-cores only if its order is actually larger than b
(Lines 13-14), and the values of k" and K'[t.] are updated (Line 15). Specifically, note that the
order k* of core C may in principle be less than k7, as C' is extracted from a subgraph of Ga.
If this happens, it means that the actual order of the innermost core of G is equal to &”. This
motivates the update rules (and their order) reported in Line 15.

Theorem 4.2. Algorithm 4.2 is sound and complete for Problem 4.2.
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Proof. The algorithm processes all temporal intervals A C T yielding a non-empty edge set Ea,
in an order such that no interval is processed before one of its superintervals: this guarantees that
a span-core recognized as maximal will not be dominated by another span-core found later on.
For every A it extracts a core C' that is used as a proxy of the innermost core of graph Ga. C is
added to the output set Cjy; only if Lemma 4.3 recognizes it as a maximal span-core, otherwise it
is discarded. This proves the soundness of the algorithm. Completeness follows from Lemma 4.1,
which states that to extract all maximal span-cores it suffices to focus on the innermost cores of
graphs {Ga | A C T}, and Lemma 4.3 again, which states the condition for a proxy core C to be
safely discarded because it is a non-maximal span-core. O

Discussion. The worst-case time complexity of Algorithm 4.2 is the same as the algorithm for
computing the overall span-core decomposition, i.e., O(|T|?> x |E|). It is worth mentioning that it
is not possible to do better than this, as the output itself is potentially quadratic in |T'|. However,
as we will show in Section 4.5, the proposed algorithm is in practice much more efficient than
computing the overall span-core decomposition and filtering out the non-maximal span-cores as,
in this case, we avoid the visit of portions of the span-core search space and the computations are
run over subgraphs of reduced dimensions.

To conclude, we discuss how the crucial operation of building the subgraph (Vjy, EA[Vip]) may
be carried out efficiently in terms of both time and space. Consider a fixed timestamp ts €
[0,...,tmaz]. The following reasoning holds for every ¢5. Let E~(t.) = E, , \ E, , ., be the
set of edges that are in E, ,, but not in E, , ., for tc € [ts,...,t*— 1. As a first general
step, for each ts, we compute and store all edge sets {E~ (tc)}i, e, ,1+—1]- These operations can be
accomplished in O(|T| x |E|) overall time, because every E~(t.) can be computed incrementally
from £, . as E~(t.) = {(u,v) € E,_, | 7(u,v,t.+1) = 0}. Moreover, for any timestamp t., we
keep a map D storing all vertices of G, , | organized by degree. Specifically, the set D[k] contains
all vertices having degree > k in G, , . Every vertex in D is thus replicated a number of times
equal to its degree. This way, the overall space taken by D is O(|E|), i.e., as much space as G. D
is initialized as empty (when t. = t*) and repeatedly augmented as t. decreases, by a linear scan
of the various E~ (t.). The overall filling of D (for all ¢.) therefore takes O(|T| x |E|) time. Then,
the desired Vj; can be computed in constant time simply as Vi, = D[lb].

As for Ea[Vp), for any t., we first reconstruct E, . aE, U E~ (t.), having previously
computed £, , .. Note that storing all £~ (t) takes O(|E|) space. That is why we store all
E~(tc) and reconstruct £, , | afterward (instead of storing the latter, which would take O(|T| x
|E]) space). Ea[Vip] is ultimately derived by a linear scan of £, , ., taking all edges in £, ,
having both endpoints in Vj;. This way, the step of building Ea[V}y] for all ¢, takes again O(|T| x
|E|) overall time.

4.4 Temporal community search

Community search in static graphs aims at finding a dense subgraph (community) containing a
set of input query vertices [86, 132]. In the temporal setting it is very likely that the communities
spanning the query vertices change over time. To be more precise, it may happen that a certain
subgraph S is a well-representative community for the given query vertices ), but only for a
certain time interval A. Instead, for another time interval A’, a relevant community for @ might
correspond to a completely different subgraph S’. For this reason, we formulate community search
on temporal networks as the problem of finding /& subgraphs (with A > 0 being an input parameter)
containing the query vertices, together with their temporal span, such that the sum of the density
of those subgraphs is maximized and the union of their temporal spans corresponds to the whole
input temporal domain. Among the many densities proposed in the literature, here we follow the
seminal work by Sozio and Gionis [215] on community search and adopt the minimum degree.
Formally:

Problem 4.3 (TEMPORAL COMMUNITY SEARCH). Given a temporal graph G = (V,T,7), a set
Q C V of query vertices, and a positive integer h € N, find a set {(S;, Ai)}'_, of h pairs such

o7



CHAPTER 4. CORE DECOMPOSITION IN TEMPORAL NETWORKS

that (i)V1<i<h:QCS; CV, (ii) ;< Ai =T, and (iii) the following is maximized:

h
; min da, (S, u). (4.3)

The input integer h is a user-defined parameter that gives the analyst the flexibility of re-
quiring a specific number of output temporal communities, which might vary from application to
application.

4.4.1 Connection with sequence segmentation

Here we provide some theoretical insights into the TEMPORAL COMMUNITY SEARCH problem.
The main result we provide at the end of this subsection is an interesting connection with the
well-established SEQUENCE SEGMENTATION problem [33]. As shown in the next subsections, such
a result forms the basis for algorithmic design.

Let us first consider a single-interval variant of Problem 4.3: for a fixed temporal interval A,
find a subgraph containing the input set Q) of query vertices that maximizes the minimum temporal
degree within A. Formally:

Problem 4.4 (SINGLE TEMPORAL COMMUNITY SEARCH). Given a temporal graph G = (V,T, 1),
a set Q CV of query vertices, and an interval A T T, find

S* = argmaxgcgcy glelg da(S,u). (4.4)

It is easy to see that solving Problem 4.4 corresponds to solving minimum-degree-based commu-
nity search on graph Ga. Therefore, a solution to Problem 4.4 can straightforwardly be computed
by applying a standard result on minimum-degree-based community search, which states that the
highest-order core containing all query vertices is a solution to that problem [25]. This finding is
formalized next.

Definition 4.3 ((Q, A)-highest-order-span-core). Given a temporal graph G = (V,T,7), a set
Q CV of query vertices, and an interval A T T, the (Q, A)-highest-order-span-core of G, denoted
CH a» is defined as the highest-order span-core among all span-cores of G with temporal span A
and containing all query vertices in Q. Let also vy o denote the order of C§ a-

Fact 4.1. Given a temporal graph G = (V,T,7), a set @ C V of query vertices, and an interval
A CT, the (Q,A)-highest-order-span-core of G is a solution to Problem 4.4 on input (G,Q,A).

Note that Problem 4.4 may have multiple solutions: CE), A is only one of those possibly many
ones. Cf) o can be computed by running a core decomposition on (static) graph G, and stopping
it when the first core that does not contain all query vertices in ) has been encountered. Therefore,
Problem 4.4 can be solved in O(JA| x |E|) time.

In light of the above findings, an alternative yet equivalent way of formulating our TEMPORAL
COMMUNITY SEARCH problem is to ask for a segmentation (i.e., a partition) of the time domain
T into a set {A;}"_, of h intervals so as to maximize the sum 2?21 v5 a, Oof the orders of the
(Q, A)-highest-order-span-cores of those identified intervals. Once such an optimal segmentation
of T has been computed, the ultimate {(S;, A;)}?_, pairs are derived by simply setting S; = CH A,
V1 < ¢ < h. Formally:

Problem 4.5 (Alternative formulation of Problem 4.3). Given a temporal graph G = (V,T,7),
a set Q CV of query vertices, and a positive integer h € N, find a set {(S;, A))}'_, of h pairs
such that (i) V1 <i < h:S;=Cn,, (ii) {A}l, is a partition of T, and (iii) the following is
mazximized:

h
> vh (4.5)
i=1
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Algorithm 4.3: Temporal-community-search

Input: A temporal graph G = (V, E,T), a set Q C V of query vertices, an integer h € NT.
Output: A set {(S;, A;)},, where Q C S; CV, V1 <i<h, and {A;}, is a partition

=1
of T.
/* Initialization */
1 Compute v, o and Cf) o, VA £ T, via Q-constrained span-core decomposition
2 P < an empty (|T'| x h)-dimensional matrix // Penalty matrix
3 R+ an empty (|T| x h)-dimensional matrix // Reconstruction matrix

4 forall t € T do
5 P[t,0] + 7U*Q,[O,t]
6 R[t,0] + 0

. Dynamic-programming step */
7 forall t € T do
forall i € [1,h) do

Plt,i] «+ minge(o 4 Plt,i—1] — va[Hl,t]

Rt i] + argminggpo 4 Plt,i—1] — ”Z),[MM]

~

10

/* Reconstruction of the solution */
11 ub < tas
12 forall i € (h,0] do
13 b+ Rub, 1
14 A; « [Ib, ub]
15 ub < 1b—1

16 forall i € (h,0] do
17 L S’L — C57A7

Correspondence between Problem 4.3 and Problem 4.5 easily follows from Fact 4.1 and from the
observation that for any feasible solution {(S;, A;)}?_, to Problem 4.3 with overlapping intervals,
there exists an overlapping-interval-free feasible solution with not smaller objective-function value.
To see the latter, for any two overlapping intervals A; and Aj;, simply replace one of the two
intervals, say A;, with AL = A; \ (A; NA;). As A} T A,, it holds that U*QA:_ > V5 A, therefore
the resulting overlapping-interval-free solution will have objective-function value greater than or
equal to the objective-function value of the starting solution with overlapping intervals.

Thanks to the reformulation in Problem 4.5, it is immediate to observe that our TEMPORAL
COMMUNITY SEARCH problem is an instance of the well-established SEQUENCE SEGMENTATION
problem, which asks for partitioning a sequence of numerical values into b segments so as to mini-
mize the sum of the penalties (according to some penalty function) on each identified segment [33]:

Problem 4.6 (SEQUENCE SEGMENTATION [33]). Given a sequence X = (xo,1,...,%Tmaz) Of
numerical values, and a function p : {Y }ycx — R that assigns a penalty score to every subsequence

Y of X, partition X into a set {X;}0_, of b subsequences such that Z?le(Xi) is minimized.

Fact 4.2. TEMPORAL COMMUNITY SEARCH (Problem 4.3) on input (G = (V,T,7),Q,h) is an
instance of SEQUENCE SEGMENTATION (Problem 4.6) with X =T, b="h, and VAC T :p(A) =

*
_UQvA .

In the following two subsections we show how to exploit the result in Fact 4.2 (and a further
important finding about maximal span-cores) to design efficient algorithms for our TEMPORAL
COMMUNITY SEARCH problem.

4.4.2 A basic algorithm (based on all span-cores)

SEQUENCE SEGMENTATION can be solved in O(|X|? x h + 7,) time via dynamic programming [33],
where 7, is the overall time spent for computing the penalty score of all subsequences of the
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input sequence X (according to the given penalty function p). Thanks to the connection shown
in Fact 4.2, the dynamic-programming algorithm for SEQUENCE SEGMENTATION can be easily
adapted to solve TEMPORAL COMMUNITY SEARCH as well. The pseudocode of this algorithm —
termed Temporal-community-search — is reported as Algorithm 4.3, and described next.

The Temporal-community-search algorithm makes use of two (|T| x h)-dimensional matrices, i.e.,
P and R. Matrix P represents the penalty matriz. It contains, Vt € T, Vi € [0, h), the minimum
cost of segmenting the sequence corresponding to the first ¢ timestamps of 7" into ¢ + 1 segments.
As a result, P[t;q2, h — 1] contains the objective-function value of the ultimate optimal solution
to Problem 4.5. Matrix R is the reconstruction matriz. It provides information about the optimal
segmentation, and is used at the end of the algorithm to reconstruct the output {Ai}?:l. Note
that the algorithm does not explicitly compute the S; subgraphs corresponding to the optimal A;
intervals. In fact, as discussed above, each S; can be easily retrieved at the end of the algorithm,
by simply setting it equal to the corresponding (@, A;)-highest-order-span-core C¢) »,. According
to Fact 4.2, the penalty score of an interval A C T corresponds to —UG A L€, the negative of the
order of the (@, A)-highest-order-span-core CH a- All individual v, o values, for all A C T, are
efficiently computed altogether, at the beginning of the algorithm, via a “@Q-constrained” variant
of span-core decomposition (an alternative, but much less efficient strategy consists in computing
every single vg, o from scratch, on the fly). Specifically, a simple (yet more efficient) variant of the
span-core decomposition algorithm (Algorithm 4.1) is employed for this purpose, which outputs
only those span-cores containing all the vertices in (. This is easily achievable by stopping the
core-decomposition subroutine, for every interval A C T, as soon as a core not containing all query
vertices in @ has been encountered.

The time complexity of Algorithm 4.3 is O(|T|?> X h + Ts.), where 7, is the time spent for
computing the @-constrained span-core decomposition of the input graph G.

4.4.3 A more efficient algorithm (based on maximal span-cores)

A more efficient algorithm can be designed by noticing that, actually, one does not need to consider
all timestamps in 7" in the dynamic-programming step. Rather, focusing on a subset 7% C T —
which is properly defined based on the maximal span-cores of the input graph, see next — allows for
significantly reducing the dimensionality of the penalty matrix P and the reconstruction matrix
R, hence the overall time complexity of the algorithm, without affecting optimality of the output
solution. The following fact provides the theoretical basis for defining such a reduced temporal
domain T*.

Fact 4.3. Given a temporal graph G = (V,T,7) and a set Q C V of query vertices, let Car(Q) be
the set of all Q-constrained maximal span-cores of G. For a temporal interval A T T, it holds that
vg,a = max{0, max{k | Cr,a € Crp(Q), A C A'}}.

Fact 4.3 states that the penalty score v() A of an interval A corresponds to the maximum among
the orders of the @-constrained maximal span-cores whose span includes A, if some exist. If an
interval A is not a subset of any span of a ()-constrained maximal span-core, then vj, , = 0. In
that case, therefore, A can be safely discarded, as it cannot be part of the optimal solution of
the given TEMPORAL COMMUNITY SEARCH problem instance (unless it is needed to fill possible
“holes”, see below). The ultimate consequence of this finding is that the aforementioned reduced
temporal domain 7™ is identified by the timestamps covered by the spans of the maximal span-
cores, along with auxiliary timestamps, which are needed to ensure a smooth execution of the
dynamic-programming step, as well as a correct handling of some extreme cases. Specifically, let
D={ACT|Cya € Cu(Q)} be the set of the spans of the ()-constrained maximal span-
cores of the input graph, and Tp = [Jpcp A be the set of timestamps that are part of a span
of a @-constrained maximal span-core. The first two sets of auxiliary timestamps correspond to
the timestamps that immediately precede and succeed the intervals in D, i.e., the sets T]JDr =
{min{t. + 1, tmaz} | [ts,te] € D} and Ty = {max{t; — 1,0} | [ts,t] € D}, respectively. The
timestamps in Ty, and T (along with the last timestamp ¢4, of the input temporal domain T)
are needed to allow the dynamic-programming step to identify a solution that actually covers the
whole temporal domain T' (as per Condition (i¢) of Problem 4.3). In particular, such timestamps
may be interpreted as a trick to give the dynamic-programming step the flexibility to select “holes”
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Algorithm 4.4: Efficient-temporal-community-search

Input: A temporal graph G = (V, E,T), a set Q C V of query vertices, an integer h € NT.
Output: A set {(S;, A;)},, where Q C S; CV, V1 <i<h, and {A;}, is a partition
of T.

/* Identification of T~ */
1 Compute the set Cps(Q) of Q-constrained maximal span-cores of G
2 D+ {A cCT | Ck,A € CM(Q)}
8 Tp + Upep & Tp + {min{te+1,tnas} | [ts, te] € D}

T < {max{t;—1,0} | [ts,t.] € D}

4 Toup ¢ {t; €T\ (Tp UTp UTH U{timas}) [ € [1,h+1— |[Tp UTp UTH U {tmas ]}
T*+Tp U Tg U Ty U {tmaz} U Teup
/* Initialization */

%]

6 Compute vj, o, VAL T

7 M + mapping function [0, |T*|) — T*

8 P « an empty (|7*| x h)-dimensional matrix // Penalty matrix
9 R < an empty (|T*| x h)-dimensional matrix // Reconstruction matrix

10 forall r € [0, |T*|) do

11 Pr, 0] < —v5 10 M)

12 | R[r,0]«0

/* Dynamic-programming step */
13 forall r € [0, |T*|) do

14 forall i € [1,h) do

15 L P[r,i] « mingejo,,) P, — 1] = 05 injeg) mp)

16 R[r, 1] < argmingco ) P4 i — 1] = 03 ey 1, mppy)

=

/* Reconstruction of the solution */
17 ub < |T*| -1
18 forall i € (h,0] do
19 b < Rub, 1|
20 A; <+ [M[ib], Mub]]
21 ub <+ 1b—1

22 forall i € (h,0] do
23 | S Cf 4,

(i.e., time intervals in-between two consecutive but not necessarily contiguous timestamps in Tp).
Moreover, we define Ty, as the set of the first h+ 1 — |Tp U T U TB“ U {timaqz }| timestamps of
T not contained in Tp UTH U T U {tmax}, i Toup = {ti € T\ (Tb UTg UTH U {tmaz}) | i €
[1,h+1—|Tp UT5 UTH U {tmaz}]}. The timestamps in Ty, are further auxiliary timestamps
that are needed to return a correct h-sized solution when the timestamps in Tp U1 UTS U{tmaz
are less than h 4+ 1 (the minimum number of timestamps required in 7™* to have a solution of size
h). Note that T,y is nonempty only if |Tp UTH U Tg U{tmaz}| < h+1. Ultimately, T* is defined
as

T" = Ip U TB_ U T]S ) {tmaa:} U Tsup' (4'6)

The proposed more efficient method for TEMPORAL COMMUNITY SEARCH, termed Efficient-
temporal-community-search, is summarized in Algorithm 4.4 and described next. The first five lines
of the algorithm are devoted to the identification of 7. As said above, matrices P and R have here
reduced dimensionality with respect to Algorithm 4.3: they are (|7%*| x h)-dimensional matrices,
where |T*| < |T]. A mapping function M is used to assign an index within [0, |T*|) to every
timestamp in |T*| (Line 6). Such a mapping is needed to have every timestamp in |T*| logically
assigned to a row of matrices P and R. The rest of the algorithm resembles Algorithm 4.3, except
for the fact that M is used every time that a row index has to be mapped to its corresponding
timestamp (e.g., during the reconstruction of the solution).
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An important point to clarify is that, during the execution of the Efficient-temporal-community-
search algorithm, we might need the penalty score UG A of intervals A C T corresponding to
non-mazimal (Q-constrained) span-cores. Therefore, the algorithm needs the UG, A Score of all
intervals A T T. To compute these v, » scores (and, related to this, the set Cp(Q) of Q-
constrained maximal span-cores, at Line 1), there are two main options. The first one consists
in computing the whole Q-constrained span-core decomposition (as done in Algorithm 4.3), keep
the v, o scores of all such cores, and eventually compute Cj;(Q) by simply filtering out non-
maximal span-cores. The second option corresponds instead to compute Cps(Q) directly, without
passing through the whole Q-constrained span-core decomposition. This may be carried out by
running a simple variant of the algorithm for computing maximal span-cores (Algorithm 4.2),
where containment of query vertices is added as a further constraint. The computation of all
the vg) o scores comes for free during the execution of this algorithm for Q-constrained maximal
span-cores: these scores can therefore be retained by adding a few straightforward (constant-time)
instructions to that algorithm. In our implementation we stick to the latter, as the Maximal-span-
cores algorithm has been experimentally recognized as faster than the naive filtering approach in
all tested datasets.

The time complexity of the proposed Efficient-temporal-community-search algorithm is O(|T*
h+ Timsc), with 7,5 being the time spent in computing the Q-constrained maximal span-cores and
the penalty scores vg) 5. As in practice (attested by our experiments) |T*| < |T'|, the proposed
Efficient-temporal-community-search algorithm is expected to be much more efficient than its naive
counterpart, i.e., Algorithm 4.3.

2%

4.4.4 Minimum community search

An instance of TEMPORAL COMMUNITY SEARCH may admit several optimal solutions which might
differ either in terms of output intervals {A;}"_,, or in terms of subgraphs assigned to the various
identified intervals. More precisely, the latter refers to the fact that two optimal solutions might
find the same segmentation {A;}"_, of the input temporal domain, but select different subgraphs
S; for any interval A;. Therefore, if the communities .S; are not chosen carefully, they may result
to be excessively large, not really cohesive, and containing redundant/outlying vertices. This
is a well-recognized issue of minimum-degree-based community search [215]. At the same time,
large communities might include more cohesive and denser subgraphs that still exhibit optimality.
Motivated by this, in this subsection we devise a method to refine the communities originally found
by our algorithms for TEMPORAL COMMUNITY SEARCH, specifically attempting to minimize their
size while preserving optimality. The main idea behind our refinement method is based on the
following result:

Proposition 4.2 (Community containment). Given a temporal graph G = (V,T,7), a set Q CV
of query vertices, and a positive integer h € Nt let {(S;, A;)}2, be a solution to Problem 4.3 on
input (G, Q,h)y with S; corresponding to the (Q, i)-highest-order-span-core of G, ¥i € [1,h]. For
every other solution {(S!, A;)}_, (referring to the same segmentation {A;}1_, ) to Problem 4.3 on
input (G, Q, h) it holds that S] C S;, Vi € [1, h].

Proof. Let k; be the minimum degree of S;, i.e., ki = v A, is the order of the (Q, A;)-highest-
order-span-core. Assume that there exists a solutlon S! to Problem 4.4 that is not contained in
S;. This implies that (i) the minimum degree of a vertex of S} in A; is k;, and (4¢) the minimum
degree of a vertex of S; U S/ in A; is k; as well. This v101ates the maximality condition of the
definition of span-core, since, by hypothesis, S; corresponds to the (@, A;)-highest-order-span-core
of G. O

The above proposition states that, given a solution {({S;, A;)}*_; to the TEMPORAL COMMU-
NITY SEARCH problem where every S corresponds to the (@, A ) highest-order-span-core of the
input graph, one can focus on the various S; solely to refine the output communities, as such .S; are
guaranteed to contain all optimal solutions of the underlying problem instance (while keeping the
segmentation {A;}" | fixed). Within this view, we formulate the following optimization problem
(which is a variant of Problem 4.4, with the additional constraint of requiring a smallest-sized
solution):
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Algorithm 4.5: Greedy-minimum-community-search

Input: A temporal graph G = (V, E,T), a set Q C V of query vertices, an interval
A E T, a subset of vertices S* C V containing all the solutions to Problem 4.4 on
input (G, Q,A).
Output: A subset S, of vertices such that @ C S},
minges: Aa(S)ins
185, 0; P+0; A«0
2 add every q € @ to P with priority +oo
3 k* «+ mingecgs da(S*,u); k., <0

min

C S* and

in

u) > mingeg« da(S*, u).

4 while k). < k* or Q< S, do

5 dequeue u from P

6 S;knm — S;knin U {u}

7 forall v € neigha(S*,u) \ Sk, \ P do
8 Alv] < score(v)

9 add v to P with priority A[v]
10 forall v € neigha(S},;,,u) do

11 if da(S},;,,v) = k* then

12 forall w € neigha(P,v) do
13 L | Alw] + Afw] -1
14 Kpin ¢ minges=  da (Skins )

Problem 4.7. Given a temporal graph G = (V,T,7), a set Q@ C V of query vertices, and an
interval A T T, let S* CV be the subset of vertices containing all the solutions to Problem 4.4 on
input (G,Q,A) (according to what stated in Proposition 4.2). Find

*
min

(4.7)

= Argmilly 610 SCS* minges Aa (S,u)>minge g+ da(S*,u)} |S].

Theorem 4.3. Problem 4.7 in NP-hard.

Proof. Consider (the optimization version of) the NP-hard MCST problem introduced by Cui et
al. [64]: given a graph H = (Vg, Ex) and a query vertex ¢ € Vi, find a minimum-sized subgraph
that contains ¢, is connected, and maximizes the minimum degree. Given an instance (H,q) of
the MCST problem, construct an instance (G, Q,A) of Problem 4.7 by defining G as composed
by a single temporal snapshot corresponding to graph H, A as a singleton interval composed
of the single timestamp of G, and setting @ = {q}. It is straightforward to see that solving
Problem 4.7 on input (G, @, A) is equivalent to solving MCST on input (H, ¢q), as the constraint
about connectedness is automatically satisfied in Problem 4.7 for the special case of a single query
vertex. O

As Problem 4.7 is NP-hard, we devise a heuristic that is inspired to the greedy one proposed
for the MINIMUM COMMUNITY SEARCH problem in [25]. The proposed heuristic is outlined in
Algorithm 4.5 and described next. In the pseudocode and in the following we denote as k* and
k¥ ... the minimum degree of S* and S} . . respectively, and as neigha(S,u) the neighbors of a
vertex u € V in the subgraph induced by S C V and A C T. Algorithm 4.5 iteratively adds
vertices to the solution S, according to a priority queue P. Priorities of vertices in P are defined
based on a score that measures how promising a vertex is for making the current solution S},
reach the optimal minimum degree. Specifically, the score of a vertex u € S* is defined as:

score(u) = score™ (u) — score™ (u), (4.8)

where
score™ (u) = [{v € neigha (S, 1) | da(Shim, v) <k} (4.9)
score” (u) = max{0, k" — da (S}, u)}- (4.10)
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Table 4.1: Temporal graphs used in the experiments.

dataset V| |E| |T|  window size domain
HighSchool 327 4tk 1212 5 mins face-to-face
PrimarySchool | 242 55k 390 5 mins face-to-face
HongKong 806 2M 2976 5 mins face-to-face
ProsperLoans | 8%k 3M 307 7 days economic
Last.fm 992  4M 7 21 days co-listening
WikiTalk 2M 10M 192 28 days communication
DBLP 1M  11IM 80 366 days co-authorship
StackOverflow | 2M  16M 51 56 days question answering
Wikipedia 343k 18M 101 56 days co-editing
Amazon 2M 22M 115 28 days co-rating
Epinions 120k  33M 25 21 days co-rating

score™ (u) is the gain effect of adding u to S¥,,,,,

while score™ (u) is the penalty effect. In particular,
score™ (u) counts the number of neighbors of u in S7,;,, that would benefit from the inclusion of u
to SX.., i.e., that have degree less than k*. On the other hand, score™ (u) represents the number
of neighbors of w still required in S}, so that u has degree at least £*. The algorithm starts
by adding the query vertices to the queue P with priority +oco, in order to ensure that they will
be selected at the very beginning. At each iteration of the main cycle of the algorithm (starting
at Line 4), the vertex u exhibiting the highest priority is dequeued from P and is added to the
solution S . . As a consequence, a couple of updates are performed. First, u’s neighbors not in
the priority queue P are added to it (Lines 8-9). Note that this is the only step of the algorithm
where the score of a vertex is computed from scratch and stored in A, a map that keeps the scores
of all vertices in P up-to-date during the whole execution of the algorithm. The second update
consists in recomputing the score of every v’s neighbor w in the queue, if a vertex v € S}, has

reached the desired minimum degree k* after the addition of wu.

4.5 Experiments

In this section we present an experimental evaluation to empirically assess the performance of all
the proposed methods. Specifically, we focus on whole span-core decomposition (Section 4.5.1),
maximal span-cores (Section 4.5.2), characterization of the extracted span-cores (Section 4.5.3),
and temporal community search (Section 4.5.4).

Datasets. We use eleven real-world datasets recording timestamped interactions between entities.
For each dataset we select a window size to define a discrete time domain, composed of contigu-
ous timestamps of the same duration, and build the corresponding temporal graph. If multiple
interactions occur between two entities during the same discrete timestamp, they are counted as
one. The characteristics of the resulting temporal graphs, along with the selected window sizes,
are reported in Table 4.1.

The three smallest datasets were gathered by using wearable proximity sensors in schools,
with a temporal resolution of 20 seconds. PrimarySchool' contains the contact events between
242 volunteers (232 children and 10 teachers) in a primary school in Lyon, France, during two
days [217]. HighSchool® describes the close-range proximity interactions between students and
teachers (327 individuals overall) of nine classes during five days in a high school in Marseilles,
France [174]. HongKong reports the same kind of interactions for a primary school in Hong Kong,
whose population consists of 709 children and 65 teachers divided into thirty classes, for eleven
consecutive days [204]. ProsperLoans? represents the network of loans between the users of Prosper,
a marketplace of loans between privates. Last.fm? records the co-listening activity of the Last.fm
streaming platform: an edge exists between two users if they listened to songs of the same band
within the same discrete timestamp. WikiTalk? is the communication network of the English

Isociopatterns.org

2konect.cc
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Wikipedia. DBLP? is the co-authorship network of the authors of scientific papers from the DBLP
computer science bibliography. StackOverflow? includes the answer-to-question interactions on
the stack exchange of the stackoverflow.com website. Wikipedia? connects users of the Italian
Wikipedia that co-edited a page during the same discrete timestamp. Finally, for both Amazon?
and Epinions?, vertices are users and edges represent the rating of at least one common item within
the same discrete timestamp.

Implementation. All methods are implemented in Python (v. 2.7.16) and compiled by Cython.
All the experiments were run on a machine equipped with Intel Xeon CPU at 2.1GHz. The
experiments reported in Sections 4.5.1 and 4.5.2 used 64GB RAM, while the ones in Section 4.5.4
used 32GB RAM.

Reproducibility. Our code is available at github.com/egalimberti/span_cores.

4.5.1 Span-core decomposition

We compare the two methods to compute a complete decomposition described in Section 4.2, i.e.,
the baseline Naive-span-cores and the proposed Span-cores, in terms of execution time, memory,
and total number of vertices input to the core-decomposition subroutine. We report these measures,
together with the number of span-cores and maximal span-cores of each dataset, in Table 4.2.

In terms of execution time, Span-cores considerably outperforms Naive-span-cores in all datasets,
achieving a speed-up from 2.1 up to two orders of magnitude. The speed-up is explained by
the number of vertices processed by the core-decomposition subroutine, which is the most time-
consuming step of the algorithms albeit linear in the size of the input subgraph. The difference
of this quantity between Span-cores and Naive-span-cores reaches over an order of magnitude in
the WikiTalk, Wikipedia, and Epinions dataset, confirming the effectiveness of the “horizontal con-
tainment” relationships. The memory required by the two procedures is comparable in all cases
since the largest structures needed in memory are the temporal graph itself and the set C of all
span-cores.

4.5.2 Maximal span-cores

We compare our Maximal-span-cores algorithm to the naive approach, described at the beginning
of Section 4.3, based on running the Span-cores algorithm and filtering out the non-maximal span-
cores, which we refer to as Naive-maximal-span-cores. The results are again reported in Table 4.2.

Naive-maximal-span-cores behaves very similarly to Span-cores: they only differ for the filtering
mechanism which requires a few additional seconds in most cases. Maximal-span-cores is much
faster than Naive-maximal-span-cores for all datasets, with a speed-up from 1.3 for the Epinions
dataset to one order of magnitude for the HongKong dataset. Except for the school datasets and
Last.fm, the difference in terms of number of processed vertices is between one and three orders of
magnitude, attesting the advantages of the top-down strategy of Maximal-span-cores, which avoids
the visit of portions of the span-core search space and handles the overhead of reconstructing
graphs, i.e., (Vip, EA[Vi3]), efficiently. Finally, the memory requirements of the two methods are
comparable for all datasets.

4.5.3 Span-cores characterization

We compare and characterize all span-cores against maximal span-cores. At first, Table 4.2 shows
that span-cores are at least one order of magnitude more numerous than maximal span-cores for
all datasets, with the maximum difference of three orders of magnitude for the HongKong dataset.

In Figure 4.2 we show the number (top) and the average size (bottom) of span-cores and
maximal span-cores as a function of the order k£ for the DBLP and Epinions datasets. For both
datasets, the number of maximal span-cores is at least one order of magnitude lower than the total
number of span-cores up to a quarter of the k& domain, where the span-cores are more numerous.
Instead, in the rest of the domain, they mostly coincide due to the maximality condition over |A|.
The average size is also smaller for maximal span-cores, difference that wears thin when the gap

3snap.stanford.edu
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Table 4.2: Evaluation of the proposed algorithms: number of output span-cores, running time,

memory, and number of processed vertices.

# output running memory # processed
dataset method span-cores  time (s) (GB) vertices
Naive-span-cores 12320 18 0.1 3M
HighSchool " Spe.]n—cores 1 0.1 581k
Naive-maximal-span-cores 450 1 0.1 581k
Maximal-span-cores 0.3 0.1 181k
Naive-span-cores 4703 4 0.1 818k
PrimarySchool i} sz?n—cores 0.6 0.1 174k
Naive-maximal-span-cores 409 0.6 0.1 174k
Maximal-span-cores 0.1 0.1 63k
Naive-span-cores 85180 1 819M
HongKong i} sz?n—cores 2367743 18389 0.8 216M
Naive-maximal-span-cores 1807 18641 0.8 216M
Maximal-span-cores 339 0.5 212M
Naive-span-cores 4973 101 2 55M
ProsperLoans " Spa.n—cores 46 2 27TM
Naive-maximal-span-cores 9293 48 2 27TM
Maximal-span-cores 8 2 980k
Naive-span-cores 707 0.5 2M
Last fm " Spa.m—cores 126819 199 0.5 531k
Naive-maximal-span-cores 1670 202 0.5 531k
Maximal-span-cores 57 0.5 271k
Naive-span-cores 19693 322302 36 25B
WikiTalk i} Spa.n—cores 1084 36 555M
Naive-maximal-span-cores 632 1194 36 555M
Maximal-span-cores 126 35 2M
Naive-span-cores 6135 10506 11 1B
DBLP i} Span-cores 278 11 150M
Naive-maximal-span-cores 268 292 11 150M
Maximal-span-cores 116 11 620k
Naive-span-cores 1938 5360 10 1B
StackOverflow i} Spgn—cores 245 10 127M
Naive-maximal-span-cores 129 245 10 127M
Maximal-span-cores 128 10 3M
Naive-span-cores 125191 17155 4 1B
Wikipedia i} Spgn—cores 522 4 35M
Naive-maximal-span-cores 9147 537 4 35M
Maximal-span-cores 201 4 320k
Naive-span-cores 10415 18 2B
Amazon i} Spgn—cores 29318 409 18 247TM
Naive-maximal-span-cores 303 580 18 247TM
Maximal-span-cores 123 18 688k
Naive-span-cores 699 4 39M
Epinions i} Spa.n—cores 63111 186 4 3M
Naive-maximal-span-cores 390 201 4 3M
Maximal-span-cores 154 5 129k

between the numbers of span-cores and maximal span-cores starts decreasing since, for high values
of k, most (or all) span-cores are maximal.

Figure 4.3 shows a different picture when numbers and average sizes of span-cores are shown
as a function of the size of the span |A|. For both datasets, the number of span-cores and maximal
span-cores is decreasing — which is expected since the number of intervals decreases when |A|
increases — with a constant gap close to one and two orders of magnitude, respectively. On the
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Figure 4.2: Top plots: number of span-cores and maximal span-cores as a function of the order k.
Bottom plots: average size of all span-cores and maximal span-cores as a function of the order k.
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Figure 4.3: Top plots: number of span-cores and maximal span-cores as a function of the size of
the temporal span |A|. Bottom plots: average size of all span-cores and maximal span-cores as a
function of the size of the temporal span |A|.

other hand, the behavior of the average size is quite different between the two datasets. For low
values of |A|, the average size of span-cores of the DBLP dataset is much higher than the average
size of maximal span-cores, then the difference decreases and vanishes at the end of domain where
a maximal span-core of |A| = 37 dominates all other span-cores with |A| > 20. Instead, for the
Epinions dataset, the average size of all span-cores and of maximal span-cores follow the same
behavior, with a difference of less than an order of magnitude, because the maximality condition
over k excludes the largest span-cores from the set of maximal span-cores.

67



CHAPTER 4. CORE DECOMPOSITION IN TEMPORAL NETWORKS

— Naive-TCS SC-TCS MSC-TCS SC-TCS MSC-TCS
10° 10°
O T — =
L (]
E10° £
1 ®
= 10! s
102
10 20 30 40 50 60 10 20 30 40 50 60
h h
HighSchool DBLP
— Naive-TCS SC-TCS MSC-TCS SC-TCS MSC-TCS
10° 103
< - - - &= - - =
2o £
2100 g
c =
g :
-0 T 10
10 20 30 40 50 60 10 20 30 40 50 60
h h
Wikipedia Amazon

Figure 4.4: Running time of the algorithms for TEMPORAL COMMUNITY SEARCH, as a function
of the number A of output communities. Each boxplot corresponds to 15 data points.

4.5.4 Temporal community search

In this subsection we assess the performance of the proposed algorithms for temporal community
search (presented in Sections 4.4.2-4.4.3), as well as the greedy procedure for reducing the size of
the output communities (presented in Section 4.4.4). In the remainder of this subsection we refer
to our basic algorithm (i.e., Algorithm 4.3, which precomputes the penalty scores via span-core
decomposition) as SC-TCS, and to our more efficient algorithm (i.e., Algorithm 4.4, which exploits
maximal span-cores to reduce the number of timestamps to be considered) as MSC-TCS. We also
involve in the comparison a naive version of Algorithm 4.3, where the penalty scores of the various
intervals are computed from scratch during the execution of the algorithm, instead of precomputing
them all via span-core decomposition. We refer to such a naive method as Naive-TCS.

The experimental setting we consider here is as follows. We vary the number |Q| of query
vertices from 1 to 3. In particular, when |@| = 1, we sample the single query vertex uniformly
at random from the whole vertex set V. Instead, for |@Q| > 1, we employ a more sophisticated
sampling strategy that aims at finding meaningful query-vertex sets, i.e., vertices interacting with
each other during the temporal observations, and, at the same time, independent from the specific
form of the resulting span-core decomposition. Specifically, the sampling strategy we use is based
on an adaptation of random walk to the temporal settings:

o Select a vertex uniformly at random from the whole V' and add such a vertex to the set
Quisitea Of visited vertices

e Starting from the first timestamp of the temporal domain T, iteratively:
— With probability p, move the random walker to a neighbor of the current vertex and add
the neighbor to Qyisited- If the current vertex has no neighbors in a given timestamp,

the random walker jumps to the first next timestamp in which that vertex has at least
one neighbor

— With probability 1 — p, keep the random walker at the current vertex, but go to the
next timestamp

e Restart if the last timestamp of T is reached

e Stop when |Quisited| reaches a proper (user-defined) size v
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Figure 4.5: Split of the average running time of the SC-TCS and MSC-TCS algorithms into dynamic
programming (DP) and precomputation, for the Wikipedia and Last.fm datasets.

e Sample |Q| query vertices from Qyisitea With probability proportional to the frequency of the
visits during the random walk

In our experiments we set p = 0.8 and v = 3|Q)|. As far as the number h of output communities, we
consider the range h € [10, 20, 30,40, 50, 60] on all datasets, with the exception of StackOverflow,
for which we discard h = 60, and Epinions, for which we consider h € [4,8,12,16,20,24]. For
every parameter configuration, we perform five runs of every algorithm (in every run we sample
a different query-vertex set). Note that we were not able to run the algorithms for temporal
community search on the WikiTalk dataset due to memory constraints.

Running time. In Figure 4.4 we show the running time of the proposed algorithms as a function of
the number h of output communities, for the HighSchool, DBLP, Wikipedia, and Amazon datasets.
The first general observation we make is that the running time of all algorithms increases as h
gets higher. This in accordance with the time-complexity analysis reported in Section 4.4. Also,
running times are independent of the selected query-vertex set (. Looking at the individual
performance, we notice that, as expected, the Naive-TCS method has severe limitations in terms
of efficiency: it takes hours to run on the HighSchool and Wikipedia datasets, while it is not
able to terminate in less than 10 days on the remaining datasets. SC-TCS and MSC-TCS are
much faster than Naive-TCS, achieving a speedup of up to more than four orders of magnitude.
MSC-TCS is in most cases faster than SC-TCS, with speedup up to one order of magnitude (on
HighSchool, for A = 60). This confirms that the exploitation of the maximal span-cores is effective
in both shortening the precomputation time and reducing the temporal domain considered in the
dynamic-programming step. The only exception is the Wikipedia dataset. To dive deeper into the
motivations of this exception, we report in Figure 4.5 the split of the average running time of SC-
TCS and MSC-TCS into the time spent in the dynamic-programming step (DP) (which also includes
the identification of the reduced temporal domain T* for MSC-TCS), and the precomputation time
(i.e., the time required for computing all penalty scores via span-core decomposition or maximal
span-cores). Interestingly, what affects the most the running time is the precomputation of the
scores. Apparently, the QQ-constrained version of Span-cores is more efficient than Maximal-span-
cores in some datasets, which we believe is due to the structure of the search space. On the other
hand, these results confirm that the reduction of the temporal domain considered by the dynamic-
programming step is actually effective since the DP running time of MSC-TCS is always less than
(or equal to) the DP running time of SC-TCS.

Greedy-minimum-community-search. Here we evaluate the performance of the proposed Greedy-
minimum-community-search algorithm (Algorithm 4.5) for reducing the size of the output com-
munities. We recall that the proposed algorithms for TEMPORAL COMMUNITY SEARCH (eval-
uated above) output communities corresponding to the (Q,A;)-highest-order-span-cores for all
{A;}_| temporal intervals identified. The Greedy-minimum-community-search algorithm takes ev-
ery (@, A;)-highest-order-span-core and attempts to reduce its size, while preserving optimality.
Thus, the ultimate goal of the evaluation presented next is to show how well Greedy-minimum-
community-search is able to reduce the size of the original span-cores, and what is its overhead in
terms of running time.

Figure 4.6 compares the size of the starting (Q, A;)-highest-order-span-cores and the size of the
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Figure 4.6: Comparison of the size of the communities in the solutions to TEMPORAL COMMUNITY
SEARCH: original output of the algorithms for TEMPORAL COMMUNITY SEARCH (CS) and after
running the Greedy-minimum-community-search algorithm on top of them (minimum CS). Each
boxplot corresponds to 15 data points.

Table 4.3: Average running time of an execution of the Greedy-minimum-community-search algo-
rithm.

HighSchool PrimarySchool HongKong ProsperLoans Last.fm
running time (s) 0.003 0.001 0.02 0.3 0.06

DBLP  StackOverflow Wikipedia Amazon Epinions
running time (s) 7 8 1 7 6

corresponding reduced community yielded by the Greedy-minimum-community-search algorithm, for
the PrimarySchool, HongKong, Last.fm, and Epinions datasets. It can be easily observed that, as a
general trend, the reduced communities are much smaller than the original ones, in all datasets,
up to four orders of magnitude. The results on the Epinions dataset are a bit different than the
other three datasets. In fact, on that dataset, the original communities (CS) always include the
whole 120k vertices of the graph, while the communities found by Greedy-minimum-community-
search (minimum CS) have median size smaller than 10, and, in many cases, they correspond to
communities composed of the query vertices only. This means that, on the Epinions dataset, for our
tested queries, the algorithms for TEMPORAL COMMUNITY SEARCH do not extract communities
that are really cohesive around the query vertices. This way, the benefits of exploiting an a-
posteriori community-size-reduction step are less evident. Also, we do not notice any evident
pattern as a function of h, for any dataset.

In Table 4.3 we report the average running time of an execution of Greedy-minimum-community-
search, for all datasets. Note that this is the average time required to process one of the h commu-
nities in a solution to TEMPORAL COMMUNITY SEARCH. Greedy-minimum-community-search runs
in 8 seconds or less in all tested datasets. Therefore, the additional running time required by the
algorithm is rather negligible.

To summarize, Greedy-minimum-community-search is empirically recognized as a powerful post-
processing method for improving the quality of the solutions to TEMPORAL COMMUNITY SEARCH:
it finds much smaller communities at a very small additional computational cost.
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4.6 Summary

Temporal networks are a powerful representation of how relations are established and interrupted
along time among a given population of entities. An interesting primitive for analyzing this type
of networks is the extraction of relevant patterns, such as dense subgraphs, together with their
time interval of existence (or span). Following this idea, we introduced a notion of temporal core
decomposition where each core is associated with its span. Exploiting containment properties
among cores we developed efficient algorithms for computing all the span-cores, and also only the
maximal ones. We then introduced the problem of temporal community search and showed how
it can be solved in polynomial time via dynamic programming. We also proved an interesting
connection between temporal community search and maximal span-cores, which made it possible
to devise a considerably more efficient algorithm than the naive dynamic-programming one.

In Chapter 7 we show the usefulness of the definitions proposed here by direct application to
practical problems in face-to-face interaction networks, i.e., the HighSchool, PrimarySchool, and
HongKong datasets introduced in Section 4.5.
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Chapter 5

Polarized communities in signed
networks

The increase of polarization around controversial issues is a growing concern with important so-
cietal fallouts. While controversy can be engaging, and can lead to users spending more time on
social-media platforms, in disproportionate amounts it can generate a negative user experience,
potentially leading to the abandonment of the platform. Excessive polarization, together with
the emergence of bots and the spread of misinformation, has thus become an urgent technologi-
cal problem that needs to be solved. It is not surprising that the last few years have witnessed
an uptake of the research on methods for the detection and suppression of these phenomena
[103, 163, 164, 233, 182, 116]. While polarization is a well studied phenomenon in political and
social sciences [23, 50, 80, 88, 104, 236], modern social-media platforms brought it to a different
scale, providing an unprecedented wealth of data. The necessity to analyze the available data and
gain valuable insights brings new algorithmic challenges.

In order to study polarization in large-scale online data, one first step is to detect it. In this
chapter we study a fundamental problem abstraction for this task, i.e., the problem of discov-
ering polarized communities in signed networks. A signed network is a simple, yet general and
powerful, representation: vertices represent entities and edges between vertices represent interac-
tions, which can be friendly (positive) or antagonistic (negative) [121]. Signed graphs analysis has
many applications from modeling interactions in social media [151], to mining user reviews [32],
to studying information diffusion and epidemics [162], to recommending products in e-commerce
sites [169, 232], and to estimating the structural balance of a (physical) complex system [13, 172].

In this chapter, we introduce the 2-POLARIZED-COMMUNITIES problem (2PC), which requires
finding two communities (subsets of the network vertices) such that within communities there are
mostly positive edges while across communities there are mostly negative edges. Furthermore, we
do not aim to partition the whole network, so the two polarized communities we are searching
can be concealed within a large body of other network vertices, which are neutral with respect to
the polarized structure. Our hypothesis is that such 2-community polarized structure accurately
captures controversial discussions in real-world social-media platforms.

Figure 5.1 shows an example of the two most polarized communities found in the Congress
network (details in Section 5.4). The two communities involve 34 and 37 vertices (out of 219),
respectively, having more than 98% of positive edges within and 78% negative edges across. The
vertices in gray do not participate in any of the two polarized communities: either they have too
few connections with any community, or the polarity of their relations are mixed and thus their
position within the debate unclear.

This work is, to the best of our knowledge, the first to propose a spectral method for ex-
tracting polarized communities from signed networks. In addition, we present hardness results
and approximation guarantees. Our problem formulation deviates from the bulk of the litera-
ture where methods typically look for finding many communities while partitioning the whole
network [9, 24, 58, 60, 112, 152]. The closest approach to our problem statement is the work by
Coleman et al. [60], who employ the correlation-clustering framework and search for exactly two
communities. However, while in that work all vertices must be included in a cluster, in our setting
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Figure 5.1: An example of two polarized communities in the Congress network (dataset details in
Section 5.4). Solid edges are positive, while dashed edges are negative.

we allow vertices not to be part of any cluster. This captures the fact that polarized communities
are typically concealed within a large body of neutral vertices in a social network. An algorithm
that attempts to partition the whole network would fail to reveal these communities. As an ad-
ditional feature, our methods can be fine-tuned to increase or decrease the size of the discovered
communities. Finally, while some spectral techniques promote balanced partitions, we hypothesize
that two polarized communities might be of very different sizes, and thus our problem formulation
does not enforce evenly sized subgraphs.

Our reliance on spectral methods carries several benefits. First, it is possible to leverage
readily available, highly optimized, and parallelized software implementations. This makes it
straightforward for the practitioner to analyze large networks in real settings using our approach.
Second, even though by this work we focus on the case of two communities, we can take inspiration
from the existing literature on spectral graph partitioning to easily extend our algorithms to the
case of an arbitrary number of subgraphs, e.g., by recursive two-way partitioning or the analysis
of multiple eigenvectors [214].

In this chapter we make the following contributions:

e We formulate the 2-POLARIZED-COMMUNITIES problem (2PC) as a “discrete eigenvector”
problem (Section 5.1).

e Exploiting a reduction from classic correlation clustering, we prove that 2PC is NP-hard
(Theorem 5.1).

e We devise two intuitive spectral algorithms (Section 5.2), one deterministic, and one ran-
domized with quality guarantee y/n (Theorem 5.2), which is tight up to constant factors. We
believe these to be the first purely combinatorial bounds for spectral methods. Our results
apply to graphs of arbitrary weights. Our algorithms’ running time is essentially the time
required to compute the first eigenvector of the adjacency matrix of the input graph.

e Our experiments (Section 5.4) on a large collection of real-world signed networks show that
the proposed algorithms discover higher quality solutions, are much faster than the baselines,
and can scale to much larger networks. In addition, they are able to identify ground-truth
planted polarized communities in synthetic datasets.
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5.1 2-POLARIZED-COMMUNITIES

Our setting is reminiscent to the correlation-clustering problem [24], which we recall here. Given a
signed network G = (V, E, E_), where F is the set of positive edges and E_ the set of negative
edges, the goal is to find a partition of the vertices into k clusters, so as to maximize the number
of positive edges within clusters plus the number of negative edges between clusters.

An interesting property of the correlation-clustering formulation is that one does not need to
specify in advance the number of clusters k, instead it is part of the optimization. In certain
cases, however, the number of clusters is given as input. The general problem (given k) has been
studied by Giotis and Guruswami [112], while Coleman et al. [60] studied the 2-CORRELATION-
CLUSTERING problem (k = 2). The problem arises, for instance, in the domain of social networks,
where two well-separated clusters reveal a polarized structure. It can be defined as follows.

Problem 5.1 (2CC). Given a signed network G = (V, E., E_), find a partition S1,Ss of V so as
to mazimize

1
00(51752) = Z §1E+ (’LL, 'U) + Z 1g_ (u,v), (51)
i€{1,2} (u,v)€S1 X% S2
(U,U)ESiXSi
where 1g is the indicator function of the set S.

A crucial limitation of the 2CC problem is that all vertices must be accounted for in one of
the two clusters. From an application perspective, however, this may be a strong assumption. For
example, in a social network, we may expect two polarized communities on a topic, but there may
be many individuals who are neutral.

In order to find communities embedded within large networks, we need to exclude neutral
vertices from the solution. Therefore, a first approach might be to consider maximizing agreements
including a neutral cluster, that is, finding a partition of V into S7, Sa, and Sy, so that S; and
So are the two polarized communities, and Sy is the neutral community, and the 2CC objective
cc(S1, S2) is maximized. However, this modification does not change the problem significantly: it
is always no worse to switch a vertex from cluster Sy to one of the other two clusters.

Proposition 5.1. Let Sy, S1,S> be any partition of V, with Sq # 0. Then there is always a
partition S7, S5 of V (i.e., S{US, =V and S; NSy, =0) with S; C S} and Ss C S4 so that

cc(S1,84) > ce(S1, S2). (5.2)

A further modification might be to subtract disagreements from the value of the solution,
that is, to maximize agreements minus disagreements. In other words, we consider the following
problem.

Problem 5.2 (2CC-FuLL). Given a signed network G = (V,Ey,E_), find a partition Sy, S1,S2
of V' so as to maximize

1

@(Sy1,8,) = > 5 (e (wv) = 1p (u,v))
1€{1,2}
(u,w)ES; X S;

+ > (e (wv) ~1p, (), (5.3)

(u,v)ES1xS2
where 1g s the indicator function of the set S.

Unfortunately, problem 2CC-FULL suffers from the same issue as problem 2CC: switching a
vertex from the neutral cluster Sy to one of the polarized clusters S; or So (the one that is best)
leads to no worse solution according to the objective cc.

Proposition 5.2. Let Sy, S1,S2 be any partition of V., with So # 0. Then there is always a
partition S1,S% of V (i.e., S{US, =V and S{ NS, =0) with S; C S| and Sy C S4 so that

cc(S1,84) > ce(S1, S2). (5.4)
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Algorithm 5.1: EIGENSIGN

Input: An adjacency matrix A.

Output: An n-dimensional vector Z.
1 compute U, the eigenvector corresponding to the largest eigenvalue A\; of A
2 construct Z as follows: for each i € {1,...,n}, z; = sgn(v;)

A nice property of the ¢¢ objective is that it can be written neatly in a matrix notation. Let A
be the adjacency matrix of the signed network G = (V, E,, E_), where positive edges (i,j) € E4
are indicated by A;; = 1, negative edges (4, j) € E_ are indicated by A;; = —1, and non-edges are
indicated by A;; = 0. A partition Sy, S1,S2 of V' can be represented by a vector ¥ € {—1,0,1}",
whose i-th coordinate is x; = 0ifi € Sy, z; = 1if i € S1, and x; = —1 if i € Sy. Then 2CC-FULL
can be reformulated as follows.

Problem 5.3 (2CC-FuLL). Given a signed network G = (V, E;, E_) with n vertices and signed
adjacency matriz A, find a partition Sg, S1,S2 of V represented by vector & € {—1,0,1}" mauxi-
mizing
(S, Sy) = T A L. (5.5)
Since our goal is to discover polarized communities S7 and Sy that are potentially concealed
within other neutral vertices Sy, we want to find minimal sets S; and S3. This can be achieved
by normalizing 7 A Z with the size of S; and So, which in vector form is #7#. This consideration
motivates our last problem formulation, which we dub 2-POLARIZED-COMMUNITIES (2PC).

Problem 5.4 (2PC). Given a signed network G = (V,E,,E_) with n vertices and signed
adjacency matriz A, find a vector & € {—1,0,1}"™ that mazimizes

FTAZ
2

(5.6)

In the rest of this chapter we refer to the objective function of Problem 5.4 as polarity. As
polarity is penalized with the size of the solution, vertices are only added to one of the two clusters
if they contribute significantly to the objective. We show this problem to be NP-hard (proof in
Section 5.3) and propose algorithms with approximation guarantees.

Theorem 5.1. 2PC is NP-hard.

It should be noted that 2PC does not enforce balance between the communities. This can be
beneficial if there exist polarized communities of significantly different size in the input network.
In an extreme case, the solution could even be comprised of a single cluster if there is a large,
dense community that overwhelms any other polarized formation.

5.2 Algorithms for 2-POLARIZED-COMMUNITIES

The formulation of 2PC is suggestive of spectral theory, which we utilize to design our algo-
rithms. We propose and analyze two spectral algorithms: one is deterministic, while the second
is randomized and achieves approximation guarantee /n. The running time of both algorithms
is dominated by the computation of a spectral decomposition of the adjacency matrix. In prac-
tice, this can be done using readily available implementations that exploit sparsity and can run in
parallel on multiple cores.

The first algorithm, EIGENSIGN, works by simply discretizing the entries of the eigenvector of
the adjacency matrix corresponding to the largest eigenvalue.

To illustrate the difficulty of approximating 2PC, we analyze the following simple algorithm,
which we refer to as PICK-AN-EDGE. Pick an arbitrary edge: if it is positive, put the endpoints in
one cluster, leaving the other cluster empty; if it is negative, put the endpoints in separate clusters.

Proposition 5.3. The PICK-AN-EDGE algorithm gives an n-approzimation of the optimum.
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Proof. The described algorithm outputs a solution Z such that

> 1. (5.7)

The result now follows from the fact that OPT < A\; < n, where A\ is the largest eigenvalue of
A. O

In the case of networks with arbitrary real weights, it can be shown that despite the close
relationship between the 2PC objective and the leading eigenvector of A, EIGENSIGN cannot do
better than this up to constant factors. Consider a fully connected network with one edge (u,v)
of weight w > 0. The rest of the edges have weight close to zero. The primary eigenvector of the
adjacency matrix has two entries — those corresponding to v and v — of the form 1/ V2 — ¢ for
some small €, while the rest are close to zero. We construct a solution vector 3 as follows: the two
entries corresponding to u and v are set to 1, and the rest to 0. We have 7 A5/y7§ ~ w. On
the other hand, the EIGENSIGN algorithm outputs a vector & for which #7AZ/27# ~ 2w/n. It
should be noted however, that the focus of this work is the analysis of the 2PC problem on signed
networks. The approximation capabilities of the EIGENSIGN algorithm on signed networks (the
adjacency matrix A contains entries with values only —1, 0, and 1) are left open.

EIGENSIGN generally outputs a solution comprised of all the vertices in the graph — unless some
components of the eigenvector are exactly zero — which is, of course, counter to the motivation of
our problem setting.

To overcome this issue we propose a randomized algorithm, RANDOM-EIGENSIGN, which also
computes the first eigenvector, i.e., v, of the adjacency matrix. Instead of simply discretizing the
entries of ¥, it randomly sets each entry of Z to 1 or -1 with probabilities determined by the entries
of ¥. Entries v; with large magnitude |v;| are more likely to turn into sgn(v;) (=1 or 1), while
entries v; with small magnitude |v;| are more likely to turn into 0. For details see Algorithm 5.2.
Note that if # is the output of RANDOM-EIGENSIGN, then E[Z] = ¥.

The next theorem shows approximation guarantees of RANDOM-EIGENSIGN for signed networks.

Theorem 5.2. Algorithm RANDOM-EIGENSIGN gives a /n-approximation of the optimum in ex-
pectation.

Proof. First, observe that we can rewrite the expected value of the objective as follows:

PTAT] K [TTAZ| T
E{ﬂf}:;E[ﬂf mx:k]Pr(m Z=k) (5.8)
"1
=> ZE (& Az|z" 7 = k] Pr(@"T% = k) (5.9)
k=1
"1
=y - > B [Ajjzi,|i"E = k] Pr(E"F = k). (5.10)

b
Il
—

i#j
If we define s;; = sgn(v;)sgn(v;), where sgn(z) denotes the sign of « € R, for all 4, j we have

E [Aijzx;|2" % = k| Pr(z2"@ = k)
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Algorithm 5.2: RANDOM-EIGENSIGN
Input: An adjacency matrix A.
Output: An n-dimensional vector Z.
1 compute U, the eigenvector corresponding to the largest eigenvalue A\; of A
2 construct Z as follows: for each ¢ € {1,...,n}, run a Bernoulli experiment with success
probability |v;|. If it succeeds, then x; = sgn(v;), otherwise z; =0

We now invoke Bayes’ theorem and proceed.

1
Z E ZA”SZ]PT(I,L = ].,iCj = ].)PT(fo: ]ﬂ‘.’El = 1,(Ej = ].) (512)
k=1 i#j
n 1 o
= Z z ZAijviijr(xTx =klz; =1,2; =1) (5.13)
k=1 i#j
1
= ZAijUin Z %PT(J_I’T_’ = kill‘l = 1,.%‘j = 1) (514)
i#] k=1
— Ao 1 C—1r.=1 5.15
= ; ’Ljvlvj %,‘xl = ,IJ = . ( . )
i#]

Since 1/z is a convex function, by Jensen’s inequality it is

1
El|=—lz; =12, =1| > . 5.16
{ﬂf'x” " ] = E@T | = 1o, = 1] (5.16)
Furthermore, for any 1, j,
E[z7%|z; =1,2;=1] <2+ Vn-2. (5.17)
To see this, observe that E [Z7%] = ||7]|; < y/n. So we have
E|—joi= 1= 1] > — (5.18)
=1z, =1 > —0——. .
Tz J 24+ +v/n—2
Therefore,
7T Az 1
i#]
1 A1
> Aiivv; = . 5.20
—; T =2 2+ vn -2 (5.20)
That is,
7T AT
O E >\ > OPT. 5.21
Ve | S| 2 x> (.21
O

In Section 5.3 we show that this result is tight.

5.2.1 Enhancements for practical use

When using these algorithms to analyze real-world networks in practical applications, it might be
beneficial to apply tweaks to enhance their flexibility and produce a wider variety of results. We
propose the following simple enhancements.

EIGENSIGN: As discussed above, EIGENSIGN always outputs a solution involving all the vertices
in the network. We can circumvent this shortcoming by including only those vertices such that the
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corresponding entry of the eigenvector ' is at least a user-defined threshold 7. That is, z; = sgn(v;)
if |v;| > 7, 0 otherwise.

RANDOM-EIGENSIGN: The +/n-approximation guaranteed by RANDOM-EIGENSIGN is matched
in the extreme case in which all entries of the eigenvector v are of equal magnitude. Paradoxically,
in this situation a solution comprised of all vertices would be optimal, but each vertex is included
with a small probability of 1/4/n. We could of course fix this by modifying the probabilities to be
min{1, y/n|v;|} for each i. However, in the opposite extreme, where most of the magnitude of @
is concentrated in one entry, modifying the probabilities this way might disproportionately boost
the likelihood of including undesirable vertices. An adequate multiplicative factor for both cases
is ||7]|1, modifying the probabilities to be min{1, ||¥/]|1|v;|} for each i; in the first case, all vertices
are taken with probability 1, while in the second, the probabilities remain almost unchanged. We
employed this factor in our experiments with satisfactory results.

An obvious question arising is whether the approximation guarantee of RANDOM-EIGENSIGN
could be improved using the modification described above. This question is left for future investi-
gation.

5.3 Hardness and tightness

5.3.1 Hardness (Theorem 5.1)

In this section, we refer to a solution of 2PC as Sy, S2, which denote the subsets of vertices that
are assigned a 1 or a —1, respectively, in the solution vector #. Given a vertex v € V and a
subset of vertices S C V', we use d (v, S) (respectively d_(v, S)) to denote the number of ‘+’ edges
(respectively ‘—’ edges) connecting v to other vertex in S.

We exploit the following result in our proof. It can be easily verified by examining the behavior
of the cost functions when moving one vertex from one set to the other, so we omit the proof.

Proposition 5.4. If we require S1U Sy =V, problem 2CC-FULL is equivalent to 2CC, i.e., their
optimal solutions are the same.

We now prove that 2PC is NP-hard by reduction from 2CC, which has been shown to be
NP-hard by Shamir et al. [211].

Proof of Theorem 5.1. Given a graph G = (V, E) with n vertices as instance of 2CC, we construct
a graph G = (V, E) to be an instance of 2PC as follows. For every vertex in V we create a
corresponding vertex in V', and for every edge in E we add an edge in F between the corresponding
vertices in V, and having the same sign. Furthermore, for every vertex v in V we introduce a clique
of m > 3n vertices (and positive edges) and a ‘+’ edge between v and every vertex in the clique.
The strategy to prove hardness is the following. We first restrict ourselves to complete solutions
of 2PC (i.e. S1U Sy = V), which can of course be mapped to solutions of 2CC. We prove that
if one such complete solution S, Ss optimizes 2PC, the corresponding solution of 2CC is also
a maximizer. Second, we show that any optimal solution of the constructed instance of 2PC is
complete.

We denote the objective of the problems 2CC and 2PC, on instances G and G, by Waee and
Wxpc, respectively. We consider a solution S;, S5 of 2CC, and a solution Si, Sy of 2PC, such that
S; C Sy and S C So. Let us first restrict our attention to complete solutions of 2PC. Observe
that

1 o o
Wrapc(S1,S2) = o m (chc(51,52) - D(51752)>
1 m
+n—|—nm <|Slm+|52|m+n(2)>, (5.22)

where D(S),S;) = > e, dy(v,8) + > e, A+ (v, Sy) +d_(v,81) + d_(v,8,), that is, the sum
of disagreements in the resulting clustering. Note that Wace(St, 5'2) — D(S’l, 5’2) is exactly the
objective of the 2CC-FULL problem. In other words, the obective of 2PC on G is proportional to
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the objective of 2CC-FULL on G plus a constant. By Proposition 5.4, the first part of the proof is
complete.

We now consider a complete solution S, .So and show that removing vertices leads to no further
improvement. Suppose we remove a set R of r vertices from the solution. We want to show

v(Wrpco(S1,S2)) — A(R) < v(Wapc(S1, S2))
n—+nm-—r n -+ nm

, (5.23)

where v(Wgpo(S1,52)) is the numerator of Wypc(S1,S2), and A(R) is the net change after
removing the vertices in R (i.e., the number of agreements minus disagreements that are removed).
Equivalently, we want to show A(R)(n 4+ nm) > rv(Wgpc(S1,S2)). We first consider that the
removed vertices are in V. Observe that

A(R) > rm — (2) —rln—7), (5.24)

v(Wipe (S, 82)) < (Z) +m+n (’;) . (5.25)

This upper bound holds because the right hand side simply counts all possible ‘+” and ‘—’ edges,
the edges between each actual vertex and its clique, and the edges within cliques. It is therefore
sufficient to show

rm—rn+r2—(r>>r(2)+nm+n(2). (5.26)
2 n+nm

After some manipulations and relaxing the condition to remove the dependence on r, we arrive at
the following sufficient condition:

(m —n) (n + nm) > (Z) +nm+n (’;‘) , (5.27)

which holds for m > 3n. The case where the removed vertices are not in V can be analyzed in
the same manner. We have shown that we can reduce an instance of 2CC to a polynomially-sized
instance of 2PC. O

5.3.2 Tight example for RANDOM-EIGENSIGN.

We consider a complete graph where all edges are positive, except for one Hamiltonian cycle
comprised of negative edges. Without loss of generality, we can order the vertices so that the
adjacency matrix is

0o -1 1 1 —1
-1 0 -1 1 1
1 -1 0 -1 1
A= .
1 1 ... =1 0 -1
-1 1 ... 1 =1 0...
That is, matrix A is comprised entirely of ones, save for the subdiagonal and superdiagonal entries,
which are -1, and A, = Ay, = —1. Note that a constant vector ¥, i.e., satisfying v; = v; is an
eigenvector of eigenvalue n — 5. Since >, A?(A) = ||A||% = n(n — 1), the eigenvalue n — 5 will be
the largest if
n(n—1) 9

which holds for n > 16. Note that \/n¥ is a feasible solution for 2PC. We now show that RAN-
DOM-EIGENSIGN attains a value of O(y/n).
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We first rely on Equality (5.11) to obtain the following:

E [a‘:’TAf}

Tz
— 1
= Z z ZAijSijPT(.Ii =1,2; = )Pr(ZT# = klz; = 1,2; = 1) (5.29)
k=1 i#j
1
=D 5 2 Awvivi Pr@’@ = Kla; = 1,2; = 1) (5.30)
k=1 i#j

Now, observe that given k, Pr(z7# = k|z;, = 1,2, = 1) is constant for all i # j. Thus, for
arbitrary h, [,

7T A% 1
E { ] = Z %Pr(a:Tx =klxp =121 =1) ZAij'Ui'Uj (5.31)

Ty = ].,{L‘l = ].:| . (532)

Observe that when all entries of ¥ are equal in absolute value, 272 is a binomial variable with

parameters (n, |v;|) = (n,1/y/n). Thus, by Jensen’s inequality we have

1
E| —
[;E‘T:E

Furthermore, it is known [63] that

1
E[ﬂflxh = 1,.%[ = 1]

= Q(1/vn). (5.33)

J}h:l,xl:l] >

1
E [;E’Tf zp =11 = 1] =0(1/v/n). (5.34)
That is,
1
Combining this with Equality (5.31) we get
T Az OPT
E[ﬂf}_@(\/ﬁ)_(a(\/ﬁ) (5.36)

5.4 Experiments

This section presents the evaluation of the proposed algorithms: first (Section 5.4.1) we present a
characterization of the polarized communities discovered by our methods; then (Section 5.4.2) we
compare our methods against non-trivial baselines in terms of objective, efficiency and scalability,
and ability to detect ground-truth planted polarized communities in synthetic datasets. Finally,
we show a case study about political debates (Section 5.4.3).

Datasets. We select publicly-available real-world signed networks, whose main characteristics are
summarized in Table 5.1. HighlandTribes' represents the alliance structure of the Gahuku-Gama
tribes of New Guinea. Cloister! contains the esteem/disesteem relations of monks living in a cloister
in New England (USA). Congress! reports (un/)favorable mentions of politicians speaking in the
US Congress. Bitcoin? and Epinions? are who-trusts-whom networks of the users of Bitcoin OTC
and Epinions, respectively. WikiElections® includes the votes about admin elections of the users
of the English Wikipedia. Referendum? [153] records Twitter data about the 2016 Italian Refer-
endum: an interaction is negative if two users are classified with different stances, and is positive

Ikonect.cc

2snap.stanford.edu

3researchgate.net/publication/324517807_Annotated_Corpus_for_Stance_Detection_-
_Italian_Constitutional _Referendum_2016
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Table 5.1: Signed networks used: number of vertices and edges; ratio of negative edges (p— =

-] ); L1-norm of the eigenvector corresponding the largest eigenvalue of A (||7]|1); and, ratio

[ELUE_|

of non-zero elements of A (6 = %)
Real-world datasets V| |EftUE_| p- 19]]1 )
HighlandTribes 16 58 0.50 3.61 0.48
Cloister 18 125 0.55 3.71 081
Congress 219 521 0.20 10.51  0.02
Bitcoin 5k 21k 0.15 31.21 1.2e—03
WikiElections 7k 100k 0.22 3596 3.9¢e—03
Referendum 10k 251k 0.05 42.66 4.2e—03
Slashdot 82k 500k  0.23 59.46 1.4e—04
WikiConflict 116k 2M  0.62 119.66 2.9e—04
Epinions 131k 711k  0.17 72.20 8.2e—05
WikiPolitics 138k 715k 0.12 9148 7.4e—05
WikiConflict16|V| 1M 67TM 0.62 129.04 3.4e—05
Epinions16|V| 2M 23M  0.17  75.99 9.5e—06

otherwise. Slashdot? contains friend/foe links between the users of Slashdot. The edges of Wiki-
Conflict? represent positive and negative edit conflicts between the users of the English Wikipedia.
WikiPolitics! represents interpreted interactions between the users of the English Wikipedia that
have edited pages about politics.

In order to study scalability, we artificially augment two of the largest datasets to produce networks
with millions of vertices and tens of millions of edges (details in Section 5.4.2).

Implementation. All methods, with the exception of algorithm FOCG (details in Section 5.4.2),
are implemented in Python (v. 2.7.15) and compiled by Cython. The experiments run on a
machine equipped with Intel Xeon CPU at 2.1GHz (32 cores) and 128GB RAM.4

5.4.1 Solutions characterization

We first characterize the solutions discovered by our methods EIGENSIGN (for short E) and RAN-
DOM-EIGENSIGN (RE), and we show how the tweaks described in Section 5.2.1 enhance their
flexibility in producing a wider variety of results. In particular, algorithm E evaluates the threshold
7 for each |v;| discretized at the third decimal digit. This operation is carried out efficiently, since
U is computed only once regardless of the number of evaluated values of 7. On the other hand,
algorithm RE employs ||v||; as multiplicative factor, therefore the probabilities are modified to be
min{1, ||7]|1|v;|}. In the following, we refer to the two communities included in the solutions as
S1 and S3, namely the subsets of vertices that are assigned with 1 and —1, respectively, by the
solution vector .

Figure 5.2 shows how the solutions returned by algorithm E are affected by parameter 7 in
terms of polarity, edge-agreement ratio (i.e., the portion of edges in the solution that comply
with the polarized structure), and size on four datasets. In all of them, the three measures follow
very similar trends. The highest polarity is achieved at about a fourth of the domain of 7, when
most of the neutral vertices are discarded. The edge-agreement ratio, instead, is consistently
close or equal to 1: the solutions have a coherent polarized structure regardless of the chosen 7.
Finally, as expected, the number of vertices included in the solutions decreases as 7 grows, and
presents a substantial decay at the beginning of the domain. Therefore, parameter 7 is a powerful
enhancement that allows algorithm E to be tuned to return the most suitable solution for the
domain under analysis.

For algorithm RE, due to the randomness, we report the best solution with respect to polarity
out of 100 runs. We do the same for the baseline LS, that we introduce in Section 5.4.2. Figure 5.3
shows the boxplots of the edge-agreement ratio over the larger datasets. It has significant values in

4Code and datasets available at github.com/egalimberti/polarized _communities.
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Figure 5.3: Edge-agreement ratio of the solutions of RE.

all cases, above 0.9, and is stable among the different executions. Polarity and solution size for all
datasets are reported in Figure 5.4. For such measures, we do not show boxplots as they are highly
dependent on the specific dataset and very stable over different runs: their index of dispersion is
lower than 0.01 and 3.2e — 05, respectively, for all datasets. This confirms that algorithm RE is
very stable and does not require multiple executions to identify high-quality solutions.

5.4.2 Comparative evaluation

We next compare algorithms E and RE against non-trivial baselines inspired by methods proposed
in the literature for different yet related problems.

FOCG. The first method we compare to, whose objective is to find k oppositive cohesive groups
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Figure 5.4: Polarity and solution size (normalized) of the proposed algorithms and baselines.

(i.e., k-OCG) in signed networks, is taken from [59]. Algorithm FOCG detects p different k-OCG
structures within the input signed network, among which we elect the one having highest polarity
as the ultimate solution to our problem. We setup the algorithm with the default configuration
(i.e., « = 0.3 and 8 = 50) and k = 2. The code is provided by the authors.

Greedy. Our second baseline is inspired by the 2-approximation algorithm for densest sub-
graph [55]. Algorithm GREEDY (for short G), iteratively removes the vertex minimizing the
difference between the number of positive adjacent edges and the number of negative adjacent
edges, up to when the graph is empty. At the end, it returns the subgraph having the highest
polarity among all subgraphs visited during its execution. The assignment of the vertices to the
clusters is guided by the sign of the components of the eigenvector v, corresponding to the largest
eigenvalue of A.

Bansal. A different approach, motivated by the strong similarity to our setting, is inspired by
Bansal’s 3-approximation algorithm for 2CC on complete signed graphs [24]. For each vertex
u € V, this algorithm, which we refer to as BANSAL (for short B), identifies u together with the
vertices sharing a positive edge with u as one cluster, and the vertices sharing a negative edge as
the other. Of these |V| possible solutions, it returns the one maximizing polarity.

LocalSearch. Finally, we consider a local search approach (LOCALSEARCH, for short LS), guided
by our objective function. Algorithm LS starts from a set of vertices chosen at random; at each
iteration, it adds (removes) to (from) the current solution the vertex that maximizes the gain in
terms of polarity, and finally terminates when the gain of moving any vertex is lower than 0.2.
Also for this algorithm, the assignment of the vertices to the clusters is guided by the signs of .

Note that algorithms E, RE, and FOCG exploit the multi-core architecture (all 32 cores),
while the other baselines run on a single core except for the computation of polarity which is
implemented to use multiple cores.

Figure 5.4 reports the achieved values of polarity for all compared algorithms on all datasets,
as well as the size (normalized by |V|) of the solutions returned. In most of the cases, algorithm E
results the be the most competitive method with respect to polarity; on the other hand, algorithm
RE is able to return solutions of high polarity for the small-sized datasets. Algorithm FOCG is
instead not competitive since its solutions are of extremely small size (note that the numerator of
our objective can be up to quadratic in the size of the denominator, so size matters for reaching
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Figure 5.5: Fj-score as a function of the noise parameter n (n. = 100, n,, = 800).
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Figure 5.6: Fj-score as a function of the number noisy vertices n,, (n. = 100, n = 0.5).

high polarity). Algorithm G has, in general, polarity comparable to algorithm E, slightly higher in
a few cases (with the exception of WikiConflict, in which algorithm E clearly outperforms algorithm
G). However, it must be noted that algorithm G often returns a very dense subgraph as one of
the two communities, leaving the second community totally empty, which is, of course, undesirable
in our context. Algorithms B and LS, instead, exhibit weak performance in terms of polarity:
their search spaces strongly depend on the neighborhood structure of the vertices (for B), or on
the random starting sets (for LS). About the solution size, all methods, with the exception of
algorithms FOCG and LS, return solutions of reasonable dimension with respect to the number
of vertices of the networks. Excluding the small empirical datasets (i.e., HighlandTribes, Cloister,
and Congress), the size of the solutions is below 20% of the input.

Planted polarized communities. In order to better assess the effectiveness of the various
algorithms, we test their ability to detect a known planted solution, concealed within varying
amounts of noise. For our purposes we create a collection of synthetic signed networks identified by
three parameters: the size of each planted polarized community n. = |S1| = |S2| (for convenience,
we consider communities having the same size); the number of noisy vertices external to the two
polarized communities n,, = |V \ (S1 U S2)|; and, a noise parameter n € [0, 1] governing the edge
density and agreement to the model. In detail:

e edges inside S; (respect. S3) exist and are positive with probability 1 — n, exist and are
negative with probability 7/2, and do not exist with probability n/2;

e edges between S; and S5 exist and are negative with probability 1 —n, exist and are positive
with probability 1/2, and do not exist with probability 1/2;

e all other edges (outside the two polarized communities) exist with probability 1 and have
equal probability of being positive or negative.

The higher 7, the less internally dense and polarized the two communities are, and the more
connected the noisy vertices are, both between themselves and to the communities. Observe how
the case with no noise (n = 0) corresponds to the “perfect” structure.

For each configuration of the parameters, we create 10 different networks and we report the
average Fi-score in detecting which vertices belong to Sy (respect. S2) and which ones to V'\ (51U
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Figure 5.7: Runtime of the proposed algorithms and baselines.
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Figure 5.8: Scalability: runtime of the proposed algorithms and baselines as a function of the
number of injected dummy vertices, for WikiConflict and Epinions.

So)°.

In Figure 5.5 we fix the size of the synthetic network to 1000 (n. = 100, n,, = 800) and vary
n. For n = 0, all algorithms have, as expected, maximum Fj-score with the exception of algorithm
G that, even in the case without noise, is not able to exactly identify the planted structure. As
expected, as 7 increases, the F}j-score decays for all methods; however, our algorithms E and RE
clearly outperform the others. Figure 5.6 shows the Fj-score varying the number n, of vertices
external to the polarized communities, with fixed n. = 100 and n = 0.5. Again algorithms E and
RE stand out, especially E that presents Fj-score close to the maximum in all cases. Algorithm
FOCG has the poorest performance: the small size of its solutions penalizes the recall, which is
never greater than 0.1.

Runtime and scalability. Figure 5.7 reports the runtime of all algorithms over all datasets.
Algorithms E and RE, with their practical enhancements discussed in Section 5.2.1, always ter-
minate in less than 40 seconds. The runtime of the baselines is instead more than an order of
magnitude higher than algorithms E and RE.

In order to assess the scalability of our methods, we augment two of the larger datasets (i.e.,
WikiConflict and Epinions) by artificially injecting dummy vertices having a number of randomly-
connected edges equal to the average degree of the original network, while maintaining p_ (i.e.,
the ratio of negative edges). The largest datasets created in this way contain up to 2M vertices
and 67 M edges (see Table 5.1 for details). Note that, as the quantity of noise increases, d, i.e., the
ratio of non-zero elements of the adjacency matrix, decreases. Nonetheless, § differs with respect
to the original datasets less than an order of magnitude in both cases, making the following results
about scalability significant.

Figure 5.8, which reports on the z-axis the number of dummy vertices added, shows that the
runtime of both algorithms E and RE grows linearly with the number of vertices. Among the two,
algorithm E is slightly slower than algorithm RE due to the evaluation of multiple values of the

5For instance recall is defined as (|S§ N S1| + |S5 N Sa|)/|S1 U S2|, where S} (S3) denotes the first (second)
community returned by the algorithm while S1 (S2) denotes the corresponding ground-truth one.
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threshold 7. In the worst case, algorithms E returns in about 21 minutes. On the other hand, the
baselines cannot complete each computation within the 10000 seconds timeout that we apply. No
baseline terminates for more than |V| additional dummy vertices on both datasets. In particular,
algorithm FOCG is able to handle in reasonable time only the original versions, with no dummy
vertices. It should be noted that algorithm FOCG recursively finds a polarized structure, removes
the corresponding subgraph, and repeats the process on the remaining vertices. While each one of
these iterations runs efficiently, most of the found structures are too small to be of interest in our
setting. Thus, it is necessary to allow the algorithm to complete many of such iterations in order
to find interesting solutions.

5.4.3 Case study: political debate

We finally analyze the solution extracted by algorithm RE from Referendum to show tangible ben-
efits of our problem formulation and algorithms in identifying the two most polarized communities
in a signed network modeling political debates. The Referendum dataset includes Twitter data
about the Italian Constitutional Referendum held on December 4, 2016 (more information about
the Referendum can be found at this link). The original data seed consists of about 1M tweets
posted between November 24 and December 7, 2016, extended by collecting retweets, quotes, and
replies. The users (10884 in total) are annotated with a stance about their outlook towards the
Referendum as favorable (5137), against (1510), or none (4237) when the stance cannot be in-
ferred. An interaction (edge) is considered negative if occurred between two users (vertices) of
different stances, and is positive otherwise, i.e., we treat “none” users as neutral, in agreement
with both favorable and against users.

The solution output by algorithm RE consists of two communities of 27 and 1558 users, ac-
counting for 14% of the overall user set. Both communities have more than 99% of positive edges
within and 74% of negative edges in-between, and thus, are highly polarized. Interestingly, all
the 27 users of the smaller community are classified as favorable to the Referendum, while the
users in the larger community as against (75%) or “none” (24%), with the exception of 3 favor-
ables. Moreover, the vertices in the solution have, on average, 183.12 adjacent edges compared to
the average 22.85 contacts of the vertices outside, meaning that the solution identifies the “core”
of the controversies, i.e., a set of intensely debating users about the Referendum. These results
provide evidence of the practical value of our problem formulation and algorithms to identify two
communities that are polarized about a certain topic.

5.5 Summary

Detecting extremely polarized communities might enable fine-grained analysis of controversy in
social networks, as well as open the door to interventions aimed at reducing it [103]. As a step
in this direction, in this chapter we introduce the 2-POLARIZED-COMMUNITIES problem, which
requires finding two communities (subsets of the network vertices) such that within communities
there are mostly positive edges while across communities there are mostly negative edges. We
prove that the proposed problem is NP-hard and devise two efficient algorithms with provable
approximation guarantees. Through an extensive set of experiments on a wide variety of real-
world networks, we show how the proposed objective function can be optimized to reveal polarized
communities. Our experiments confirm that our algorithms are more accurate, faster, and more
scalable than non-trivial baselines.
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Chapter 6

Measures and patterns of the
scientific migration network

Human migration is a phenomenon of crucial importance in modern history that radically evolves
over time, is affected by historical and economical events, and is rooted in the alliance system of
the countries. It is known for shaping local demographics, politics, and regulations; and, also,
for influencing global wealth and world-wide society [185]. In recent years, human migration has
become elder and is likely to increase even more in the next decades, leaving huge implications
in both origin and destination countries of the migrants [146]. The definitive outcome of human
migration is subtle and extremely unpredictable, especially on the long term, due to the need of
addressing different borders: geographical, political, and even cultural [196]. For these reasons,
human migration is perceived in many different manners and, consequently, treated by local states
with opposite aims: it is sometimes encouraged, rather discouraged [207].

Knowledge, ideas, and information are considered to be among the major economic production
factors in today’s economy and are naturally embedded in researchers, scientists, and academics
who, through their migrations, move such precious good from a location to another [177]. On the
long term, the international scientific migration could impact fundamental socio-economic aspects
of the countries, such as scientific, technological, and productive assets [193]. Albeit, most of the
times, this phenomenon lacks the urgency of survival, it is highly competitive in terms of choice of
the destination countries, as pointed out in [68]. Moreover, the international scientific migration is
expected to be develop faster (compared to the general human migration), since the permanence
in a visiting country can be considered a structural part of the majority of the academic careers
and it is often short-term.

In this chapter we show how it is possible to study the international migration of researchers,
scientists, and academics by means of complex-network analysis for identifying measures and pat-
terns that describe the countries having a central role in such phenomenon. The data we employ
in this study were collected from 2.8 millions public profiles of ORCID [43], a growing platform
dedicated to researchers. Given its nature, the (scientific) migration can be modeled by means of
a network that we define to be temporal, weighted, and directed. In particular, nodes represent
world countries and edges account for a migratory flow from a country to another. Edge weights
stand for the size of the migratory flow in terms of migrants, while timestamps represents years
from 2000 to 2016. We name such network scientific migration network (SMN for short).

In our setting, a country is established as central in the scientific migration process if it is
able to provide or attract a large number of outcoming or incoming researchers. Certainly, these
are two antithetical aspects that worth to account separately and from a global perspective. To
purse such objective, we employ the well-known weighted hyperlink-induced topic search (HITS)
algorithm [143] on the scientific migration network to identify hubs and authorities. We compare
the results obtained by HITS to other local and global methods, which fail to unveil the interplay
between exporting and importing researchers on large scale. Further, we investigate the local
patterns and characteristics of successors of hubs and predecessors of authorities to derive the
motivations behind the HITS algorithm. Finally, we showcase how to employ network visualization
to evince the temporal evolutions of such patterns/characteristics of selected hubs and authorities.
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Figure 6.1: Distribution of the number of ORCID members migrating per year, from 1950 to 2020.

Our results show high correlation between hub and authority countries. In particular, we are
able to identify a set of actors that occupies a privileged position in the scientific migration network,
being both important hubs and central authorities, since they are able to attract researchers and,
at the same time, to provide scientist to the most prestigious states. Moreover, the majority of
the central countries in the scientific migration network shares similar characteristics/patterns of
their local neighborhood/cluster, i.e., they provide/receive scientist to/from many different states
instead of having a few well-established migration corridors. Also, we observe various patterns
that lead actors with similar hub or authority score to occupy different positions in the community
structure of the scientific migration network. External factors, e.g., regulations, political alliances,
investments in research, development, and education, are expected to play an important role in
such results and to add an additional layer of complexity that deserves to be further investigated.

By this work, we provide the following contributions:

e using ORCID public profiles as data source, we model the scientific migration phenomenon
by means of a temporal weighted directed network (Section 6.1);

e we employ the weighted hyperlink-induced topic search algorithm to identify hubs and au-
thorities of the scientific migration network and compare it with other local and global
approaches (Section 6.2);

e we characterize the local patterns and characteristics of successors of hubs and predecessors
of authorities to derive the motivations behind the HITS algorithm (Section 6.3);

e by means of network visualization, we show how to evince the temporal evolution of the local
patterns/characteristics of selected hubs and authorities (Section 6.4).

6.1 Scientific migration network

6.1.1 Dataset

The dataset employed in this work has been assembled by Bohannon and Doran [43] through the
gathering of 2.8 millions ORCID public profiles. ORCID is a nonprofit organization that collects
contributions, affiliations, and personal information of the subscribed researchers. Given the affil-
iation history of each member, we are able to identify the location, in terms of country, of his/her
workplace over time and infer his/her migration across different states in time. In the following,
we study the dataset on annual basis due to data limitations, i.e., the temporal information input
by the users often lacks of the month granularity, and to ease of interpretation.

Figure 6.1 shows the distribution of the number of migrations, i.e., the number of ORCID
members that changed the country they worked in, per year, from 1950 to 2020. Most of the data
is concentrated in the 215% century, with a peak in 2014. The decay of recorded migrations after
2014 might be due to temporal bias given by the time when the dataset was gathered, i.e., in
2017. Even if ORCID was founded in 2012, members are allowed to insert information about their
previous occupations and their future ones; then, migrations appear before 2012 and after 2017.
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Figure 6.2: Evolution of the number of active nodes and the size of the strong connected component
of the scientific migration network.
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Figure 6.3: Evolution of the number of existing edges of the scientific migration network.

In their work, Bohannon and Doran [43] highlight that ORCID was not born with the specific
aim of tracking researchers’ movement. Therefore, the data we consider has structural limitations
as well as biases. First of all, much of the information input by the members is retroactive since it
is previous to the launch of ORCID in 2012. As a consequence, some of countries that nowadays
have disappeared are present in the dataset, making the set of states considered for each year
vary. Secondly, since its appearance, ORCID has always skewed towards younger researchers. In
fact, members of recent Ph.D. are overrepresented in the dataset, reflecting the fact that younger
researchers sign-up to ORCID more frequently than older ones. Finally, there are countries that
are not fairly represented, namely, the distribution of the number of researchers per country does
not follow the distribution of the overall population. Bohannon and Doran compare ORCID data
in 2013 about scientific migrations to the UNESCO Science Report! to discover which countries
are misrepresented; e.g., China, Russia, and Japan result to be underrepresented while, e.g, Spain,
and Portugal are overrepresented. All in all, for these reasons, we cannot regard the dataset as a
definitive picture of the scientific migrations. Nevertheless, we can exploit it to detect regularities
and patterns by the construction of a network model, useful in the understanding of the global
perspective of the phenomenon.

6.1.2 Network model

We consider a weighted directed temporal network G = (V,T,w), where V is a set of nodes,
T = [to,t1, .- tmaz] C N is a discrete time domain, and w : V x V x T'— N is a function defining
for each pair of nodes i,j7 € V and each timestamp t € T the weight of edge (i,7) at time ¢. In
the following, we refer to the weight of edge (4, ) at time ¢ as w;;;, and we consider it missing
if wi; = 0. Let si’; = Zjev wj; ¢ and sfft‘t = Zjev wij,¢ represent the in-strength and the out-
strength of node ¢ € V' at time ¢t € T, respectively. We also denote by E; = {(4,7) | w(4,4,t) > 0}
the set of edges existing at time ¢t € T .Finally, let W; be the weighted adjacency matrix of G at

Ihttps://en.unesco.org/node/252273

93


https://en.unesco.org/node/252273

CHAPTER 6. MEASURES AND PATTERNS OF THE SCIENTIFIC MIGRATION
NETWORK

2000 | ® 2014 | e 2016 2000 | ® 2014 | 2016
8 °
L =1
10" . 0 T T
[ ] °
°
LN}
Py
oo %¢ Lod
Q o'y (O Q
o% 90 9o
... ot eV
oe o [ ] [ ]
2 as o e 2 Ll o0 e &
10 — e — ¢ ¢ & | — 10
00 630 GERADEED IS o0 @0 © OO GENGDOB® o0
COMERERENERDED BN o0 .t 1 X [ JN]J
10° 10' 10° 10° 10° 10' 10° 10°
SIH sﬂul

Figure 6.4: Distributions of the in-strength (left) and the out-strength (right) in the scientific
migration network in 2000, 2014, and 2016.

time t € T'.

In our case, we identify the nodes of the network as the countries involved in the scientific
migration process (231 in total), and an edge between two counties represents a migration route.
Each edge between two nodes i,5 € V is attributed with a time ¢ € T" and a weight w: a quartet
(i, j,t, w) represents the migration of w researchers from country i to country j at time ¢. The time
domain of the scientific migration network is T = [2000,2001,...,2016], composed of 17 years,
since most of the data are concentrated between 2000 and 2016, and the geopolitical configuration
of the countries is quite stable after 2000.

Figure 6.2 shows the number of active nodes (i.e., nodes i € V' having si’; and/or sf";t greater
than 0) and the size of the strong connected component in the considered time domain T'. Note
that most of the nodes is active in 2014, which is also the year for which the dataset records the
largest amount of information. Also the number of edges existing in each year follows a very similar
trend (see Figure 6.3). For this reason, we consider year 2014 pivotal in the following analysis.

We report in Figure 6.4 the distributions of the in-strength and the out-strength in the scientific
migration network in 2000, 2014, and 2016. The shapes of the distributions are very similar among
the shown years, as well as the missing ones. Also, there are not notable differences between
in-strength and out-strength. Such distribution will come in handy in the following, to create
configuration models that preserve in-strength and out-strength sequences.

6.2 Hubs and authorities

6.2.1 A strength-based approach

A strength-based approach can be considered a straightforward attempt to numerically quantify
the role of a country in the scientific migration network. We define the drain index of a country
i€V attimeteT as

. Sit T Sit
B(Zv t) - Sfjgt + 82?;, (61)
namely the number of outgoing researchers (i.e., out-strength) minus the number of incoming
researchers (i.e., in-strength) normalized by their sum. It ranges from 1 to —1, where 1 indicates
maximum brain drain (the country is a pure provider) while —1 means maximum brain gain (the
country is a pure attractor). Values close to 0 are adopted by those countries having balanced
values of out-strength and in-strength.

Figure 6.5 graphically shows the drain index for the year 2014, while Table 6.1 reports the
ranking for specific countries: the five countries of highest 3, the five countries of lowest 3, and
the five countries of highest out-strength. The countries standing out in Figure 6.5 are mainly
located in Africa, southern Asia and in the Caribbean, while Europe and North America have
milder colors. Considering the values in Table 6.1, it is easy to notice that extreme values of 3
are assigned when the number of migrations of a country is poor and completely unbalanced. For
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Figure 6.5: Drain index § in 2014. Countries without data are depicted in white with diagonal
lines.

Table 6.1: Ranking (partial) of the countries by drain index § in 2014. For each country, out-
strength and in-strength measured during such year are also reported. Countries highlighted in
bold have the highest out-strength in 2014.

ranking country B gout  gin
1 Sint Maarten 1.0 2 0
2 Eritrea 1.0 2 0
3 Central African Republic 1.0 1 0
4 Curacao 1.0 1 0
5 Saint Vincent and the Grenadines 1.0 1 0
85 Spain 0.03 80 74
920 United Kingdom 0.01 109 105
111 France 0.0 78 78
114 United States —0.008 114 116
116 Italy —0.01 71 73
202 Guinea —1.0 0 2
203 Guyana —1.0 0 2
204 Belize —1.0 0 2
205 Niger —-1.0 0 3
206 Chad -1.0 0 3

example, Sint Maarten has only two outgoing migrations, resulting in § = 1, while Chad has three
incoming migrations and no outgoing researchers, then its 5 is —1. On the other hand, those
countries playing a central role in the migration network have usually 8 close to 0 due to the high
number of both outgoing and incoming researchers. This is the case of, e.g., the United Kingdom
and the United States.

In order to favor the identification of the central countries in the migration process, we lift the
network by removing the links having weight lower than a certain threshold ¢r. This operation has
the aim of discarding weak and not meaningful interactions between countries. We experimentally
verify tr € [1,2,...,10], and we report part of the 2014 ranking in Table 6.2 for threshold values
of 1 (original network), 2, and 3. Two important aspects have to be considered: (i) the extremes
of the ranking are not robust with respect to the threshold (the rankings shown in Table 6.2
considerably differ for small variations of ¢r); (ii) even for low values of ¢r, a large portion of the
network is neglected by the analysis (44% and 61% for ¢tr = 2 and tr = 3, respectively). Therefore,
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Table 6.2: Ranking (partial) of the countries by drain index £ in 2014, varying the threshold tr.
The five countries of highest 3 (ties broken by out-strength) and the five countries of lowest S (ties
broken by in-strength) are reported.

ranking tr =1 (original) tr =2 tr =3

1 Sint Maarten Honduras Syria

2 Eritrea Barbados Rwanda

3 Central African Republic  Bosnia and Herzegovina  Serbia

4 Curacao South Sudan Croatia

5 Saint Vincent and the Cambodia Jamaica

Grenadines

202 Guinea Burkina Faso Macedonia (FYROM)
203 Guyana Macedonia (FYROM) Algeria
204 Belize Madagascar Botswana
205 Niger Algeria Mongolia
206 Chad Botswana Lithuania

we cannot consider this approach a reliable and fair analysis of the scientific migration network.

Additionally, we evaluate other strategies for normalizing the drain index by considering ex-
ternal data, such as the size of the overall population and the number of researchers of a country.
Given the biases in the collected dataset, any normalization deriving from external sources would
be inappropriate because it would misrepresent the results. Moreover, external data have to be
temporal, at least of yearly granularity from 2000 to 2016, and available for all the countries in-
cluded in the dataset. This is the case of the general population, but we cannot discover complete
and coherent datasets about the size of the research population of all the studied states.

All in all, by this strength-based approach, we cannot induce strong conclusions nor provide
a fair and robust analysis about the main characters of the scientific migration network. The
main contributors to the network are not caught, and the removal of low-weight edges excessively
limit the analyzed data. In addition, other normalizing strategies result to be unfeasible due to
the nature of our data, or to the lack of complete external datasets. In order to overcome these
limitations, we evaluate, in the following subsection, a method to asses the importance of the
countries that takes into consideration the overall structure of the network and goes beyond the
local strength structure of each node.

6.2.2 A global approach

A classic approach to assess the importance of a node in a network taking into account the global
link structure is the well-known PageRank by L. Page et al. [187]. Let R; be the PageRank matrix
of G = (V,T,w) at time t € T, defined as

wl‘j7t 1

1—d)— 2
Sy, Oy (6.2)

Tijt = d

where d = 0.85 is the dumpling factor. Note that, in this work, we consider the edge weights in the

definition of R;. The PageRank vector 74 = (r1,...,7y|,+)T is obtained by repeating the iteration
7i(z + 1) = R] 7 (x) (6.3)
until convergence, with initial conditions r;+(0) = ﬁ 7y is computed for each timestamp, i.e.,

year, t € T'. In the following, we often refer to the PageRank vector as 7’ neglecting the subscript.

In Figure 6.6 we graphically show the PageRank in 2014, while Table 6.3 reports the rank of the
20 countries having highest PageRank in 2000, 2014, and 2016. As stated above, the drain index
does not privilege nodes having high both in-strength and out-strength, and does not account for
the importance of the origin/destination of the connections. PageRank is instead able to picture
such aspects. For example, all the countries highlighted in bold in Table 6.1 are among the best 10
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Figure 6.6: PageRank r in 2014. Countries without data are depicted in white with diagonal lines.

Table 6.3: Top-20 ranking by PageRank in 2000, 2014, and 2016.

ranking 2000 2014 2016
1 United States United States United States
2 United Kingdom United Kingdom United Kingdom
3 Germany Australia Australia
4 Spain Spain Germany
5 Italy Germany Spain
6 France China China
7 Canada France Canada
8 Australia Canada France
9 Portugal Italy Switzerland
10 Netherlands Sweden Sweden
11 Sweden Portugal Netherlands
12 Japan Brazil Ttaly
13 Switzerland Switzerland Denmark
14 Brazil Netherlands Portugal
15 China Denmark Japan
16 South Korea India Ireland
17 Malaysia Japan Colombia
18 Mexico South Korea India
19 Denmark Belgium Brazil
20 Indonesia Saudi Arabia New Zealand

countries in terms of PageRank in 2014; in particular, United States and United Kingdom place
at the first and at the second position of the ranking, respectively.

On the whole, PageRank is confirmed to be a powerful method to rank the nodes of a network.
However, it assigns to each node a unique score and it is not desirable in our setting, since we
are instead interested in understand the interplay between importing and exporting researchers.
Therefore, our analysis is required to rely on more refined and specific metrics that highlight such
duality.

6.2.3 A more refined approach: hubs and authorities

We identify the hyperlink-induced topic search algorithm (also known as HITS or hubs and author-

ities) [143] as the ultimate tool to study our network. The HITS hub vector h; = (haes ey py) )T
and the HITS authority vector @; = (ai,...,ayy|+)7 int € T of G = (V,T,w) are defined by the
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Figure 6.7: Geographic layout of the scientific migration network in 2014. The dimension of a node
1 € V represents h;, while the color represents a;. Edge thickness stands for edge weight.

limit of the following set of iterations:

—

hi(z+ 1) = ci(2)Wydy(z + 1) (6.4)

and
@z 4 1) = dy ()W hy(x), (6.5)

where ¢;(x) and d;(z) are normalization factors to make the sums of all elements become unity, i.e.,
Zl‘;ll hit(z+1)=1and lezll a; ¢(x+1) = 1. The initial HITS values of the scores are h; ;(0) = ﬁ
and a; ((0) = ﬁ for all ¢ € V. Note that, in this work, we employ the weighted version of HITS. The
non-weighted HITS hub scores and non-weighted HITS authority scores are defined in the exactly
the same way, replacing W; with the unweighted adjacency matrix in Equations 6.5 and 6.4. Also
in this case, l_it and a; are computed for each timestamp, i.e., year, t € T. In the following, we
often refer to the HITS hub and authority vectors as h and @ neglecting the subscript.

By definitions, a node i € V' has large value of a; if it has many links of large weight towards
those nodes j € V having high h;; similarly, node ¢ has large value of h; if it is reached by
nodes j € V of high a; throughout links of large weight. In our specific scenario, @ provides an
indication of which are the provider countries, that export many researchers in direction of the
most attractive countries; while h indicates which are the attractor countries, able to attract many
researchers from important exporters. Figure 6.7 shows hub and authority scores for the scientific
migration network in 2014. Unites States and United Kingdom stand out from the plot: they place
first and third in the hub ranking, and first and second in the authority ranking, respectively. In
general, North American and European countries are represented by big circles and in dark color,
since they have high values of both hub and authority scores; the same is for Australia. India,
instead, has large dimension but milder color because it results to be among the top exporters but
not as attractive as other countries.

Tables 6.4 and 6.5 show the first twenty countries ordered by hub score and authority score,
respectively, in 2000, 2014, and 2016. China, United States, and United Kingdom are identified
as the leading provider countries during the whole time domain: they never fall below the fifth
position. India and Canada, followed by various of European countries, i.e., Germany, Italy, Spain,
and France, consistently position after the three leading countries with few fluctuations during the
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Table 6.4: Best providers of scientist: top-20 ranking by hub score in 2000, 2014, and 2016.

ranking 2000 2014 2016
1 China China United States
2 United Kingdom United Kingdom China
3 Canada United States United Kingdom
4 United States India Germany
5 South Korea Spain India
6 France Canada Spain
7 Germany Italy Canada
8 India Germany Italy
9 Italy France Australia
10 Spain Brazil France
11 Australia Australia Netherlands
12 Japan Portugal Brazil
13 Brazil South Korea Switzerland
14 Russia Netherlands Portugal
15 Portugal Japan South Korea
16 Mexico Switzerland Sweden
17 Turkey Sweden Japan
18 Switzerland Iran Denmark
19 Colombia Turkey Ireland
20 Taiwan Colombia Belgium

Table 6.5: Best attractors of scientist: top-20 ranking by authority score in 2000, 2014, and 2016.

ranking 2000 2014 2016
1 United States United States United States
2 United Kingdom United Kingdom United Kingdom
3 Germany Australia Australia
4 Italy Germany Germany
5 Spain France Canada
6 Canada Canada Spain
7 Australia Spain China
8 Portugal China France
9 France Italy Switzerland
10 Japan Portugal Netherlands
11 Netherlands Sweden Sweden
12 South Korea Switzerland Japan
13 Sweden South Korea Ttaly
14 Brazil Netherlands Denmark
15 Malaysia Brazil Portugal
16 Switzerland Denmark Hong Kong
17 China Japan Ireland
18 Ireland Hong Kong Colombia
19 Mexico India Singapore
20 Taiwan Singapore India
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Figure 6.8: Evolution of hub and authority scores of the nodes of the scientific migration network in time. ISO 3166-1 alpha-2 codes are reported for
selected countries: Australia (AU), China (CN), Germany (GE), India (IN), Italy (IT), Spain (ES), United Kingdom (GB), and United States (US).
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Figure 6.9: Person correlation between h and @ of the scientific migration network and of the null
model, for which we report mean and 95% confidence interval. p-values are smaller than 1.5e—05
in all cases.
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Figure 6.10: Person correlation between h and a, and 7 of the scientific migration network.

years. South Korea and Russia follow instead negative trends. South Korea is the fifth hub in
the scientific migration network during 2000, then loses ten positions by 2016. Russia’s decay is
even worse: it is among the best twenty hubs in 2000, leaves the top-20 in 2003, and touches the
38 position in 2016. About the authority score, United States have the best performance during
the whole time horizon, while United Kingdom always classifies 2°¢. Germany generally occupies
the 3™ position in early 2000, before the growth of Australia. Similarly to the hub score, after
the top-4 positions, there is a series of countries composed by the European Spain, France, and
Ttaly, together with Canada and China. Interestingly, among the best attractors, there are Asiatic
countries that are not identified as good hubs, e.g., South Korea, Singapore, and Hong Kong.

Figure 6.8 depicts the evolution of hub and authority scores of the nodes of the scientific
migration network in time, by means of scatterplots. Ideally, we can state that a country is more
important as hub than as authority if it places above the diagonal, and viceversa. In all years,
most of the countries clump in the lower-left corner, where both scores are close to 0. A few
countries differentiate from the others instead. United States are always more central with respect
to the authority score than to the hub score, even if they are among the leading hubs overall.
On the other hand, United Kingdom moves from being equally hub and authority in early 00 to
being more authority by the end of the time domain. It is also easy to notice how China, which is
constantly among the top hubs, slowly increases its authority score.

In light of this, the correlation between h and @ and the evolution of such correlation is an
interesting aspect to take into account. We show, in Figure 6.9, the Pearson correlation between
h and @ as a function of the year, and compare it to a null model. As null model we employ
the configuration model [184] that allows to test whether the correlation is a non-trivial feature of
the scientific migration network or it is expected by the strength distribution of the nodes. The
configuration model rewires the edges preserving the strength distribution of the nodes in each
year, namely, an edge can be shuffled only with other edges with the same timestamp. Note that
by this hypothesis, in the resulting null model, the edge weight distribution and the number of
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Figure 6.11: Betweenness centrality (z-axis) against clustering coefficient (y-axes) of the nodes of
the scientific migration network in 2014.

edges in each year might vary with respect to the original network. Here and in the following
results, we consider ten different configurations of the null model. The correlation in the original
network is strong during the whole time domain, constantly greater than 0.85. The null model has
even stronger correlation in all years, with small variation between the different configurations.
This means that we should expect more countries of high (low) hub score having also high (low)
authority score, and viceversa, in the scientific migration network. The observed behavior should
then rely on different factors, e.g., local patterns — which we study in the next section — than the
strength distribution.

In order to compare the HITS and the PageRank results, in Figure 6.10 we also visualize the
Pearson correlation between h and a, and 7. Interestingly, both h and @ are highly correlated
to 7. d, in particular, has correlation greater than 0.95 in all years. This validates the results
obtained by the HITS algorithm that has the advantage of depicting two different aspects of the
world countries, providing then more accurate indications.

6.2.4 Betweenness centrality vs clustering coefficient

Besides the role that a country have in the overall scientific migration network, it is of our interest
to understand how the countries position and influence their local neighborhood and community.
We define the betweenness centrality of a node ¢ € V at time t € T as

alit =Y Tseali) (6.6)

g
s,eeV se,t
i#s#e

where o4 is the total number of shortest paths from node s to node e at time ¢, and o4 ¢(¢) is the
number of such paths passing through node i. In the computation of the betweenness centrality,
we consider the reciprocal of the edge weights of the scientific migration network, since the more
a path is favorable (i.e., shorter) the more researchers move through such path. Therefore, ¢, is
an indication of how much a country is central in the crossing of the network by the researchers.
Usually, countries of high betweenness centrality place at the borders of their local clusters and
have direct ties towards other clusters. Therefore, we can suppose that such countries are one
of the two endpoints of a bridge, or more likely of a local bridge [73] (local bridge is a relaxed
definition of bridge, i.e., if we delete a local bridge the two endpoints would lie further away and
not in two different components of the network). The endpoints of a (local) bridge regulate the
access toward different clusters of nodes and are crossroads of the flows within the network. Hence,
countries like the United States and the United Kingdom are important players in the scientific
migration network since the scientific migration moves also ideas and information in addiction to
people: these countries may have early access to knowledge and to new research results, possibly
produced in multiple and non-interacting places of the world.

102



CHAPTER 6. MEASURES AND PATTERNS OF THE SCIENTIFIC MIGRATION
NETWORK

10 - Europe - Oceania . Africa - Asia - Americas

Turkey

rﬂong Kong
Singapore

04
|_Spain

rance

02 i i
United Kingflom \Unl(ed States

00 01 02 03 04 05 06
Cb

Figure 6.12: Betweenness centrality-clustering coefficient trajectories of selected countries (top-20
hubs and top-20 authorities in 2014) from 2000 to 2016.

We also compute the clustering coefficient of a node i € V' at time t € T as

|(.7vk;) ‘J7k S Ni,t A (]?k) S Et|

.
ce(i. 1) NNl =D

(6.7)

where N; ; identifies the neighbor set of node 7 at time ¢. In this case, we neglect the edge weights.
Also note that, this definition, differently than the definition of betweenness centrality, treats the
G as undirected. In our context, we consider the cc of a country i as a measure of how many
possible origins or destinations the researchers residing in neighbor countries have rather than i.

Figure 6.11 reports betweenness centrality (x-axis) against clustering coefficient (y-axes) of
the nodes of the scientific migration network in 2014, highlighting the top-20 hubs and the top-
20 authorities. Most of the countries place in the upper-left corner of the plot, having high
clustering coefficient (i.e., the neighbor countries have many other connections between them) and
low betweenness centrality (i.e., they are internal to their local clusters). Interestingly, none the
highlighted countries (with the exception Hong Kong and Singapore) is in such position. Rather,
the main hubs and authorities of the scientific migration network tend to be central in the migration
paths traversing the network, and influence their local neighborhood centralizing the connections
towards them. In particular, United States, United Kingdom, Spain, and France stand out from
the others. Again, Hong Kong and Singapore are exceptions, having a behavior common to most
of the countries.

As a further step in this direction, in Figure 6.12, we report the trajectories of the twenty
countries of highest hub score and the twenty countries of highest authority score of year 2014
in terms of betweenness centrality and clustering coefficient over the time span under analysis.
Each arrow of the plot is associated to a country: the root represents the country in 2000, while
the head shows the same country in 2016. Despite our previous observations, we cannot observe
a global pattern, common to most of the countries, leading toward the lower-right corner: some
of the nodes move towards the upper-left corner, others to more favored positions. For most of
the European countries, betweenness centrality decreases and clustering coefficient increases. This
behavior, which is frequently observed when a set of nodes tighten its cluster structure, might
reveal the adoption of the new migration polices provided by the rising European Union, during
nineties and noughties. Spain and United Kingdom are the most evident exceptions, probably
because they played a key role in bridging toward the Spanish-speaking countries of Latin America
and the former Commonwealth states, respectively. Moreover, all countries move around their
surroundings. China has the greater improvement combining betweenness centrality and clustering
coefficient, while Turkey has the highest variation in terms of clustering coefficient. Note that, by
considering the reciprocal of the edge weights in the computation of the betweenness centrality,
a country is required to either polarize the distribution of its weights or increase its strength to
augment such centrality. In the next section, we rely on the study of statistical dispersion of
incoming and outgoing edge weights to provide a better understanding of such local patterns.
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Figure 6.13: Lorenz curves and 95% confidence intervals for three classes of hubs in 2014. The
population W is represented by the edge weights of incoming edges.
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Figure 6.14: Lorenz curves and 95% confidence intervals for three classes of authorities in 2014.
The population W is represented by the edge weights of outgoing edges.

6.3 Local patterns

In this section, we dive deeper into the factors that contribute to establish a country as leading
hub or authority in the scientific migration network.

6.3.1 Predecessors and successors

At first, we investigate the homogeneity of the edge weights of the neighborhood of the nodes.
Specifically, we want to understand how the researchers leaving (reaching) a country of high hub
(authority) score distributes with respect to the predecessors (successors) of such country. In
order to do so, we employ the Gini coefficient, which measures the degree of inequality of a
distribution [111]. Given a population W = {w,,w1,...,w,} of n values, we define the Gini
coefficient as

2w wyew Wi — Wy

2n Zwl EW w;

G = (6.8)
G varies between 1 and 0, where 1 expresses maximal inequality among values while 0 indicates
the case in which all the values in W are equal.

In the following, we graphically show the Gini coefficient by means of Lorenz curves identifying
the population W as the edge weights of outgoing edges or the edge weights of incoming edges
when considering a node as hub or authority, respectively. Therefore, we aim at investigating
how (un)balanced the migration flows from/towards a country are and how such aspect correlates
to h and @. Figures 6.13 and 6.14 compare the mean Lorenz curves, along with 95% confidence
intervals, of three different classes of hubs and authorities, respectively. It is immediate to notice
that high hub/authority score is associated with high Gini coefficient. The Gini coefficient decreases
progressively as we move down with the hub and authority rankings. Then, to obtain a leading
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Figure 6.15: Average Gini coefficient (and 95% confidence interval) as a function of the hub ranking
of the scientific migration network and of the null model. The population W is represented by the
edge weights of outgoing edges and the average is computed over the time domain 7T'.
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Figure 6.16: Average Gini coefficient (and 95% confidence interval) as a function of the authority
ranking of the scientific migration network and of the null model. The population W is represented
by the edge weights of outgoing edges and the average is computed over the time domain 7'

position in the scientific migration network, a country is required to have strongly differentiated
migratory flows from/towards its neighbors.

The behavior of the missing classes is consistent, as shown in Figures 6.15 and 6.16 which report
the average (over the time domain T') of the Gini coefficient (and the 95% confidence interval) as a
function of the hub/authority ranking. Such curves are compared with the null model considering
the average of the ten different configurations we generate. The Gini coefficient decreases as h
and a drop, both in the scientific migration network and in the null model, and the curves have
very similar functional shapes. The confidence intervals are quite limited in all cases, however
they become larger for the lowest positions of the ranking in the scientific migration network
where data become more sparse and less significant. The Gini coefficient of the scientific migration
network is (slightly) higher than the null model, then a node to be in the first positions of the
hub/authority ranking is required to have high disparity in the weights of the connections from/to
its predecessors/successors by the intrinsic characteristics of the network. Therefore, for a country,
having preferential massive exchanges of researchers with partner states is more profitable than
having a bunch of similar relationships and fundamental to stand out in the scientific migration
phenomenon.

6.3.2 Clustering coefficient

Similarly to the Gini index, we study the behavior of the clustering coefficient (introduced in
Equation 6.7) of the successors of the hubs and of the predecessors of the authorities as a function
of the hub/authority ranking in the scientific migration network compared to the null model. These
results vary from the ones presented in Section 6.2 since, in that case, we calculate the clustering
coefficient over the whole neighborhood of a node, while here we are interested only in the subset
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Figure 6.17: Average clustering coefficient (and 95% confidence interval) as a function of the hub
ranking of the scientific migration network and of the null model. The average is computed over
the time domain 7.
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Figure 6.18: Average clustering coefficient (and 95% confidence interval) as a function of the au-
thority ranking of the scientific migration network and of the null model. The average is computed
over the time domain 7'

of the neighbors that counts in the computation of the hub/authority score.

In Figures 6.17 and 6.18 we observe that nodes of better ranking have higher clustering
coefficient, both hubs and authorities. This observation reflects the fact that the higher the
hub/authority score is the more the successors/predecessors of a country are cohesive, i.e., they
are in the most active parts of the network. Also in this case, the trend observed in the null
model is similar to the scientific migration network; however, the clustering coefficient of the null
model is constantly greater with respect to the real network, in particular for the top hubs and
authorities. Therefore, the best hubs/authorities of the scientific migration network are able to
significantly influence (with respect to the null model) the local cluster structure, attracting most
of the migratory connections towards them and breaking connections between neighbor countries.

6.4 Case studies

In this section we show how to exploit network visualization to evince temporal evolution of
(partial) ego-networks of select hubs and authorities. In particular, we focus our attention on
the connections between the focal node (i.e., the ego) and its neighbors, omitting edges whose
endpoints do not include the ego. Given the nature of our study, for each select country we define
two different visualizations; the first one depicts incoming migratory flows only, while the other
separately shows outgoing connections. We retain that such visualizations are able to provide clear
indications of the evolution in time of the characteristics and of the connection of a country in the
scientific migration network.

Figures 6.19, 6.20, and 6.21 visualize the ego-networks of the United States, China, and Spain
in 2000, 2008, 2014, and 2016. Colors and thickness of the edges, both normalized according to
each ego-network, refer to edge weights. Moreover, the states are placed on the basis of their
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Figure 6.19: Ego-network evolution of United States: incoming connections (left, blue) and outgo-

ing connections (right, red).
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Figure 6.21: Ego-network evolution of Spain:
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geographical location.

It is easy to see (Figure 6.19) how the United States have many both incoming and outgoing
migration channels. Their ego-networks are dense even in 2000, where the scientific migration
network is sparser than in later years. The United States have constantly the best authority score
but they occupy a very competitive position in the hub ranking too, which justifies the structure
of their connections. In 2016, the United States and China have very close hub score (15 and
274 in the hub ranking, respectively) but different authority score (15% and 7*" in the authority
ranking, respectively). In fact, looking at Figures 6.19(g), 6.19(h), 6.20(g), and 6.20(h), we notice
two different migration models. The United States have many neighbor countries spread across
all the continents. On the other hand, China is the major provider of researcher of the United
States and the majority of outgoing researchers from China move to the US. On the contrary,
China is only one of the many possible destinations for American researchers. Finally, Figure 6.21
highlights that Spain, whose trajectory in Figure 6.12 is common to local bridges, retains favored
relationships with the Spanish-speaking countries of the Latin America.

6.5 Summary

In this chapter we study international migrations of the scientific population from a complex-
network perspective, and we describe measures and patterns to identify the central countries in-
volved in the migration phenomenon. In particular, we employ the HITS algorithm with the intent
of catching the interplay between exporting and importing researchers from a global perspective.
We also investigate the local characteristics of successors of hubs and predecessors of authorities
to dive deeper into the motivations that establish hubs and authorities. Interestingly, our findings
identify a set of countries that occupies a privileged position in the scientific migration network,
being both important hubs and central authorities. The majority of such countries shares similar
local characteristics/patterns, namely they exchange with many different states instead of having
a few well-established migration corridors. At the same time, the migration flows are very unbal-
anced, as testified by the Gini coefficient. China is the most notable exception, having a favorite
relationship with the USA in terms of return rate of researchers. Moreover, we observe different
behaviours that lead actors with similar hub or authority score to occupy different positions in
the community structure of the scientific migration network, preferring, e.g., to cooperate, as most
of the European nations, rather than to act independently, such as China and United Kingdom.
Such network dynamics deserves to be further analyzed for undercovering latent causes and factors
by the inclusion of complementary sources, e.g., local regulations, political alliances, investments
in research, development, and education. It is important to remark that all these findings should
not be considered conclusive results due to the incompleteness and biases affecting the data (as
already pointed out in Section 6.1).

In this work we apply the proposed methodology to data extracted from the ORCID platform.
However, it is important to mention that our model is completely data-agnostic, meaning that it
can be applied to other datasets obtained from different sources with no modifications. Moreover,
it is able to accommodate evolving datasets that grows over time, delivering a more precise picture
as the information increases.
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Chapter 7

Span-cores in face-to-face
interaction networks

Nowadays distributed sensing systems and infrastructures are based on wearable sensors that allow
the gathering of data about proximity relations and close-range interactions of individuals in real-
world large-scale settings [133, 203|. Different works [203, 217, 174, 204] collected data on the
time-resolved face-to-face proximity of students and teachers in schools with the aim of studying
mixing patterns of children in school environments. Such patterns would help to quantify the
transmission opportunities of respiratory infections and to identify situations within schools where
the risk of transmission is higher [176, 113].

In this chapter we use the three face-to-face interaction networks gathered in schools introduced
in Chapter 4, i.e., PrimarySchool, HighSchool, and HongKong (see the beginning of Section 4.5 for
the details), to illustrate applications of (maximal) span-cores and temporal community search in
real-life analyses. The window size of all datasets is 5 minutes and, in the analysis, we discard
span-cores of |A| = 1, i.e., having span of 5 minutes, since they represent short interactions,
not significant for our purposes. In the remaining of this chapter we describe (i) three types of
interesting temporal patterns (Section 7.1), i.e., social activities of groups of students within a
school day, mixing of gender and class, and length of social interactions in groups; (i7) a procedure
to detect anomalous contacts and intervals that exploits maximal span-cores (Section 7.2); and,
(#i¢) an approach to graph classification based on temporal community search (Section 7.3).

Notations, definitions, and algorithms employed here are directly borrowed from Chapter 4.

7.1 Temporal patterns

7.1.1 Temporal activity

We first show how span-cores (Definition 4.1) afford a simple temporal analysis of social activities
of groups of people within a school day. The left side of Figure 7.1 reports colormaps of the order
k of the span-cores as a function of their starting time ¢s (x-axis) and of the size |A| of their
temporal span A = [ts, t.] (y-axis), for a school day of the PrimarySchool and HighSchool datasets.
Darker gray indicates span-cores of high order and slots located in the upper part of the plots
refer to span-cores of long span. It is important to notice that the linear decay in span duration is
naturally due to the definition of span-core and to the shifting of the starting time ts; therefore, it
is not a distinguishing feature of the activity patterns found in the analyzed data. In both datasets,
fluctuations of k and |A| are observed along the day, which can be related to school events. Around
10 a.m., the size of the span |A| reaches a local maximum in correspondence to the morning break,
which means that students establish long-lasting interactions that hold beyond the break itself.
Moreover, when classes gather for the lunch break, the order k reaches its maximum value since
students tend to form larger and more cohesive groups.

In order to verify that these results are not trivially derived from the general temporal activity,
as simply given by the number of interactions in each timestamp, we compare our findings to a null
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Figure 7.1: Temporal activity of a school day of the PrimarySchool and HighSchool datasets: the
z-axis reports the hour of the day at which the span of a span-core starts, the y-axis specifies
the size of the span (in minutes), and the color scale shows the order k. At a glance, it can be
observed that the temporal structure of the span-core decomposition detects time-evolving cohesive
structures in the original datasets (left plots) that completely disappear in the reshuffled datasets
(right plots).

model. At each timestamp of the temporal graphs, we reshuffle the edges by the Maslov-Sneppen
algorithm [173] which consists in repeating the following operations up to when all edges have
been processed: select at random two edges with no common vertices, e.g., (u,v) and (w, z), and
transform them into (u, z) and (w,v), if neither (u, z) and (w, v) existed in the original timestamp.
This reshuffling preserves the degree of each vertex in each timestamp and the global activity
(i.e., the number of contacts per timestamp), but destroys correlations between edges of successive
timestamps. In the right side of Figure 7.1 we show the results of the temporal analysis described
above for the reshuffled datasets. In both, the values of |A| and k reached are much smaller than
in the original datasets. The size of the span |A| is always shorter than 20 minutes, while in
the original datasets it is much longer, up to 170 minutes, and the order k is always equal to
1, compared to the original maximum of 5. The time-evolving cohesive structures detected by
the temporal core decomposition in the original datasets are completely lost on reshuffling, since
only span-cores of short span and low coreness are observed in the latter case. This shows that
the temporal structure exposed by the span-core decomposition is not simply a consequence of
temporal patterns of global activity but that span-cores represent a concrete method to detect
complex cohesive structures and their temporal evolution.

7.1.2 Mixing patterns

We now show an analysis of mixing patterns of students with respect to gender and class. Such
vertex attributes are indeed available for the individuals of the PrimarySchool dataset. We define
as gender purity of a span-core the fraction of individuals of the most represented gender within
the span-core. Class purity is analogously defined. The left plot of Figure 7.2 reports the temporal
evolution of the average gender and class purity of the maximal span-cores (Definition 4.2) spanning
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Figure 7.2: Temporal evolution (time on the z-axis) of average gender purity and average class
purity (y-axis) of the maximal span-cores of the PrimarySchool dataset. Original data on the left,
reshuffled data on the right.

each timestamp, during the first school day of the PrimarySchool dataset. During lessons, when
students are in their own classes, class purity has naturally very high values, very close to 1. Gender
purity is instead rather low. On the other hand, when students are gathered together, during the
morning break at 10 a.m. and the lunch break between 12 a.m. and 2 p.m., the situation is
overturned: gender purity reaches large values while class purity drastically decreases. This shows
that primary school students group with individuals of the same class, disregarding the gender,
only when they are forced by the schedule of the lessons, but prefer on average to form cohesive
groups with students of the same gender during breaks. This is in agreement and complements a
previous study of the same dataset focusing on single interactions in the static aggregated network
[216].

The right plot of Figure 7.2 shows the temporal evolution of the average gender and class purity
for a null model in which gender and class are randomly reshuffled among individuals. The two
curves are more flat and the anti-correlation between them completely vanishes. This testifies that
the results on the original dataset are not simply due to the relative abundance of individuals
of each type interacting at each time, but reflect genuine mixing patterns and their temporal
evolution.

7.1.3 Interaction length

Finally, we analyze the duration of interactions of social groups in schools by studying the dis-
tribution of the size of the span of the maximal span-cores of the three datasets (Figure 7.3).
All distributions are extremely skewed with broad tails: most maximal span-cores have duration
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Figure 7.3: Distribution of the size of the span |A| of the maximal span-cores. The z-axis reports
the size of the span (in minutes), while the y-axis the percentage of maximal span-cores having a
given size of the span.
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Figure 7.4: HongKong dataset: number of edges per timestamp in the original data (top), after
filtering anomalous edges (middle), and after filtering anomalous edges and intervals (bottom).
Days 6 and 7 are weekend.

less than 1 hour, but durations much larger than the average can also be observed. Interestingly,
the three datasets at hand all exhibit the same functional shape, confirming a robust statistical
behavior. We also note that similar robust broad distributions have been observed for simpler
characteristics of human interactions such as the statistics of contact durations [217, 174]. Out-
liers appear also at very large durations, especially for the HongKong dataset that has maximal
span-cores lasting up to 83 hours. Group interactions of such long span are clearly abnormal and
represent outliers in the distributions. We will show, in the following of this section, how to exploit
such outliers to detect both irregular interactions and anomalous temporal intervals.

7.2 Anomaly detection

The identification of anomalous behaviors in temporal networks has been the focus of several
studies in the last few years [179, 204]. Based on the above findings, we devise a simple procedure
to detect anomalous edges and intervals of the HongKong dataset that exploits maximal span-
cores. The topmost plot of Figure 7.4 reports the number of edges for each timestamp of the
original HongKong dataset. It is easy to notice that there is a lot of constant anomalous activity
between school days and during the weekend, i.e., days six and seven: unexpectedly, the number of
interactions per timestamp does not drop to zero. This happened in fact because proximity sensors
were left in each class and close to each other, at the end of the lessons. In order to automatically
detect these steady activity patterns that do not correspond to any genuine social dynamics, we
apply the following procedure: (i) find a set of anomalously long temporal intervals supporting
maximal span-cores, (i¢) identify anomalous vertices, and, (éi7) filter out anomalous edges.

The first step of this procedure requires to find the set of temporal intervals Z = {A T T |
Ci,a € Cyr A|A] > tr} that are the span of a maximal span-core Cj Ao with size longer than a
certain threshold ¢r. Then, for each timestamp ¢ € T', select as anomalous all those vertices that
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appear in the span-cores {C1 A | A € ZTAt € A}, ie., the span-cores of k = 1 whose span is in
7 and contains ¢t. Finally, at each timestamp ¢ € T, remove edges that are incident to at least
a vertex that has been marked as anomalous at time ¢. Consistently with the distribution of the
span durations of the maximal span-cores, we select the threshold ¢r = 22 (110 minutes). The
results of this filtering procedure are shown in the middle plot of Figure 7.4. The number of edges
during school days remains approximately unchanged, while the activity noticeably decreases in-
between. Identifying as positives the spurious interactions occurring when the school is closed and
as negatives the genuine interactions observed when the school is open, this approach achieves a
precision of 0.91 and a recall of 0.64.

We can refine this anomaly detection process by identifying, in addition to anomalous edges,
also anomalous temporal intervals. We define a timestamp ¢t € T as anomalous if the ratio between
the number of original edges (top plot of Figure 7.4) and the number of filtered edges (middle plot
of Figure 7.4) exceeds a given threshold. We apply this further filtering to the HongKong dataset
with a threshold of 1.5 and report the results in the bottommost plot of Figure 7.4. The number of
edges when the school is closed drops to zero, while the activity during school days is not modified,
except for the last one, which is affected by the proximity to the end of the time domain. The
overall procedure yields a slightly higher value of precision, 0.93, and substantially improves the
recall to 0.99.

7.3 Graph embedding and (supervised) vertex classification

In this section we show how TEMPORAL COMMUNITY SEARCH (Problem 4.3) can be profitably
exploited for classifying the vertices of a temporal graph. Specifically, the classification framework
we set up is based on the paradigm of graph embedding, which has attracted a great deal of attention
in the last few years, and whose goal is to assign to every vertex of a graph a numerical vector
(i.e., an embedding) such that structurally similar vertices are represented by similar vectors, and
vice versa [118, 77, 115]. Here, our framework simply consists in learning suitable embeddings for
the vertices of the input graph, and then give them as input to some (well-established) classifier to
ultimately accomplish the desired classification task. Thus, the main goal is to learn embeddings
that are well-representative of the relationships among vertices, so as to help the classifier perform
accurately. As our main result here, we show how an embedding strategy based on a simple
exploitation of the output of TEMPORAL COMMUNITY SEARCH achieves results comparable to
well-established vertex-embedding methods such as DeepWalk [189], LINE [224], and node2vec [118].

Method. For every vertex of the input temporal graph, we build an embedding as an ~A-dimensional
vector conveying the information provided by a solution to the TEMPORAL COMMUNITY SEARCH
problem on the same graph. Specifically, consider a vertex u € V and a solution {(S;, A;)}"_; to
TEMPORAL COMMUNITY SEARCH on query-vertex set @ = {u}. We define u’s embedding as

Xu = [’UZ?,Al ) 1)57A27 e ,’UZ?7Ah]; (71)

which corresponds to the temporally-ordered sequence of minimum degrees of the h communities
identified by the temporal-community-search solution. Below we show that this simple approach
is sufficient to achieve interesting experimental results. Clearly, more sophisticated methods are
possible, e.g., by simultaneously exploiting information from the S; communities. However, our
main goal here is to give an idea of how the TEMPORAL COMMUNITY SEARCH problem can be
successfully leveraged in a relevant application scenario, rather than devise the best temporal-
community-search-based graph-embedding method.

Evaluation. We assess the performance of our method on the PrimarySchool and HighSchool
datasets. In these datasets vertices correspond to students, and vertex labels (to be predicted) are
the classes that every student belongs to. We involve in the comparison the following state-of-the-
art vertex-embedding methods:

e DeepWalk [189], a method that preserves the proximity between vertices by running a set of
random walks and maximizing the sum of the log-likelihood of a set of vertices for each walk.
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Figure 7.5: Graph classification: Macro Fj-score of the proposed temporal-community-search-
based graph-embedding method TCS and the competing methods, with varying the dimensionality
h of the output embeddings, on the PrimarySchool and HighSchool datasets.

e LINE [224], which optimizes a suitable objective function preserving both first-order (one-
hop) and second-order (two-hop) proximities. Neighborhoods are not explored via random
walk, but in a breadth-first fashion.

e node2vec [118], which is based on the same idea underlying DeepWalk, but allowing more
flexibility on how random walks explore and leave the neighborhood of the current vertex.

These three methods consider non-temporal graphs. Therefore, we feed them with aggregated
graphs in which every edge exists if it exists in at least one timestamp. We tune the parameters
p and ¢ of node2vec as in the original paper [118], i.e., by performing a grid search with p,q €
{0.25,0.50, 1, 2,4}, while keeping the dimensionality of the embeddings fixed to h = 200 and h =
625, for the PrimarySchool and HighSchool datasets, respectively. The other competing methods,
DeepWalk and LINE, and our method based on temporal community search (which we refer to
as TCS in the following) do not have parameters (apart from the dimensionality h of the output
embeddings). After filtering out those vertices representing the teachers, we partition the remaining
vertices (i.e., the students) into training and test sets with an 80-20 split. A standard scaler
is applied to the features extracted by each embedding method and, then, a penalized logistic-
regression classifier is trained.

In Figure 7.5 we report classification results in terms of Macro Fj-score, with varying the
dimensionality h of the embeddings. On the PrimarySchool dataset, for h > 200, our TCS has
performance close to 1 in terms Macro F}-score, similarly to the three baselines. It can be observed
that the TCS results are better as h gets higher; in particular, TCS is even better than node2vec
for h = |T'|. This is expected and is motivated as, for higher h, TCS is allowed to rely on more
temporal information about the vertices. On the HighSchool dataset, TCS is outperformed by all
methods for smaller h. However, again, the performance of TCS becomes competitive for larger h,
up to achieving comparable results to the best method(s) for h = |T|.
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7.4 Summary

In this chapter we show the usefulness of notions introduced in Chapter 4, i.e., span-cores, maximal
span-cores, and temporal community search, in multiple analyses and applications to face-to-face
interaction networks gathered in schools. The contributions of this work are the following:

e we derive interesting temporal patterns of groups of students from (maximal) span-cores, i.e.,
daily activity patterns, mixing patterns, and interaction length;

e we devise a simple yet effective procedure to detect anomalous edges and intervals in a
temporal network;

e we show how to build a simple graph-embedding technique that makes use of the temporal
information provided by temporal community search and we apply it to the task of vertex
classification.
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Chapter 8

Visualizing structural balance in
signed networks

As described in Chapter 5, signed networks are network representations in which edges are anno-
tated as positive or negative [121]. They have been applied in a large variety of domains in which
interactions between entities are either friendly or antagonistic, e.g., anthropology [120], political
debates [144, 66], international relations [62, 71], and online social media and social networks [223].
The theory of structural balance has established as the standard for studying, from a theoretical
standpoint in sociology and psychology, the formation of opinions in both individuals and social
groups [4, 124]. Structural balance is widely applied to signed networks, e.g., for the analysis of
social media [158], the understanding of opinion dynamics [192], and the study of opinion separa-
tion [240]. A signed network has been proved to be structurally balanced or balanced if and only
if all cycles are balanced, i.e., include an even number of negative edges [52]. As a consequence,
network’s nodes can be assigned to two different sets such that we find only positive ties between
nodes in the same set and all negative ones between nodes of different sets [73], resembling the
definition of polarized communities introduced in Chapter 5. Figure 8.1 shows two simple examples
of balanced and unbalanced networks. The network on the left is balanced and has the two prop-
erties discussed above, i.e., all cycles are balanced and a clustering can be found in agreement to
all edges’ signs. On the other hand, the network on the right is not balanced: there are unbalanced
cycles (e.g., the one composed by the node sequence [A, B, D,C, A]) and there are edges disagree-
ing with the clustering (e.g., edge (B, E)). Even if a balanced network represents the most natural
configuration, structural balance is not necessarily a “positive” configuration, e.g., it is observed in
the alliance network between European nations just before World War I [194]. Moreover, most of
the large real-world networks are expected to be unbalanced since a single unbalanced cycle makes
the whole network unbalanced. Therefore, it has also been shown the importance of measuring to
what extent an unbalanced signed network is close to be balanced [152]. Structural balance is also
linked with group polarization, i.e., the division of a group of entities (e.g., nodes of a network)
into two subgroups each reaching consensus and having opposite opinions [235, 74, 45].

balanced unbalanced

Figure 8.1: Examples of balanced (left) and unbalanced (right) networks. Positive edges are
reported in blue, while negative edges in red.
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Network visualization has emerged as a key complement to standard network analysis tech-
niques to fill the gap between computation and interpretation, communicate findings, and deepen
insight [150]. A large variety of network layouts exists in literature [138, 93, 69, 125, 140] and,
also, implemented for visualization application, as, e.g., Gephi [28] and Cytoscape [212]. Surpris-
ingly, little attention has been paid to the visualization of signed networks [48, 152] and, to our
knowledge, none of the existing layouts highlights structural balance properties of signed networks.

In this chapter we tackle the task of identifying, through a visualization, whether a connected
signed network is balanced or unbalanced and, in the latter case, how much the network is un-
balanced. The proposed visualization method, Structural-balance-viz, places nodes in a Cartesian
coordinate system exploiting spectral properties of the signed Laplacian matrix, borrowing theo-
retical intuitions similar to Chapter 5 Edges are colored and bundled to make positive and negative
signs distinguishable and to ease the understanding of the global balance/polarization of the net-
work. At a glance, it is possible to catch if a network is balanced: no positive edges cross the
y-axis and no negative edges have both endpoints in the same quadrant, namely, the y-axis finds
a partition of the nodes as explained in [73]. The visual perception of the portion of edges “dis-
agreeing” with the partitioning, i.e., the fraction of positive edges crossing the y-axis and negative
edges internal to a quadrant, gives an indication of the level of balance of a network. Moreover,
we utilize the z-axis as a scale to show cumulative characteristics of the sets of nodes identified by
the y-axis, and include a textual indication of the level of balance of the network under analysis
in order to improve the comparability between different visualizations.

The layout produced by Structural-balance-viz has the following characteristics that are useful in
a variety of network analysis tasks: (i) it shows whether the input network is balanced or not and,
in the second case, how close the network is to be balanced; (i) by nodes’ z-coordinate, it provides
an indication of the contribute to the balance structure of the network and, also, of the individual
balance/polarization of each node (such information might be exploited, e.g., for the task of finding
non-polarized representatives [186)); (¢i%) it identifies two factions of nodes on the basis of their
polarization which finds applications in clustering problems, e.g., 2-correlation-clustering [60, 14];
(iv) the scale represented by the z-axis shows cumulative characteristics of the identified factions,
e.g., size or internal clustering coefficient; and, (v) the resulting visualization are reproducible
(desirable feature but not common to all network layouts, e.g., force based) and easy to compare
in terms of balance structure. We verify such characteristics by running Structural-balance-viz on
synthetic networks and a real-world dataset representing political debates.

8.1 Structural-balance-viz

First, we provide preliminary notations and definitions. We denote a signed undirected network
as G = (V,E;,E_), where V is a set of nodes, E is a set of positive edges, and E_ is a set of
negative edges. In this work, we require G to be connected. Let A be the signed adjacency matrix
of G, i.e., for each pair of nodes u,v € V, Alu,v] = 1 if (u,v) € Ey, Alu,v] = =1 if (u,v) € E_,
Alu,v] = 0 otherwise. Let also D = diag(d_ul,...,czuw‘) be the signed degree matrix of G, where
dy = Y, cy |Alu,v]| represents the signed degree, i.e., the number of neighbors disregarding the
sign, of a node v € V. Finally, we define the signed Laplacian matrix of G as:

L=D- A. (8.1)

We now describe our algorithm for visualizing structural balance in signed networks, which is
outlined as Algorithm 8.1. As mentioned beforehand, Structural-balance-viz makes use of the signed
Laplacian of the input network G. In fact, it starts by computing the signed Laplacian together
with its smallest eigenvalue A,, and the corresponding eigenvector @, (Line 2). At this point,
we already have all the information required for the visualization handy. At first, we identify
the coordinates of the nodes in V and store them in X and Y (cycle starting at Line 4). The
x-coordinate of each node u is directly obtained by the element of 4, corresponding to u. Since
more than a node might have the same abscissa and we want to avoid nodes to overlap, the y-
coordinates are computed in order to distribute nodes having the same z-coordinate vertically.
Next (Lines 7 - 10), edges are divided into four sets since, on the basis of the coordinates of their
endpoints and of their sign, different layouts are applied:
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Algorithm 8.1: Structural-balance-viz

Input: A signed network G = (V, E4, E_) and a network measure y (optional).
Output: A visualization of G.
/* Eigenvalue decomposition */
1 compute the signed Laplacian L of G
compute the smallest eigenvalue \,, of L and its corresponding eigenvector ¥,
/* Nodes coordinates */
X0 Y0
forall u € V do
X[u] = U [u]
L Y[u] = [{v € V | o] = Gnfu] Av < u}
/* Edge partitioning */
By ={e=(u,v) € By | X[u] = X[v]}
8 B* ={e=(u,v) € E_ | X[u] =X[v]}
9 B =E,\ Eﬁr
10 B¢ =E_\ E"
/* Drawing */
11 draw the Cartesian axes
12 draw the nodes in V' according to X and Y
13 draw the edges in E’+ in blue with horizontal-external bundling
14 draw the edges in E* in red with horizontal-internal bundling
15 draw the edges in E in blue with vertical-upper bundling
16 draw the edges in E° in red with vertical-lower bundling
/* Additional features */
17 if 4 # NULL then
18 Ci={ueV|X[u <0} C={ueV|Xu >0}
19 L let v = u(C;) — u(C,.) be the angular coefficient of the z-axis

N

(=21 B ]

~

20 draw the label “y = \,,”

° E’+ contains the positive edges having two endpoint with the same x-coordinate;
e E! contains the negative edges having two endpoint with the same z-coordinate;
e < contains the positive edges having two endpoint with different z-coordinate;

e E° contains the negative edges having two endpoint with different x-coordinate.

Structural-balance-viz is then ready to draw the visualization (Lines 11 - 16). At first, the Cartesian
axes and the nodes are positioned. Then, the edges are drawn exploiting coloring and bundling
to highlight their sign. In particular, positive edges are depicted in blue, while negative edges in
red. A positive edge ey € E is bundled towards the top of the visualization, if e, € E$, or
externally, if e, € EY%; while a negative edge e_ € E_ is bundled towards the bottom, if e_ € F¢,
or internally, if e_ € E" .

In order to improve the informativeness of our layout, we include two additional features in
Structural-balance-viz (from Line 17): one wants to provide information about the two sets of
nodes identified by the y-axis, while the latter has the aim of making different visualizations more
comparable.

Any eigenvector ¥ of the signed Laplacian can be used to derive a partition of network’s nodes
into two sets on the basis of the sign of the corresponding elements in ¥. Such partitioning is
at the basis of spectral-clustering methods [61] and it can identify polarized structures, i.e., two
sets of nodes showing high internal consensus and warring between each other [45, 100, 59]. In
the proposed visualization, the two sets are identified by the nodes in the left and in the right
quadrants, i.e., C; and C,. computed at Line 18 of Structural-balance-viz, respectively. In practical
applications, it is often of interest to know (and visualize) network measures of the two polarized
sets, e.g., size, internal clustering coefficient, internal density of positive edges, ratio of positive
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Figure 8.2: Visualization by Structural-balance-viz of a balanced network: all the cycles are bal-
anced.

edges, etc. We provide a simple visual expedient based on the angular coefficient of the z-axis that
resembles the behavior of a scale. Let p be the network measure of interest. Note that p is an
optional input parameter of Structural-balance-viz and the lines corresponding to this additional
feature are executed if p is actually provided in input. We define the angular coefficient of the
x-axis as

v = pu(Cr) — u(Cy). (8.2)

The work enclosed in [128, 129] proves theoretical bounds on the smallest eigenvalue of the
Laplacian of a signed network and investigates its relationship with respect to the level of balance
in the network. It is shown that a connected signed network is structurally balanced if and only if
Am = 0, i.e., the smallest eigenvalue of the Laplacian is zero, and that the higher \,,, the lower the
level of balance of the network is. Therefore, A, is the simplest indicator to take into account for
comparing structural balance in different networks (of equal densities). More complex indicators of
balance could also be employed [15]. Ideally, the y-coordinate where the z-axis crosses the y-axis
would be a simple manner to graphically show A,,. Unfortunately, we devoted consistent effort to
visualize such information in this way, but all attempts worsened the clarity of the layout (e.g., cut
off edges). To this extent, we include in Structural-balance-viz a label reporting the value of A, on
the top of the y-axis and leave the visualization of A,, without the label as future work.

The time complexity of Structural-balance-viz is governed by the time required by the eigen-
value decomposition of L, while the space complexity is O(|V|?), again imposed by L. Note that
computational-intensive network measures p might considerably extend the running time when
drawing large networks.

Figures 8.2 and 8.3 show two examples of visualizations generated by Structural-balance-viz for
a balanced and an unbalanced network, respectively. For such visualizations, we remove the label
reporting A, to prove how obvious the difference between the two networks is even without textual
information. Also, as for all other examples in this chapter, edge bundling is not applied. It is
immediate to note that the network represented in Figure 8.2 is balanced: all the nodes are at the
extremes of the a-axis and no blue (red) edge crosses the y-axis (lays in the same quadrant). This
configuration highlights the fact that all the cycles of the represented network are balanced. On
the other hand, Figure 8.3 shows an unbalanced network since there are positive edges in-between
the two factions of nodes and a negative edge within two nodes in the left quadrant; therefore, we
easily find the presence of unbalanced cycles.

Figure 8.4 shows the same network of Figure 8.3 with both the additional features of Structural-
balance-viz; in this case, the z-axis scale compares the size of the two factions of nodes, i.e., ;1 counts
the number of nodes in the sets. At a glance, it is possible to understand that the left faction is
slightly larger than the right one (six and four nodes, respectively) and that the smallest eigenvalue
of the signed Laplacian is not far from zero; this means that the network is not far from being
balanced (i.e., there are not many unbalanced cycles).
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Figure 8.3: Visualization by Structural-balance-viz of an unbalanced network: not all the cycles are
balanced.

y=062

Figure 8.4: Visualization by Structural-balance-viz of an unbalanced network (same as Figure 8.3)
with the the additional features. The z-axis scale compares the size of the two factions of nodes.

8.2 Validation and application

In this section we validate the proposed network layout by visualizing synthetic networks. Also,
we apply Structural-balance-viz to derive concrete insights from the Congress dataset, the same
introduced in Chapter 5, representing political debates.

We develop Structural-balance-viz by using D3.js with a Java back-end. The visualization is
made available by a web interface that allows the selection of the input dataset and of p (i.e., the
network measure that defines the angular coefficient of the x-axis)!. The current implementation
can consider only the size of the sets of nodes as p, but the code is easily extendable to consider
other characteristics. The time required by our implementation to produce each visualization has
always been less than a few seconds.

8.2.1 Validation: synthetic networks

We first focus our attention on synthetic-generated networks with the aim of proving that the
visualizations produced by Structural-balance-viz are easily comparable. The generative process for
signed networks we follow requires in input three parameters: n indicates the number of nodes,
0 defines the edge density, while v is the ratio of unbalanced triangles in the network (which is
another indicator of how much a network is balanced [73]). The procedure works as follows:

LCode available at github.com/egalimberti/balance_visualization.
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Figure 8.5: Visualization by Structural-balance-viz of synthetic networks for increasing values of v
(n =30, 6 =0.3).

e generate a complete balanced network of n nodes (this can be achieved by partitioning the
n nodes into two and then assigning negative sign to the edges connecting nodes in different
sets while positive sign to all others edges);

e randomly remove edges that do not disconnect the network until the edge density is less or
equal than d;

e randomly change signs of edges appearing in balanced triangles until the ratio of unbalanced
triangles is less or equal than v.

In Figure 8.5 we report our visualization for six networks generated by the described procedure
by progressively increasing v (v € [0,0.2,0.4,0.6,0.8,1]) while keeping n and ¢ fixed (n = 30,
0 = 0.3). Therefore, we have the full range of networks in terms of structural balance: on one
extreme (v = 0) the network is perfectly balanced, on the other (v = 1) the network has no
balanced triangles. When v = 0, as expected, we obtain the perfectly distinguishable configuration
of balanced networks, where all nodes are in either extremes of the x-axis, no positive edge crosses
the y-axis, and no negative edge entirely lies in the same quadrant. Note that, for the balanced
case, we do not provide in input to Structural-balance-viz any network function p since the number
of nodes in the sets can be inferred by the height of the two stacks. As v grows, the most of
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.Q% y=0.16

Figure 8.6: Visualization by Structural-balance-viz of the United States Congress network.

Figure 8.7: Visualization by Structural-balance-viz of the United States Congress network after sign
reshuffling.

the nodes gradually moves from the extreme ordinates to the center of the plot; nonetheless, even
for v = 1, we note a few highly-polarized nodes at the margins of the horizontal domain. In
addition, more and more both positive edges cross the y-axis and negative edges are within one of
the two quadrants. The additional features result to be extremely useful in these cases. At first,
the scale gives a precise indication that the right faction is larger than the left one for all values
of v. Also, the smallest eigenvalue of the signed Laplancian, which grows coherently with v, eases
the comparison of visualizations that might appear similar (e.g., v = 0.8 and v = 1) and provides
a definitive indication about the structural balance of the visualized networks.

8.2.2 A case study: the United States Congress network

Next, we apply Structural-balance-viz to the analysis of the Congress dataset?, a real-world network
modeling political debate in the United States Congress. Nodes (|V| = 219) are politicians speaking
in the Congress, edges (|E;+ U E_| = 521) denote that a speaker mentions another speaker, while
signs report whether mentions are in support (positive) or opposition (negative).

Figure 8.6 shows the visualization of the original Congress network. It is easy to notice that
the members are divided into two (almost) equally-sized factions that are close to be balanced;
in fact, there is only one negative edge within the left faction and a relatively few positive edges
crossing the y-axis. The z-axis can be seen as the left-right political spectrum: the most of the

2Dataset available at konect.cc
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politicians are quite moderate, while there are some polarized members especially in the right, and
a few nodes that lay close = 0 (probably the mediators between the two factions).

To have a better understanding of the structural balance of the the Congress network, we
compare it to a null model. In particular, we maintain the same network structure while reshuffling
the edge signs, leaving the number of positive and negative edges unchanged. The visualization of
the resulting reshuffled network is reported in Figure 8.7. In this case, the balance/polarization
structure of the network is destroyed since the majority of the nodes collapse close to the origin.
All the negative edges (except one) lay between such nodes and are no more visible in the layout.
Only five members maintain their polarization in the right. Moreover, the smallest eigenvalue of
the signed Laplacian is greater than in the original network. All this indications suggests that,
the United States Congress network is more balanced/polarized than what is expected by chance,
according to a reshuffled null model. The Congress is instead quite polarized, very close to being
structurally balanced, due to the political parties and alliances.

8.3 Summary

In this chapter we introduce Structural-balance-viz: a novel algorithm that places nodes in a Carte-
sian coordinate system, that resembles the behavior of a scale, and exploits edge coloring and
bundling for showing whether a connected signed network is balance or unbalanced and, in the
latter case, how far it is from being balanced. Structural-balance-viz is validated by the analysis
of synthetic networks: it is proved to provide an indication of balance/polarization of the whole
network and individually of each node, to identify two factions of nodes on the basis of their polar-
ization and show their cumulative characteristics, and to produce reproducible and easily compa-
rable visualizations. A direct application to a real-world dataset about political debates confirms
that Structural-balance-viz is able to provide meaningful insights about the balance/polarization
structure of the network.
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Chapter 9

Conclusions

This thesis expands the bulk of literature about complex networks with two main contributions.
The first part proposes a series of novel definitions and algorithms for finding dense structures in
multilayer, temporal, and signed networks that enrich the standard network representation with
additional features. In particular, we define core decomposition in multilayer networks and we show
how it can be employed in a bunch of theoretical applications; we introduce core decomposition
in temporal networks which provides a set of dense structures associated with a clear temporal
collocation; and, we show how the problem of finding polarized communities in signed networks
can be tackled by algorithms based on spectral theory. In the second part of the thesis, instead, we
focus on the in-depth study of the substructure in temporal and signed networks derived from real-
world data. First, we study the migration of researchers around the globe from a complex network
perspective; then, we confirm that span-cores are a valuable tool for the analysis of face-to-face
interaction networks; and, finally, we show that proper network-drawing methods are powerful for
unveiling insight about the balance/polarized structure of signed networks.

Future work

Each contribution of the current thesis opens enticing avenues for further inquiry:

e Multilayer core decomposition might be employed for the analysis of multilayer brain net-
works in which each layer represents a patient, vertices are brain regions, and edges are
co-activation interactions measured by fMRI scans. In this scenario, multilayer core decom-
position might result to be a powerful tool to identify common substructures to patients
affected by diseases or under the assumption of drugs and, also, to select features in order to
discriminate actual patients from healthy individuals.

e It would be of interest to study the role of maximal span-cores in spreading processes on
temporal networks. Also, span-cores represent features that can be used for network finger-
printing and classification as well as for model validation, and that could provide support for
new ways of visualizing large-scale time-varying graphs.

e The application of the proposed definition of 2-POLARIZED-COMMUNITIES to real-world net-
works with positive and negative relationships can have implications in computational social
science problems. For instance, understanding opinion shifts in data streaming from social
media sources can be investigated in terms of polarized communities. Opinions shared within
vertices (individuals) belonging to the same community are likely to be reinforced after dif-
ferent interactions; discussions within individuals with antagonistic perspectives may result
in both opinion shifts and controversy amplification. Thus, it would be interesting to study
extensions of the 2-POLARIZED-COMMUNITIES problem in the setting of temporal networks.

e The analysis carried out about the scientific migration network can be expanded by studying
the correlation between hub and authority scores with respect to metrics of research/academic
success and economic indicators, e.g., GDP; also, the analysis might be restricted to a specific
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geographical region (e.g., Europe) to study migrations at smaller granularity (e.g., cities) or
according to specific science fields; moreover, it would be of interest to replicate our analysis
on other datasources to confirm/integrate the obtained results results.

The implementation of Structural-balance-viz can be deployed to a public web interface and
made available for network visualization tools, e.g., Cytoscape, so that practitioners and
researchers could use it for visualizing the polarized structure of real-world signed networks.
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