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INTRODUCTION 

The geomagnetic field (GMF) origin, intensity and direction 

The Earth’s magnetic field or geomagnetic field (GMF) is a natural physical phenomenon 
observable on the Earth. Adopting the definition by Glatzmaiers and Roberts (1995), the GMF 
can be described as a dominant dipolar field at the surface of the Earth with an axis which on 
the average lies closed to the Earth’s rotation geographical axis.  
A magnetic field (MF) is known to be the combination of magnetic materials and electric 
currents. The GMF originates in the Earth’s outer fluid metallic core which is well above the 
Curie point (at which metals lose their ferromagnetic properties) and is sustained by the 
electrical currents which circulate in this ocean of liquid iron. The convection of molten iron 
together with the Coriolis effect caused by the overall planetary rotation tends to produce 
these “electric currents” in rolls aligned along the north-south polar axis. When a conducting 
fluid flows across an existing MF, electric currents are induced, thus creating another magnetic 
field. The new induced MF reinforces the original MF, creating a dynamo which sustains itself. 
Nowadays, the GMF origin theory is correlated to the above illustrated dynamo hypothesis, 
which was firstly introduced by Sir Joseph Larmor in 1919 to account for the magnetic field of 
sunspots (Figure 1).  
The Earth’s magnetic field is a solenoidal vector field with 3 components: inclination, 
declination and intensity (Merrill and McFadden, 1995). Magnetic field lines emerge from the 
planet forming an angle in relation to the Earth’s surface that varies with the latitude. This is 
referred to as the inclination of the field. In contrast, the declination refers to the angle of the 
magnetic field lines with respect to true geographic North, reflecting the direction a compass 
needle points. The intensity of the field is measured in terms of its flux density (B). B is the 
vector that describes electrodynamic phenomena deriving from the field and it is measured 
in Tesla (symbol: T), defined as:  

T =  N
s

C m
= V

s

 m2
=

Wb

 m2
 

 

In SI unit, the magnetic flux (φ) is measured in Weber (Wb) and represents the product of B 
and the area that is filled by the magnetic field (Wb =  T m2). The GMF intensity as well as its 
direction are subjected to local differences at the Earth’s surface. Its strength values range 

from less than 30 T at the south Atlantic anomaly level (including most of South America and 

South Africa) to almost 70 T around the magnetic poles in northern Canada and south of 

Africa. As for the direction, its parallel component is maximal at the equator (about 33 T), 

while its perpendicular component shows its maximal at the magnetic poles (about 67 T).  
The GMF is not stable, it is subjected to variations on time scales from milliseconds to millions 
of years (Jacobs and Sinno, 1960). The average value of its flux density at the surface of the 
Earth is influenced by changes in the Earth’s interior magnetism together with fluctuations of 
external variables such as the solar activity and other atmospheric events (Valet, 2003). The 
geomagnetic field has a regular small variation with a fundamental period of 24 hours. This 
variation is easiest to observe during periods of low solar activity when large irregular 
disturbances are less frequent. Geomagnetic storms, sub-storms, and pulsations are the most 
noteworthy manifestations of the geomagnetic activity, which induces daily to weekly 
changes in GMF circadian rhythmicity. In particular, they affect the electric currents of the 
magnetosphere and ionosphere , which are both external sources of the GMF, but lower than 
the interior Earth’s MF by several orders of magnitude (Valet, 2003). 
Together with changes in its intensity, the GMF is subjected to reversion in its polarity, on 
timescales of millennia. During the so called GMF reversals or excursions usually a few 
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thousand years long, the GMF strength is strongly reduced and can even exhibit low-frequency 
perturbations (Crain, 1971). Considering the key role of GMF in protecting the Earth by the 
solar wind charge particles, these events abolish the shielding of our planet from the cosmic 
rays (Leske et al., 1995). 
 

 

Figure 1: A snapshot of the 3D magnetic field structure simulated with the geo-dynamo model. Magnetic field 
lines are blue where the field is directed inward and yellow where directed outward. The rotation axis of the 
model Earth is vertical and through the center. A transition occurs at the core-mantle boundary from the intense, 
complicated field structure in the fluid core, where the field is generated, to the smooth, potential field structure 
outside the core. The field lines are drawn out to two Earth radii. Magnetic field is wrapped around the "tangent 

cylinder" due to the shear of the zonal fluid flow (Glatzmaiers and Roberts, 1995). 

The GMF as a possible evolution driving force 
Along the evolutionary and geological timeline of the Earth, the GMF has always been a 
natural environmental element. Considering the changes that affected its intensity and 
polarization in time and space, it is legitimate to assume that the GMF could act as an abiotic 
stress factor on living organisms. For a long time, most scientists have casted doubt on the 
possibility of biological responses to geomagnetic activity. The main reason for these doubts 
is that the energy of geomagnetic fluctuations that comprise geomagnetic activity is much 
lower than the thermal noise of biological systems (Krylov, 2017), thus marking the GMF as a 
weak magnetic field. Despite all doubts, the number of empirical findings describing significant 
correlations between geomagnetic activity and biological parameters has steadily increased 
over time (Krylov, 2017). Moreover, joint analysis of the fossil record and paleomagnetic data 
point out a correlation between fossil pattern of extinction, speciation and geomagnetic 
polarity reversals. This trend is demonstrated for both marine and terrestrial faunal organisms 
(Buchachenko, 2016). The greatest incidence of high-energy particles and UV radiations able 
to reach the Earth surface during GMF reversals could be one of the reason of the massive 
extinction and speciation related to this event. In fact, mass extinctions have involved also 
marine life that is effectively shielded from cosmic radiation and UV (Crain, 1971). Moreover, 
considering that cosmic rays produce only a small percentage of all observed genome 
mutations (0,6%), they cannot be responsible of an evolutionary discontinuity (Crain, 1971). 
Thereby, a simpler and straight explanation of this issue is that GMF has direct bioeffects on 
living organisms. The GMF is not shielded by seawater and it can freely penetrate biological 
tissues and operate on both marine and terrestrial organisms with equal effectiveness. 
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Periods of GMF polarity reversal last from a minimum of 1000 yrs to a maximum of 13000 yrs 
(Crain, 1971; Glatzmaiers and Roberts, 1995). Thereby, many consecutive generations of all 
kingdoms of organisms would have been exposed to an environment with a greatly reduced 
magnetic field, thus possibly affecting their evolution. Recently, it has been proved that 
periods of normal polarity transitions overlapped with the diversification of most of the 
familial Angiosperm lineages (Occhipinti, De Santis and Maffei, 2014)(Figure 2). Therefore, 
together with its intensity reduction during polarity reversals, GMF could have even affected 
plant evolution by its polarity.  

 

Figure 2: Influence of GMF polarity on plant evolution: the evolutionary history of plants (on the left); a direct 
comparison between GMF polarity and the diversification of Angiosperms (on the right) (Occhipinti, De Santis 
and Maffei, 2014). 

The weak magnetic field (WMF) affects biological processes 
Magneto-biological experiments have been conducted to highlight the sensitivity of biological 
systems to permanent and alternating MFs. It has been demonstrated that the ability to 
respond to magnetic fields is ubiquitous and universal among all kingdoms of organisms 
(Buchachenko, 2016). Interestingly, the GMF appears to influence the circadian biological 
processes in animals, thus having been proposed as an endogenous clock entertainer in 
animals (Bliss and Heppner, 1976; Brown, 1976; Yoshii, Ahmad and Helfrich-Förster, 2009). In 
all living organisms, MF-induced bioeffects are present at a biochemical, molecular, cellular 
and whole organism level and they depend upon the intensity, amplitude, time and frequency 
of applied fields (Ghodbane et al., 2013). In general, four different types of magnetic fields 
have mainly been employed in experimental conditions: 

a) Weak static homogeneous magnetic field from 0 to about 100 T (including the GMF 
values). It can be divided into:  
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- weak or low magnetic field (WMF) referred to intensities from 100 nT to 0.5 
mT; 

- super weak or conditionally zero field (also called Near Null Magnetic Field, 
NNMF) related to intensities below 100 nT.  

b) Strong homogenous magnetic field (mT to T); 
c) Strong inhomogeneous magnetic field; 
d) Extremely low frequency (ELF) magnetic field of low to moderate (several hundred 

micro Teslas) magnetic flux densities. 
Amongst these four types of experimental conditions, only the weak static fields contribute 
directly to the question whether organisms can detect the GMF or not, even though much 
useful information can also be extracted from other treatments (Galland and Pazur, 2005).  
Magnetic fields lower than the GMF have been created in laboratory using different 
techniques; one method consists in surrounding the experimental zone by ferromagnetic 
metal plates with a high-magnetic-permeability (such as “mu-metal”). This solution allows to 
deviate the flux lines of the external magnetic field and to concentrate them within the metal 
plates, this way screening the experimental zone from the external magnetic field. However, 
this screening approach is prohibitively expensive, and it is technically infeasible to build large 
exposure chambers (> 3 m3). Moreover, this method forces plants to grow in unrealistic 
environmental conditions (air circulation, temperature, lighting), which affects many natural 
plant responses (e.g., light, temperature, etc.) (Maffei, 2014). 
Alternatively, it is possible to obtain a reduced MF in a more natural environment by using 
Helmholtz coils. A Helmholtz coil is a device that can be used for producing a region of nearly-
uniform magnetic field and it consists of a pair of two identical (usually circular) magnetic 
solenoids. Solenoids are placed symmetrically along a common axis and separated by a 
distance h equal to the radius R of the coil. Each coil carries an equal electric current in the 
same direction, so that a stable and constant Baxis component (parallel to the coil pair axis) is 
produced in the middle of the coil pair in order to compensate the GMF (Maffei, 2014). 

Plants respond to WMF  

Under MF values higher than GMF, many plants processes, such as germination, leaf 
movement, stomata conductance, root and shoot growth, gravitropic-related response, 
photosynthesis and redox status-related responses are affected (Maffei, 2014). Despite the 
lack of experiments performed under WMF conditions with respect to those testing the 
effects of high magnetic field on plants, a large body of data demonstrates plant susceptibility 
even to WMF (Maffei, 2014). Some of the experiments carried out from 1977 up to now are 
reported below, showing the complexity and contradiction of plant responses: 

- From a morphological point of view, WMF seems to affect the growth and 
development of different plant organs, usually in a contradictory way. For example, 
the development of primary roots was influenced by WMF during early germination 
stages. While a growth inhibition was observed in sugar beet, wheat and pea primary 
roots after the first 4 days of WMF exposure, a later root elongation partially 
compensated the reduction compared to GMF-exposed controls (Belyavskaya, 2004). 
In another set of experiments, 3-5-day old wheat seedlings grew slower in a wide range 
of WMF (from 0.20 nT to 0.1 mT) than in GMF conditions, while a small increase in the 

pea seedlings length was observed at 40 T and 0.5 T (Bogatina et al., 1978, 1979). 
Differently, 3-day old pea epicotyls exposed to WMF for 24h in the darkness were 
longer than in GMF conditions (Negishi et al., 1999). 

- Considering plant biomass, in vitro experiments showed that its production from plant 
tissue cultures is either stimulated or inhibited under WMF conditions. It depended 
upon the species, genotype, type of initial explant, treatment duration and even 
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culture medium (Rakosy-Tican, Aorori and Morariu, 2005). Similarly, even the fresh 
weight of pot-grown seedlings was differently affected by WMF depending on the 
plant species (Lebedev et al., 1977). Considering plant later developmental stages, 
Arabidopsis thaliana biomass accumulation was significantly suppressed at the time of 
switching from vegetative to reproductive growth under WMF (Xu et al., 2013). 

- Flowering time is also affected by WMF: Arabidopsis thaliana growth in NNMF 
conditions reached flowering ca. 5 day later than in normal GMF (Xu et al., 2012, 2013); 

- WMF has also demonstrated effects at the cellular cycle level. For example, pea, flax 
and lentil root meristems showed a delay of the pre-synthetic G1 phase and post 
synthetic G2 phase under WMF. Moreover, a decrease in the functional genome 
activities occurred in the early G1 phase under WMF conditions compared to GMF 
control (Fomicheva et al., 1992; Fomicheva, Govoroon and Danilov, 1992) 

- WMF also causes alterations in cellular structures. As an example, it induced a 
noticeable accumulation of lipid bodies, together with a development of lytic 
compartments (vacuoles, cytosegresomes, and paramural bodies) and a reduction of 
phytoferritin in plastids of meristem root cells. Moreover, mitochondria seemed to be 
the WMF most sensitive organelles due to their cellular size and relative volume 
increment and cristae reduction under this condition (Belyavskaya, 2001). 

- Furthermore, MF intensity seems to interfere with the chemiosmotic equilibrium in 
plant cells. WMF increased the rate of water absorption and osmotic pressure of cell 
sap at the middle part of pea epicotyl (Negishi et al., 1999). Experimental data provided 
evidence that WMF alters water relations also in seeds, and this effect might explain 
the reported alterations in their germination rate (Reina, Pascual and Fundora, 2001). 
Moreover, several experiments showed that WMF causes alterations in the 
mobilization of ions and that Ca2+ entry into the cytosol might constitute an early MF 
sensing mechanism (Belyavskaya, 2001).  

Physical models for explaining WMF perception in plants 
Despite the evidence that a WMF has effects on living organisms, the molecules and 
mechanisms that mediate the sensory transduction are far from being elucidated. So far, 
amongst the physical processes and models that have been theorized to explain the 
fundamental nature of bioeffects of weak MF on living organisms (Belyavskaya, 2004), the 
ferrimagnetism and the ion cyclotron resonance (ICR), together with the radical pair 
mechanism (RPM) appear to be the most suitable for trying to identify the WMF mode of 
action on plants.  
On the one hand, the magnetite-based hypothesis predicts the existence of a 
mechanosensitive channel attached to a ferrimagnetic structure made of an iron oxide such 
as magnetite (Fe3O4) which is able to perceive MF (Winklhofer and Kirschvink, 2010). This 
conceptually simple idea is tenable since it is known that numerous species are able to form 
biogenic magnetite. The best examples are magneto-tactic bacteria, which generate a chain 
of intracellular magnetite crystals (Uebe and Schüler, 2016). They employ this internal 
compass needle to guide their swimming along the incline of the magnetic field vector to 
deeper waters with favorable redox conditions. Magnetite particles, which are ubiquitous in 
the animal kingdom, were reported to be absent in higher plants (Frankel, 1990). More 
recently, however, “botanical magnetite” has been detected in disrupted grass cell 
(Gajdardziska-Josifovska et al., 2001). Investigations have even shown that phytoferritin 
occurs in plant cells as crystalline magnetite and hematite (McClean et al., 2001). 
On the other hand, the ion-cyclotron resonance (ICR) model assumes that Ca2+ ions moving 
helically along geomagnetic field flux lines are accelerated by cyclotron resonance generated 



6 
 

by an extremely low frequency (ELF) MF superposed on the GMF. This results in increased Ca2+ 
influx via calcium channels aligned with the GMF, thus altering equilibria of biochemical 
reactions(Sandweiss, 1990). However, the ICR model explains only the perception of ELF MF 
(around 50-60 Hz) that occurs during geomagnetic activity or that is induced by humans.  
Alternatively, the radical pair mechanism (RPM) is one of the most reliable theories of 
biochemical responses to MF. RPM is indeed the only physically plausible mechanism by which 
the magnetic interactions that are ten orders weaker than the average thermal energy, kBT, 
can affect the total chemical energy balance (Occhipinti, De Santis and Maffei, 2014). The basis 
of this theory lays in the fact that magnetic interactions with reactants are the only ones able 
to change the spin of electrons, whereas a chemical reaction is normally allowed only if the 
total spin of products is the same as that of reagents, following the law of the angular 
momentum conservation (Hore and Mouritsen, 2016). MF controls the singlet-triplet states 
(antiparallel and parallel electron spin respectively) of a radical pair population and, 
consequently, the reaction pathways and chemical reactivity (Messiha et al., 2014; 
Buchachenko, 2016). The radical pair mechanism is known to be at the base of many 
phosphorylation dependent enzymatic processes, when mediated by magnetic nuclei 
(Buchachenko, 2016; Jones, 2016). Recently, because of its radical pair mechanism, 
cryptochrome has been identified as a probable magnetic compass in birds, which use the 
GMF as a direction for their migration (Wiltschko and Wiltschko, 2005). Cryptochromes are 
blue light photoreceptors that are present not only in animals, but also in plants. Thereby, the 
hypothesis of a cryptochrome-mediated MF perception in plants is more than plausible. 

Arabidopsis thaliana cryptochromes as possible magneto-sensors 
Cryptochromes are receptors for blue and UV-A light, that share sequence similarity to DNA 
photolyases. They are present in all eukaryotes and bacteria (not in Archaea) organs and 
tissues. There are three major subfamilies of cryptochromes: animal cryptochromes, plant 
cryptochromes and CRY-DASHes. CRY-DASH proteins may play a role in the repair of 
cyclobutene pyrimidine dimers, thus representing the only CRY family which has not lost DNA 
photolyase activity during evolution (Liu et al., 2016). Differently, animal cryptochromes are a 
component of the circadian system that controls daily physiological and behavioral rhythms. 
Therefore, the observed influence of the GMF on animals' circadian clocks seems to be 

mediated by cryptochromes (Yoshii, Ahmad and Helfrich-Förster, 2009). Whereas, plant 
cryptochromes have a key role in photomorphogenic responses and photoperiodic flowering.  
Arabidopsis thaliana encodes three different CRYs: CRY1, CRY2, CRY3 (the last one is a CRY-
DASH protein). CRY1 and CRY2 are blue-light photoreceptors that can exist as dimers. CRY1 is 
present both in the cytoplasm and in the nucleus, while CRY2 is localized predominantly in the 
nucleus. Arabidopsis cryptochromes possess two domains: a N-terminal photolyase-related 
(PHR) region and a C-terminal extension (CCE) domain. The CEE region is variable both in 
length and sequence: CRY1 and CRY2 are 180 and 110 amino-acid residues in length, 
respectively. This domain plays an important role in the rely of CRY signaling to downstream 
components. On the other hand, the PHR region has a highly conserved sequence composed 
by 500 amino acids folded in an α/β domain and a helical domain, which are connected by a 
variable loop that wraps around the α/β domain. PHR region is responsible of dimer formation 
and can bind two chromophores, flavin adenine dinucleotide (FAD) and pterin which acts as a 
secondary chromophore (Yang et al., 2017). FAD is incorporated in the FAD-access cavity, it is 
not covalently bound, and it is free to interact with solvent. FAD cavities of CRY1 can also 
interact with an ATP analog. FAD can acquire interconvertible redox forms: FAD, FADH•, FADH- 

and FADH+. FAD is the resting state and is accumulated under long dark period. Only upon 
blue light FAD is converted in FADH•, leading cryptochrome to acquire its active signaling 
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form. Recently, a combination of quantum biology and molecular dynamics simulations on 
Arabidopsis cryptochrome isoform 1 has demonstrated that after photoexcitation an electron 
transfer from three tryptophan amino acids to FAD leads to the formation of a FADH• and 
Trp• radical pair in singlet state that can have a magnetic response even induced by a weak 
external magnetic field (Solov’yov, Chandler and Schulten, 2007; Kattnig, Solov’yov and Hore, 
2016) 

WMF influences the radical pair originated after Arabidopsis cryptochrome 

excitation 

FADH• + Trp• lifetime is about 6 s, a time frame long enough for possible interconversion 
and control of the overall spin state by an external magnetic field. Depending on its intensity, 
the external MF can differently interfere with the so-called hyperfine interaction of magnetic 
nuclei with the unpaired electron spins.  
FADH• signal is quenched in two ways: (1) FADH• can absorb a second, blue-green, light 
photon and be converted to the fully reduced inactive form FADH- that under dark and aerobic 
condition is reverted back to the initial FAD state. (2) An electron back-transfer from FADH• 
to Trp•, leads to the formation of FADH+ that decays quickly to the fully oxidized FAD via 
deprotonation.  
The MF control of the radical pair spin state leads to a cryptochrome magnetic response 
changing the kinetic of the first way and inhibiting the second way (which cannot occur in 
triplet state) (Solov’yov, Chandler and Schulten, 2007)(Figure 3). Despite the observed 
influence of WMF on the cryptochrome flavin-tryptophan radical pair, the occurrence of 
magnetic effects on plants could also be not exhibited dependently from this factor 
(Buchachenko, 2016). Actually, evaluating WMF influence on the processes downstream 
cryptochrome activation is the only way to assess whether cryptochromes are able to perceive 
WMF inducing a signal cascade in plants. 

 
Figure 3: Blue light activates cryptochrome through absorbing a photon by the flavin cofactor. FAD becomes 

promoted to an excited FAD* state and receives an electron from a nearby tryptophan, leading to the formation 

of the [FADH• + Trp•] radical pair, which exists in singlet (1) and triplet (3) overall electron spin states by coherent 

geomagnetic field-dependent interconversions. Under aerobic conditions, FADH• slowly reverts back to the initial 

inactive FAD state through the also inactive FADH− state of the flavin cofactor (Maffei, 2014). 
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Cryptochrome-related physiological responses in Arabidopsis and magnetic 

field (MF) influence  
After CRY1 and CRY2 photoactivation by phosphorylation, their CCE domain acquires a 
negative charge thus allowing a conformational change of the closed dark-promoted CRY 
structure. The light- induced change in cryptochrome conformation is directly related to the 
signal transduction pathway downstream its activation. Cryptochromes regulate many 
biological processes such as the suppression of seedling stem growth, the de-etiolation of 
seedlings, chlorophyll and anthocyanin synthesis and the promotion of leaf and cotyledon 
expansion (known as photomorphogenic responses), the control of flowering time, the 
regulation of stomatal opening, the resetting of the circadian oscillator and the programmed 
cell death (Yang et al., 2017). Along with cryptochromes, the red-light photoreceptors 
phytochromes (PHYs), the blue light LOV domain containing F box photoreceptors (ZEITLUPE 
(ZTL), FLAVIN-BINDING KELCH REPEAT F-BOX 1 (FKF1) and LOV-KELCH PROTEIN 2(LKP2)) and 
the blue light photoreceptors phototropins (PHOTs) mediate these processes dependently 
from light quality, quantity and intensity. To this aim, photoreceptors activate a complex signal 
network that approximately involves 30% of Arabidopsis genome (Ma et al., 2001).  
Amongst the photoreceptors- promoted processes, the resetting of the circadian time is 
directly linked to plant growth-promoting processes and flowering time (Shim, Kubota and 
Imaizumi, 2017). Indeed, the circadian clock controls the diurnal amplitude and phasing of a 
wide variety of rhythmic phenomena in plants (e.g., flowering time, hypocotyl expansion and 
gene expression).  

Circadian clocks are endogenous and self-sustaining timekeeping networks, thus able to 
persist as free rhythms under constant environmental conditions (such as constant light or 
dark, and constant temperature) (Nohales and Kay, 2016). The circadian clock is composed by 
three interlocked loops differently expressed during the day. The morning loop is composed 
by CIRCADIAN CLOCK ASSOCIATED 1 (CCA1) and LATE ELONGATED HYPOCOTYL 1 (LHY) that 
activate PSEUDO-RESPONSE REGULATOR 7 (PRR7) and PSEUDO RESPONSE REGULATOR 9 
(PRR9) which in turn repress the MYB transcription factors. The central loop is composed by 
CCA1 and LHY that repress transcription of the evening expressed genes TIMING OF CAB 
EXPRESSION 1 (TOC1) and GIGANTEA (GI) instead. On the opposite, TOC1 and GI activates 
transcription of LHY and CCA1 (Fornara, de Montaigu and Coupland, 2010; Nohales and Kay, 
2016). Three additional evening clock proteins (EC) associate into a hub and maintain the 
repression of morning and evening oscillator components. This complex comprises LUX 
ARRYTHMO (LUX), a MYB like GARP transcription factor, and EARLY FLOWERING 3 (ELF3) and 
EARLY FLOWERING 4 (ELF4), two unrelated plant specific proteins. The EC components are 
repressed by CCA1 and LHY in the morning and by TOC1 in the evening, and mutation of any 
of the components results in arrhythmia (Nohales and Kay, 2016). Circadian rhythms are 
characterized by an amplitude which is the extent of an oscillatory movement, a phase which 
is the instantaneous state of an oscillation within a period, and a period which is the time 
taken for a complete oscillation to take place. Light and temperature can be called zeitgebers 
(ZT, “time giver”) because of their capability to reset circadian rhythms, modifying the period 
length from the free run period to the 24 h under normal Light/Dark (LD) or temperature 
cycles (Más, 2005). In particular, light can modulate the expression of several clock genes at 
many levels and at different time of the day (Harmer, 2009) (Figure 4). The response to light 
can be gated by the clock itself, since PHYs and CRYs transcription as well as FKF1 expression 
are clock regulated (Hall et al., 2001; Shim, Kubota and Imaizumi, 2017). Some photoreceptors 
can directly interact with clock components (Song et al., 2014) or with light-signaling 
intermediates such as the PHYTOCHROME INTERACTING FACTORS (PIFs), which are bound to 
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the promoters of light responsive genes including CCA1 and LHY and mediate the 
photomorphogenesis process (Martinez-Garcia, Huq and Quail, 2000). CONSTITUTIVELY 
PHOTOMORPHOGENIC 1 (COP1) interaction with the CRYs has been linked with the protein 
regulation of GI (Xu, Zhu and Deng, 2016) and is essential for both the flowering and the 
photomorphogenesis process. The main function of COP1/SPA complexes is to target 
CONSTANS (CO) and HYPOCOTYL ELONGATION 5 (HY5) for ubiquitination, and their eventual 
degradation (Osterlund et al., 2000; L. J. Liu et al., 2008). CRY1 and CRY2 photoactivation 
allows the binding with COP1/SPA complexes, inactivating them (Sarid-Krebs et al., 2015). 

Regarding flowering time, CRY1 and CRY2 gene expression regulating mechanism is mostly 
linked to CONSTANS (CO), a key transcription factor known for promoting the expression of 
the florigen (FLOWERING LOCUS T (FT)) under LD conditions (Fornara, de Montaigu and 
Coupland, 2010). CRY2 can also bind CRYPTOCHROME-INTERACTING BASIC HELIX- LOOP-
HELIXs (CIBs), a group of proteins that directly promote flowering, by inducing FT expression 
(Yang et al., 2017). Blue light LOV domain containing F box photoreceptors also promote 
flowering by enhancing CO protein and CO and FT transcript level. In particular, FKF1 and GI 
together promotes the degradation of CYCLING DOF FACTOR (CDF), which are CO repressors. 
Moreover, it is the coincidence between the circadian rhythms of CO, GI and FKF1 and 
exposure to light under long days that determines whether CO is stabilized to promote 
flowering (Song et al., 2014). Differently, PHYB is known to reduce CO level under red light, 
while PHYA promotes flowering by stabilizing CO level under far red light such as the complex 
composed by PHYA, CRY1 and CRY2 under blue light conditions (Sánchez-Lamas, Lorenzo and 
Cerdán, 2016) (Figure 4). Along with the photoperiod pathway, which is located in the 
vasculature, photoreceptors, in particular phytochromes, are also able to interact with other 
flowering pathways, such as the vernalization and the gibberellin ones (Endo, Araki and 
Nagatani, 2016). Therefore, the flowering control time is a complex process that is not only 
influenced by light perception and wavelength, but also other environmental variables, such 
as temperature changes, are able to interfere (Fornara, de Montaigu and Coupland, 2010). 
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Figure 4: Clock and photoperiod dependence of flowering time induction mechanism. The diagram that is outside 
the pale green circle area denotes the clock-regulated photoperiodic pathway. Oval symbols depict proteins and 
overlapping ovals indicate protein complexes. Thick solid lines denote direct physical interactions, while thin solid 
lines denote genetic interactions. The dotted lines depict transcription and translation. Adapted from Imaizumi, 
2010.  

Like flowering induction, the photomorphogenic response is known to be based on 
convergence mechanisms, including photoreceptor interactions, direct signal convergence on 
common intermediates and indirect signal convergence on transcription factors known to 
promote photomorphogenesis when the COP1/SPA ubiquitination activity is silenced under 
light (Usami et al., 2004). The photoactivated CRY2 and in particular CRY1 are known to reduce 
the COP1/SPA promoted degradation of the key transcription factor HY5, which directly 
promotes the transcription of genes connected to the photomorphogenic response, such as 
genes connected to anthocyanin synthesis (i.e. CALCONE SHYNTASE, CHS) and directly related 
to auxin signaling (Lee et al., 2007). CRY1 and CRY2 are also known to interact with PIFs, a class 
of transcription factors involved in many plant light-mediated responses, including the 
repression of the de-etiolation response (Yang et al., 2017). Phytochromes (PHYA and PHYB) 
are able to directly interfere with the COP1/SPA complex and PIF degradation both under blue 
and red light (Tsuchida-Mayama et al., 2010). Last but not least, PHOT1 can contribute to de-
etiolation processes, by affecting hypocotyl growth in the absence of a functional 
cryptochrome (Lin, 2002) and by promoting a very early hypocotyl initial growth inhibition 30 
s after blue light exposure (Kang et al., 2008).  
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MF intensities affect cryptochrome dependent responses in a controversial 

manner 

Experiments on Arabidopsis have suggested that magnetic intensity affects light and 
cryptochrome-dependent growth responses, i.e. by influencing flowering time, hypocotyl 
growth and anthocyanin accumulation (Ahmad et al., 2007; Xu et al., 2012). In particular, near 
null MF delays Arabidopsis flowering time with respect to GMF conditions under a LD 
photocycle, affecting CO, FT and PHYB expression (Xu et al., 2012). On the one hand, the 
NNMF-induced flowering delay appears to be mediated by cryptochrome (Xu et al., 2015) and 
its associated changes in the auxin (Xu et al., 2018) and gibberellin (Xu et al., 2017) signaling 
pathways under 6 h 10 µmol/m-2sec-1 blue light/ 6h dark photocycle. On the other hand, 
cryptochrome-mediated MF effects on plant early growth stages are often contradictory and 
seldom reproducible (Maffei, 2014). Under LD conditions, hypocotyl growth appears to be 
reduced under a near-null magnetic field with respect to GMF condition (Xu et al., 2012). 
Ahmad et al. (2007) showed that a 500 µT MF enhances hypocotyl growth inhibition as well 
as anthocyanin accumulation under continuous blue light in a cryptochrome dependent 
manner. However, under the same experimental conditions, Harris et al. (2009) did not 
observed any MF-mediated influence on hypocotyl lengths, anthocyanin accumulation and 
the expression of cryptochrome-cascade related genes (CHS and HY5). Therefore, although a 
modification of the activated state of cryptochromes has been demonstrated under MF higher 
or weaker than the local GMF in terms of changes in both their phosphorylation and 
degradation status (Ahmad et al., 2007; Xu et al., 2014), the involvement of cryptochrome in 
Arabidopsis magneto-reception mechanism and its actual role in mediating the signal cascade 
connected to GMF perception is still unclear.  
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AIMS AND STRUCTURE OF THE THESIS 
As mentioned above, the GMF is known to affect plant growth usually in a specie-specific 
manner and its variation in intensity and polarity could be eventually related to Angiosperm 
evolution. Despite the plethora of studies on MF higher than the Earth’s MF, a lower number 
of research works focus on Near Null MF effects on plants, whereas the influence of GMF 
polarity on plant growth has never been investigated so far. NNMF-induced delay in 
Arabidopsis flowering appears to be a key point to correlate the occurrence of Angiosperm 
speciation to the GMF polarity, since the reduction of GMF during its reversals could have 
affected the rate of plant reproduction. Despite the observed cryptochrome-mediated 
flowering delay under blue light in the absence of MF, the effect of NNMF on Arabidopsis 
flowering time under LD white light conditions has not been exhaustively investigated so far. 
Therefore, this observation, together with the contradictory results related to MF-influence 
on plant processes mediated by cryptochrome reported in literature, suggests that the 
exclusive role of cryptochrome as magnetoreceptor has to be further investigated. Last but 
not least, although the GMF can influence animals’ circadian clock since cryptochrome is a 
component of the endogenous clock in animals, the effect of the GMF on plants’ circadian 
clock has not been investigated so far.  

Considering this background, the main aims of this work are: 
- to corroborate the hypothesis of GMF involvement in plant evolution, considering its 

effect on plant growth under different GMF polarity and in NNMF conditions; 
- to further investigate the mechanism of GMF sensing in plants by: 

• discriminating the gene pathways that seem to be mostly affected by the 
absence of the GMF in the flowering process, in order to deepen in the 
molecular bases of NNMF-induced flowering delay and thus better knowing the 
response downstream the GMF sensing. 

• ascertaining the light-dependence of the response to the GMF and the level of 
cryptochrome involvement in this process, using photomorphogenesis as the 
analysed process. 

• evaluating the possible GMF influence on the internal clock rhythm. 

The breakdown structure of this thesis is organized in four main actions. 
In the first, the different Arabidopsis response to normal and reverse magnetic field has been 
assessed in roots and leaves separately, both from a morphological and gene expression point 
of view.  
The second is focused on the molecular basis of NNMF-induced delay in Arabidopsis flowering 
under LD conditions analysed by evaluating NNMF-induced changes on the expression of all 
the key rosette and flowering meristem gene pathways in a time course experiment. 
Considering the complexity of the flowering induction process and the different pathways 
involved in its promotion, focusing on the NNMF-dependent regulation of the flowering gene 
expression could be a key point for assessing the events downstream GMF perception.  
In the third, the light-dependent response to the GMF has been explicated analyzing 
Arabidopsis photomorphogenic response at the shoot and root level. Photoreceptor 
contribution to Arabidopsis response to the GMF has been discriminated using both 
biomolecular and immunoblotting approaches on wild type and photoceptor mutant lines.  
In the fourth, attention has been particularly given to Arabidopsis clock genes, whose 
expression has been further investigated in a time course experiment in presence and in 
absence of GMF to verify whether the GMF affects the endogenous clock period and 
amplitude.  
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MATERIAL AND METHODS  

Plant material and growth conditions  

In vitro studies 

For the reversal GMF experiment, Arabidopsis thaliana ecotype Columbia 0 (Col 0) wild type 
(WT) seeds were surface sterilized with 70 % v/v ethanol for 2 min and then with 5% w/v 
calcium hypochlorite for 5 min. After 3 to 4 washes with sterile water, seeds were sown on 
the surface of sterile agar plates (12x12 cm) containing half-strength Murashige and Skoog 
(MS) medium (Murashige and Skoog, 1962). Plates were vernalized for 48 h and then exposed 
vertically under a homogenous and continuous white light source at 120 µmol m-2 s-1 and 21°C 
(±1.5) for 24 h to induce germination. WT seedlings were transferred in the same laboratory 
and at the same time, either under a reversed GMF produced by the triaxial Helmholtz coils 
or at natural GMF conditions and exposed to long-day (16 h/8 h) 150 µmol m-2 s-1 white light 
for 10 days. 

For photomorphogenic studies, Arabidopsis thaliana ecotype Col 0 WT, cry1cry2, phyA, 
phyAphyB and phot1 mutant seeds were surface sterilized and vernalized as mentioned 
earlier. After the germination induction, seedlings were kept in the darkness at room 
temperature for 72 h. Plates were then transferred, in the same laboratory and at the same 
time, either under the NNMF produced by the triaxial Helmholtz coils or at natural GMF 
conditions and exposed to different light regimes for a variable time, depending on the set of 
the experiment. 
For gene expression experiments, WT seedlings were exposed for 72 h to different light 
regimes, depending on the set up of the experiment: (i) 16-8 h light/darkness photoperiod 
(white light 150 μmol m-2 s-1), (ii) continuous darkness, (iii) 150 μmol m-2 s-1continuous white 
light; differently, WT seedlings along with cry1cry2, phyAphyB and phot1 were exposed for 72 
h to (iv) 20 μmol m-2 s-1 continuous blue light, and (v) 60 μmol m-2 s-1 continuous red light.  
For immunoblotting analysis, different exposure times and light fluences were adopted to 
selectively verify photoreceptor activation. To monitor differences in CRY2 degradation, WT, 
phyA and phyAphyB plants were exposed to 0.5 μmol m-2 sec-1 blue light for 8 h. A blue light 
fluence different from the one used in gene expression experiments was applied, since PHYA 
appears to mediate CRY2 degradation under low blue light fluences according to Weidler et 
al. (2012). To evaluate the phosphorylation level of CRY1 and PHOT1, 20 μmol m-2 sec-1 blue 
light was used to irradiate WT, phot1, cry1cry2 and phyAphyB seedlings for 15 minutes. To 
check the possible influence of the GMF on PHYA and PHYB degradation, WT, cry1cry2 and 
phot1 plants were exposed under 60 μmol m-2 sec-1 red light for 3 h and 9 h, respectively.  

For the clock experiment, Arabidopsis thaliana ecotype Col 0 WT seeds were sterilized and 
vernalized as mentioned before. After the germination induction, seeds were exposed to 150 
µmol m-2 s-1 white light (16 h light/ 8 h dark) for 7 days. Treated plates were then transferred 
at ZT (dawn) under the triaxial Helmoltz coils system, whereas control plates were kept under 
GMF conditions. Half of the plates were maintained under LD white light conditions, while the 
others were kept in the darkness. All the treatments lasted 4 days. To guarantee the material 
collection every 4 hours after the treatment, every replicate was divided in two experimental 
settings.  

In vivo studies 

For the flowering experiment, Arabidopsis thaliana ecotype Col 0 WT and cry1cry2 seeds were 

sown in 8 cm diameter polyethylene pots filled with soil prepared with a mixture of peat and 

vermiculite (2:1) and exposed to homogenous irradiation for 16 h at 200 μmol m-2 s -1, at 21°C 
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(±1.5°C) under GMF control and NNMF treatment conditions (triaxial Helmoltz coils system). 

All plants were grown until full bloom and WT plants were used for gene expression analyses.  

WT plants were also kept in the triaxial coils for seed collection and seeds were re-sown in the 

triaxial coils for three generations. WT seeds from plants growing inside the GMF control 

system were collected and kept in small Petri dishes under NNMF conditions. These seeds (F1 

WT NNMF) were sown in pots as described above and plants were allowed to grow until full 

bloom. Seeds of F1 WT NNMF (called F2 WT NNMF) were then kept in Petri dishes under 

NNMF conditions and sown in pots in order to obtain a third generation of plants experiencing 

NNMF conditions. These plants were then exposed to GMF conditions.  

GMF control system  
In order to reverse the GMF polarity or to reduce the GMF, an octagonal triaxial Helmholtz 
coils (THC) system was used (Figure 5). This system is able to compensate the GMF in all three 
space dimensions with an exceptional time-stability and homogeneity and its coils shape and 
dimension allow to obtain a spherical volume (25 x 25 x 25 cm3) of GMF compensation 
sufficient for plant growth experiments, hosting several Petri plates or small pots. The coil 
diameter (CD) and the separations between the Helmholtz coils (SH) are the following: X, CD 
= 128 cm, SH = 55 cm; Y, CD = 150, SH = 67; Z, CD = 135, SH = 59.  
Each coils pair was connected to a DC power supply (dual range: 0-8V/5A and 0-20V/2.5A, 
50W), which is controlled from a computer via a GPIB connection. A Bartington Mag-03 three-
axis magnetometer probe, which was connected to the same computer, was inserted in the 
middle of the THC. The real-time measure of Bx,y,z, at the probe position was done, collecting 
10 s interval data which were transformed in total B by a software (VEE, Agilent Technologies) 
using the following equation: 

𝐵 = √𝐵𝑥
2 + 𝐵𝑦

2 + 𝐵𝑧
2 

After using the values reported by the software to know the actual value of the GMF, the 
voltage of the power supplies was manually set in order to obtain a vector able to reverse or 
reduce the GMF. A constant compensation of the GMF was achieved by a continuous control 
of magnetic field values through reading of magnetometer values and voltage compensation.  
To obtain a reversed phase GMF, after calculating the orientation of a field with the same 

strength and same vertical component of the GMF, the voltages of the power supplies were 

set to generate a new field with the same magnitude as the GMF but with an inverse polarity. 

To reduce the GMF values to NNMF, the DC power supplies voltages were set in order to 
obtain a current able to compensate the GMF values, thus producing a field strength of 40 nT 
(1000 times less than the GMF intensity).  

To rule out potential subtle heating or vibrational effects either from the coils themselves or 

from the electronics used to control the coils, Sham exposure experiments were performed. 

The field was kept equal to that of the GMF but the direction (i.e. “North, East or West”) of 

the horizontal component of the field was altered with equal currents in the triaxial coils 

compared to the field reversal or NNMF condition by altering the voltage of the coils.  
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Figure 5: A) Triaxial Helmholtz coil system used in this work. B) Computer controlled power supply system. 

Light sources  
Under both GMF and NNMF conditions, white light was provided by a high-pressure sodium 
lamp source (SILVANIA, Grolux 600W, Belgium) using a gelatin film for spotlight to reduce the 
red component of lamps, whereas red light by an array of LEDs (SUPERLIGHT, Ultra bright LED, 
λ 645-665 nm, peak emission at 655 nm) and blue light by an array of LEDs (SUPERLIGHT, Ultra 
bright LED, λ 465-475 nm, peak emission at 470 nm).  
Continuous darkness exposed plates were kept in paper boxes internally covered by a black 

cardboard. 

Morphological analysis 
For the reversal GMF experiment, pictures of Petri dishes were taken after 10 days exposure 

to the treatment. The ImageJ software was used to calculate root length and leaf area.  

For the photomorphogenic studies, plates were photographed just before being sampled. All 

plate images were used to measure hypocotyl and root lengths. Image analysis was performed 

using ImageJ software. 

For the flowering experiment, pictures were taken for the first generation of plants and the 

phenotypic parameters (leaf area index and stem length) were analysed by ImageJ and then 

plotted as a function of time. The days to flowering for all the plant generations as well as the 

rosette leaf number at flowering time were also calculated. The occurrence of all the 

reproductive phenological phases of plants, even along the generation experiment, was 

expressed in terms of days after sowing (DAS).  

Gene expression analysis 

Plant material collection 

For the reversal GMF experiment, Arabidopsis roots and leaves were separately collected 
exactly 10 days after each treatment, immediately frozen in liquid N2 and kept at -80°C for 
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further analysis. Thirty mg of frozen leaves and 10 mg of frozen roots were used for RNA 
extraction. 
For the photomorphogenic studies, Arabidopsis shoots and roots were separately harvested 
in liquid nitrogen after 72 h treatment. Thirty mg of frozen shoots and 10 mg of frozen roots 
were used for RNA extraction. 
For the flowering experiment, rosette leaves and floral meristems from WT plants growing in 
GMF and NNMF conditions were collected at noon (6 hours after ZT, dawn) and immediately 
frozen in liquid nitrogen. The plant material collection lasted from 17 DAS to 28 DAS for the 
rosette, whereas from 21 to 30 DAS for the meristem. Fifty mg of frozen leaf material and 10 
mg of frozen meristems were used for RNA extraction.  
For the clock experiment, 20 Arabidopsis seedlings were harvested in liquid nitrogen every 4 
hours since the treatment beginning and then used for RNA extraction. 

RNA isolation and cDNA synthesis 

Total shoot, leaf rosette and seedling RNA was isolated using the Agilent Plant RNA Isolation 
Mini Kit (Agilent Technologies, Santa Clara, CA, US), whereas total root and meristem RNA was 
isolated using the RNAeasy Micro Kit (Qiagen, Hilden, Germany), following manufacturer’s 
protocols. RNA quality was checked by using the RNA 6000 Nano kit and the Agilent 2100 
Bioanalyzer (Agilent Technologies) in accordance with manufacturer’s instructions. Whereas, 
RNA quantity was verified spectrophotometrically by using a NanoDrop ND-1000 (Thermo 
Fisher Scientific, Waltham, MA, US). 
cDNA was synthesized starting from 1 μg of RNA using the High Capacity cDNA Reverse 
Transcription kit (Applied Biosystem, Foster City, CA, US), following manufacturer’s 
recommendations. 

Quantitative real time-PCR (qPCR) 

The qPCR experiments were run on a Stratagene Mx3000P Real-Time System (La Jolla, CA, 
USA) using SYBR green I with ROX as an internal loading standard. The reaction mixture was 
10 μL, containing 5 μL of 2X MaximaTM SYBR Green qPCR Master Mix (Fermentas International, 
Inc, Burlington, ON, Canada), 0.6 μL of 1:5 diluted cDNA (for roots and meristems) and 0.6 μL 
of 1:10 diluted cDNA (for shoot, rosette leaves and seedlings) and 300 nM primers (Integrated 
DNA Technologies, Coralville, IA, US). Non-template controls (water template) were included. 
Primers were designed using Primer 3.0 software (Rozen and Skaletsky, 2000) (Table 1).  
Four different reference genes ACTIN1 (ACT1, At2g37620); CYTOPLASMIC GLYCERALDEHYDE-
3-PHOSPHATE DEHYDROGENASE (GAPC2, At1g13440); ELONGATION FACTOR 1B ALPHA-
SUBUNIT 2 (eEF1Balpha2, At5g19510); UBIQUITIN SPECIFIC PROTEASE 6 (UBP6, At1g51710) 
were selected for all the experiments. The following qPCR conditions were used: ACT1, GAPC2, 

UBP6: 10 min at 95°C, 45 cycles of 15 s at 95°C, 20 s at 57°C, and 30 s at 72°C, 1 min at 95°C, 
30 s at 55°C, 30 s at 95°C; eEF1Balpha2: 10 min at 95°C; 45 cycles of 15 s at 95°C, 30 s at 57°C, 
and 30 s at 72°C; 1 min at 95°C, 30 s at 55°C, 30 s at 95°C. The best of the four genes was 
selected using the Normfinder software; the most stable gene was always eEF1Balpha2. 
In the reversal experiment, the following genes were analysed: ASCORBATE PEROXIDASE1 

(APX1, At1g07890), CRUCIFERIN 3 (CRU3, At4g28520), CATALASE3 (CAT3, At1g20620), COPPER 

TRANSPORT PROTEIN1 (COPT1, At5g52760), FE SUPEROXIDE DISMUTASE 1 (FeSOD1, 

At4g25100), NADPH/RESPIRATORY BURST OXIDASE PROTEIN D (RbohD, At5g47910), REDOX 

RESPONSIVE TRANSCRIPTION FACTOR1 (RRTF1, At4g34410), and THYLAKOIDAL ASCORBATE 

PEROXIDASE (TAPX, At1g77490). Specifically, qPCR conditions were the following: CRU3, 

COPT1, RRTF1: 10 min at 95°C, 40 cycles of 15 s at 95°C, 30 sec at 58°C, and 30 sec at 72°C; 1 

min at 95°C, 30 s at 55°C, 30 s at 95°C; APX1, CAT3, FeSOD1, RbohD, TAPX: 10 min at 95°C, 40 



19 
 

cycles of 15 s at 95°C, 20 sec at 57°C, and 30 sec at 72°C; 1 min at 95°C, 30 s at 55°C, 30 s at 

95°C. 

In the photomorphogenic studies, the following genes were analysed: ANTHOCYANIDIN 

SYNTHASE (ANS, At4g22880), CHALCONE SYNTHASE (CHS, At5g13930); CONSTANS (CO, 

At5g15840); GLUTATHIONE S-TRANSFERASE (GST, At1g1037); ELONGATED HYPOCOTYL 5 

(HY5, At5g11260); HY5-HOMOLOG (HYH, At3g17609); LONG AFTER FAR-RED LIGHT 1 (LAF1; 

At4g25560); NUCLEOSIDE DIPHOSPHATE KINASE 2 (NDPK2, At5g63310); PHYTOCHROME 

INTERACTING FACTOR 3 (PIF3, At1g09530); PIN-FORMED 1 (PIN1, At1g73590); PIN-FORMED 3 

(PIN3, At1g70940); PHYTOCHROME KINASE SUBSTRATE 1 (PKS1, At2g02950). Specifically, 

qPCR conditions were the following: ANS, CHS, CO, LAF1, NDPK2, PIF3, PIN1, PIN3, PKS1: 10 

min at 95°C, 45 cycles of 15 s at 95°C, 20 s at 57°C, and 30 s at 72°C, 1 min at 95°C, 30 s at 55°C, 

30 s at 95°C; GST:10 min at 95°C; 45 cycles of 15 s at 95°C, 20 s at 59°C, and 30 s at 72°C; 1 min 

at 95°C, 30 s at 55°C, 30 s at 95°C; HYH:10 min at 95°C; 45 cycles of 15 s at 95°C, 20 s at 58°C, 

and 30 s at 72°C; 1 min at 95°C, 30 s at 55°C, 30 s at 95°C; HY5:10 min at 95°C; 45 cycles of 15 

s at 95°C, 20 s at 56°C, and 30 s at 72°C; 1 min at 95°C, 30 s at 55°C, 30 s at 95°C. 

In the flowering experiment, the following genes were analysed: AGAMOUS-LIKE 24 (AGL24, 
At4g24540); APETALA1 (AP1, At1g69120); CIRCADIAN CLOCK ASSOCIATED 1 (CCA1, 
At2g46830); CONSTANS (CO, At5g15840); ATBZIP14 (FD, At4g35900); FLAVIN-BINDING KELCH 
REPEAT F-BOX 1 (FKF1. At1g68050); FLOWERING LOCUS C (FLC, At5g10140); FRIGIDA (FRI, 
At4g00650); FLOWERING LOCUS T (FT, At1g65480); GIBBERELLIN 2-OXIDASE 1 (GA2ox1, 
At1g78440); GIBBERELLIN 20-OXIDASE1 (GA20ox1, At4g25420); GIBBERELLIN 20 OXIDASE2 
(GA20ox2, At5g51810); GIGANTEA (GI, At1g22770); JMJC DOMAIN-CONTAINING HISTONE 
DEMETHYLASES 14 (JMJ14, At4g20400); LEAFY (LFY, At5g61850,); LATE ELONGATED 
HYPOCOTYL (LHY, At1g01060); NAC TRANSCRIPTION FACTOR 50 (NAC050, At3g10480); NAC 
TRANSCRIPTION FACTOR 52 (NAC052, At3g10490); SET DOMAIN GROUP 26 (SDG26, 
At1g76710); SUPPRESSOR OF OVEREXPRESSION OF CONSTANS 1 (SOC1, At2g45660); 
SHOOTMERISTEMLESS (STM, At1g62360,); SHORT VEGETATIVE PHASE (SVP, At2g22540); 
TERMINAL FLOWER1 (TFL1, At5g03840); TIMING OF CAB 1 (TOC1, At5g61380); TWIN SISTER 
OF FT (TSF, At4g20370); WUSCHEL (WUS, At2g17950). For all the genes the qPCR conditions 
were the following: 10 min at 95°C, 45 cycles of 15 s at 95°C, 20 s at 57°C, and 30 s at 72°C, 1 
min at 95°C, 30 s at 55°C, 30 s at 95°C. 
In the clock experiment, the following gene were analysed: LATE ELONGATED HYPOCOTYL 

(LHY) and PSEUDO-RESPONSIVE REGULATOR 7 (PRR7). The qPCR conditions were the 

following: 10 min at 95°C, 45 cycles of 15 s at 95°C, 20 s at 57°C, and 30 s at 72°C, 1 min at 

95°C, 30 s at 55°C, 30 s at 95°C. 

Fluorescence was read following each annealing and extension phase. All runs were followed 
by a melting curve analysis from 55°C to 95°C. The linear range of template concentration to 
threshold cycle value (Ct value) was determined by preparing a dilution series, using cDNA 
from three independent RNA extractions analysed in three technical replicates. Primer 
efficiencies for all primer pairs were calculated using the standard curve method. All 
amplification plots were analysed with the Mx3000PTM software to obtain Ct values. Relative 
RNA levels were calibrated and normalized with the level of eEF1Balpha2 mRNA (Pfaffl, 2001). 
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Table 1: Primers used in this work 

Gene 

Code 
Gene Forward primer (5’-3’) Reverse primer (5’-3’) 

REFERENCE GENES 

At2g37620 ACT1 TGCACTTCCACATGCTATCC GAGCTGGTTTTGGCTGTCTC 

At5g19510 eEF1Balpha2 ACTTGTACCAGTTGGTTATGGG CTGGATGTACTCGTTGTTAGGC 

At1g13440 GAPC2 TCAGGAACCCTGAGGACATC CGTTGACACCAACAACGAAC 

At1g51710 UBP6 GAAAGTGGATTACCCGCTG CTCTAAGTTTCTGGCGAGGAG- 

REVERSED GMF EXPERIMENT TARGET GENES 

At1g07890 APX1 GAAGTTACTGGTGGCCCTGA AGAGGGTTTGATGTCCATGC 

At1g20620 CAT3 TCACATGGTGCTGGATGTTT GGGTAGTTGCCAGATGCAAT 

At5g52760 COPT1 CCGTTTCTCGATTTTCAGGA GCTGGTTTCTCAGGTTCAGG 

At4g28520 CRU3 CTCTAAGACAGCCCTACGAGAG CTCTAAGACAGCCCTACGAGAG 

At4g25100 FeSOD1 TGGAGGAAAACCATCAGGAG GGATTCACAGCATTGGGAGT 

At5g47910 RbohD CCTATGAGCCGATGGAAAAA TACCAAAAGGCGTTGAAACC 

At4g34410 RRTF1 CTCAACTTCCCCTTTGTGGA CTCAACTTCCCCTTTGTGGA 

At1g77490 TAPX TGGAGAAGCAGGAGGACAGT GCAGCCACATCTTCAGCATA 

PHOTOMORPHOGENIC EXPERIMENT TARGET GENES 

At4g22880 ANS CTAACAACGCGAGTGGACAA ACCGACAGAGAGAGCCTTGA 

At5g13930 CHS GGCTCAGAGAGCTGATGGAC CATGTGACGTTTCCGAATTG 

At5g15840 CO ATTCTGCAAACCCACTTGCT CCTCCTTGGCATCCTTATCA 

At1g10370 GST AACCGGTGAGTGAGTCCAAC AGCGACAAACCACTTTTCGT 

At3g17609 HYH TGATGAGGAGTTGTTGATGG TGTTGCGCTGATACTCTGTT 

At5g11260 HY5 ATCAAGCAGCGAGAGGTCAT ATCAAGCAGCGAGAGGTCAT 

At4g25560 LAF1 ATGGCGAAGACGAAATATGG ATGGCGAAGACGAAATATGG 

At5g63310 NDPK2 TCCGTCTTTTCTCTCGCAAT TGCTCCTCAGCCAATTCTTT 
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At1g09530 PIF3 GACTATGGTGGACGAGATCCCTAT GACAGTAACAGGAGACGACACATC 

At1g73590 PIN1 AACCACCACGCCGAATTACTC CACCGTCCGTTGCCAATACT 

At1g70940 PIN3 GCCGAAGCAAGTCAACGAAA AGCGACGAGAGCCCAAATAA 

At2g02950 PKS1 TTGGTGTGTTTGGAGCTGAG TTGGTGTGTTTGGAGCTGAG 

FLOWERING EXPERIMENT TARGET GENES 

At4g24540 AGL24 GCGGCTGGAGAAACTACTTG GCCTCTTTAAGCGTCGTCAG 

At1g69120 AP1 GCAAGCAATGAGCCCTAAAG AAGCATGCTGTTTTGCTCCT 

At2g46830 CCA1 TCAGAAAGGCAAGAGGATGG ATTCGACCCTCGTCAGACAC 

At5g15840 CO ATTCTGCAAACCCACTTGCT CCTCCTTGGCATCCTTATCA 

At4g35900 FD CATCACCTCTCAAACGCTCA GGAACGAGCTGCAGATTCTC 

At1g68050 FKF1 CTAAGGTCAGGGGAGGCATAC ACAGTTGCGAAGGAGAGTGAA 

At5g10140 FLC AGCCAAGAAGACCGAACTCA GGGAGAGTCACCGGAAGATT 

At4g00650 FRI ATGCCTGATCGTGGTAAAGG CGCAGCTAATCCTCCTTCAG 

At1g65480 FT CTTGGCAGGCAAACAGTGTA AGCCACTCTCCCTCTGACAA 

At1g78440 GA2ox GACCAAAACACGGACTCGAT GGAGGGACAGAGATCCATGA 

At4g25420 GA20ox1 GCCTTCAAGTCTTTGTGGAA ATGCAAGTGATTTCCTCTCG 

At5g51810 GA20ox2 TCGAACGGGATATTCAAGAG GGTGGTTTCACCACTTTGTC 

At1g22770 GI ACGCAGAGACTTCTTCTTGGAC CAGTTCCTGGGTAGCCTTACAC 

At4g20400 JMJ14 GTGCTTGACCCAACAAACCT ACCATTTGCCAGCACTTTTC 

At5g61850 LFY GCTCTCCACTGCCTAGACGA CATGACGACAAGCGATGTTC 

At1g01060 LHY GCCATTGGCTCCTAATTTCA TGTTCCCAACTTGGCTCTCT 

At3g10480 NAC050 CTCCAATGGACATCGAACCT GGACGCTCATCTTCTTCTGC 

At3g10490 NAC052 TCGGACCAACAGAATCATCA CGCTCCTCTTCTTCCATCTG 

At2g45660 SOC1 ATCGAGGAGCTGCAACAGAT GCTTTCATGAGATCCCCACT 

At1g76710 SDG26 TCGCTCAGAAGCATGTTGAC TGCTGCTTCCTTCTTCACCT 
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At1g62360 STM GTCATCCGAGGAAGAAGTCG GTAGTGACGGCTCCACCAAT 

At2g22540 SVP AGAAGGCCCTTGAAACTGGT CGCTCGTTCTCTTCCGTTAG 

At5g03840 TFL1 CAAGGCCAAGCATAGGGATA GTGCAGCGGTTTCTCTTTGT 

At5g61380 TOC1 TGATCTCCCAATGGCTAAGG CATGCGTCTTCTTCTCCACA 

At4g20370 TSF CAACCCTCACCAACGAGAAT ACCGTTTGTCTTCCGAGTTG 

At2g17950 WUS ACAACGTAGGTGGAGGATGG CGCCACCACATTCTTCTTCT 

CLOCK EXPERIMENT TARGET GENES 

At1g01060 LHY GCCATTGGCTCCTAATTTCA TGTTCCCAACTTGGCTCTCT 

At5g02810 PRR7 GGGCCATATGGAAGCAGTAA CAAAGCAGCTTCCCTTTGAG 

 

Immunoblotting  

Protein extraction and phosphatase treatment  

Forty 3-day-old etiolated seedlings were harvested after the light treatment and then ground 
directly in 100 μl of Sodium Dodecyl Sulphate (SDS) 2X buffer. After 4 minutes of incubation 
at 100°C, samples were centrifuged at 13,000 x g for 8 min and then the collected supernatant 
was directly used for SDS-page analysis. To verify the actual nature of slow-migrated bands 
generated by CRY1 and PHOT1 phosphorylation, we collected even a negative control 
performing λ-phosphatase treatment according to Shalitin (2003). 

SDS-page and Western blotting  

Thirty μl of each sample were loaded on a 7.5% SDS-polyacrylamide (40% Acrylamide/Bis 
Solution, 37.5:1, Biorad) gel and separated at 200 V for 40 minutes. Gel-run proteins were 
transferred on a nitrocellulose membrane at 100 V for 60 minutes. After 1 h blocking in 8% 
milk, membranes were probed with the primary antibodies overnight (anti-PHYA 1:2000 
(Agrisera); anti-PHYB from Nagatami’s lab, 1:8000; anti- CRY1 from Ahmad’s lab, 1:10000; 
anti-CRY2 from Batschauer’s lab, 1:5000; anti-NPH3 from Sakai’s lab, 1:8000; anti-PHOT1 
polyclonal antibody (Cho et al., 2006), 1:50000 and anti-UGPase 1:20000 (Newmarket 
Scientific) as a loading control). Three Tris Buffer Saline, 0.1% Tween 20 (TBS-T) 1X washings 
of 10 minutes each were performed before the incubation with the secondary antibodies 
(anti-rabbit and anti-mouse horseradish peroxidase (HRP)-conjugated secondary antibody 
(Promega)) at room temperature for one hour. All membranes were developed in a Xograph 
imaging system using Pierce® ECL Plus Western blotting substrate (Thermo Fisher Scientific) 
as a fluorescent method. The same membranes were stripped and re-probed more than once 
to detect all the proteins. 

Statistical analyses 
All our experiments were performed at least three times (three biological replicates) and all 
our data were expressed as mean values ± standard deviation (SD) or standard error (SE) (as 
specified for all the table and graphs in the result section). Ninety-five (95%) confidence level 
(p<0.05) was adopted to judge the statistical significance of all our data, using SYSTAT 10. 



23 
 

For morphometric measurements, at least 10 plates or 15 pots were used for each biological 
replicate. The statistical significance between treatment and control groups for all the 
analysed morphological variables was assessed by a two-tailed paired t-test analysis. 
Considering gene expression analysis, each biological replicate was analysed using three 
technical replicates. All data are expressed as fold changes with respect to the control 
condition (i.e. reversed GMF/normal GMF; NNMF/GMF; GMF/NNMF). Normality test 
Kolmogorov-Smirmov confirmed normality of all the results. ANOVA and the following Tukey 
and Bonferroni post-hoc tests were used to assess significant differences between the 
treatment and the control. The cluster analysis for the flowering experiment was calculated 
by using Euclidean distances with median linkage. 
Concerning protein analysis, the ImageJ software was used to quantify the blotted protein 
bands relatively to the UGPase level and then the significance of the results was verified by t-
test. 
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RESULTS  

The GMF polarity affects Arabidopsis growth and gene expression  

To substantiate the hypothesis of GMF reversal influence on plant evolution, the response of 

plants to normal and reverse magnetic field conditions was investigated. After 10 days 

exposure to normal or reverse GMF conditions, Arabidopsis morphology was monitored and 

then compared to changes in gene expression induced by the GMF polarity. The analysed 

genes were selected based on studies previously carried out by our group (unpublished 

results), which highlighted a GMF influence on genes directly related to plant growth and 

oxidative response. Roots and shoots were separately analysed to discriminate the role of the 

two organs in mediating the possible response to GMF polarity. 

After 10 days exposure to normal or reversed GMF conditions, the phenotype of plants 

showed evident morphological alterations. As reported in Table 2, roots of plants grown under 

normal GMF were significantly longer with respect to those of plants exposed to reversed 

GMF. Under reversed GMF conditions, the morphology of leaves was also altered by showing 

a reduced development of leaflets expansion (Table 2). Therefore, reversed GMF negatively 

affected both root length and leaf area. 

Table 2: Effects of the geomagnetic field reversal on Arabidopsis morphology. (A) root lengths; (B) leaf area.  

 

 

 

 

 

 

*=significant differences between plants exposed to reversed and normal GMF conditions: for (A) p = 0.003; df = 26; for (B) p 
= < 0.001; df = 53. 

These morphological changes occurred along with an altered expression of genes connected 

to Arabidopsis growth : CRU3, that encodes a 12S seed storage protein that is tyrosine-

phosphorylated and whose phosphorylation state is modulated in response to ABA in 

Arabidopsis thaliana seeds (Kagaya et al., 2005; Wan et al., 2007); COTP1, that encodes an 

heavy metal transport/detoxification superfamily protein with the predominant function in 

soil Cu acquisition and pollen development (Sancenon et al., 2003) and RRTF1, that encodes a 

member of the ETHYLENE RESPONSE FACTOR (ERF) subfamily B-3 of ERF/AP2 transcription 

factor family that contains one AP2 domain that facilitate the synergistic co-activation of gene 

expression pathways and confer cross tolerance to abiotic and biotic stresses (Foyer, 

Karpinska and Krupinska, 2014).   

All the three genes (CRU3, COTP1, RRTF1) were affected by the GMF dependently from its 

polarity (Figure 6). In particular, shoots of plants exposed to reversed GMF conditions showed 

a significantly increased (> 2 fold changes, p<0.05) mRNA level with respect to normal GMF 

A Normal GMF Reversed GMF Significativity 

 Mean (±SE) 

mm 

n. of 

seedlings 

Mean (±SE) 

Mm 

n. of 

seedlings 

 

Root lenght 29.41(±1.04) 32 17.53(±0.58) 36 * 

B Normal GMF Reversed GMF Significativity 

 Mean (±SE) 

mm2 

n. of 

seedlings 

Mean (±SE) 

mm2 

n. of 

seedlings 

 

Leaf area 4.95(±0.03) 32 3.71 (±0.03) 36 * 
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conditions. In roots, the GMF reversal significantly (p<0.05) decreased the number of CRU3 

transcripts. The opposite was found for COTP1 and RRTF1, whose root expression level was 

slightly upregulated by the exposure to reversed GMF. 

 

Figure 6: Effects of the geomagnetic field reversal on Arabidopsis gene expression. Bars indicate standard 
deviation; asterisk indicates significant (p<0.05) differences between plants exposed to reversed and normal 

GMF conditions. 

Interesting results were obtained by analyzing five genes directly involved in the response to 

oxidative stress: FSD1, that encodes a cytoplasmatic enzyme that rapidly converts superoxide 

(O2
-) and water (H2O) to hydrogen peroxide (H2O2) and molecular oxygen (O2 ) (Myouga et al., 

2008); CAT3, that encodes an enzyme that catalyzes the breakdown of H2O2 into water and 

oxygen (Contento and Bassham, 2010; Mhamdi et al., 2010); TAPX, that encodes a 

chloroplastic thylakoid peroxidase that scavenges H2O2 (Kangasjarvi et al., 2008); APX1, that 

encodes a cytosolic peroxidase that scavenges H2O2 (Begara-Morales et al., 2014); and RbohD 

that encodes a NADPH oxidase that plays pivotal roles in regulating growth, development and 

stress responses in Arabidopsis and whose activity is related to the production of superoxide 

(Miller et al., 2009; Jiménez-Quesada, Traverso and Alché, 2016). 

In general, all the genes analysed in shoots did not show significant differences (p>0.05) with 

respect to GMF polarity (Figure 7 and Figure 8). However, a significant down-regulation of all 

the five genes was observed in roots of plants exposed to reversed GMF conditions. In 

particular, CAT3 showed a dramatic downregulation (Figure 8), followed in order of 

downregulation by APX1, RbohD, FSD1, and TAPX (Figure 7).  

 

Figure 7: Effects of the geomagnetic field reversal on Arabidopsis antioxidant-related gene expression. Bars 
indicate standard error; asterisk indicates significant (p<0.05) differences between plants exposed to reversed 
and normal GMF conditions. 
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Figure 8: Effects of the geomagnetic field reversal on Arabidopsis CAT3 expression. Bars indicate standard 
deviation; asterisk indicates significant (p<0.05) differences between plants exposed to reversed and normal 
GMF conditions. 

Molecular basis of NNMF-induced flowering delay in Arabidopsis thaliana 
To provide some new information on the mechanism downstream plant magnetoreception, 

the molecular basis of NNMF-induced flowering delay was investigated under LD white light 

conditions. 

Arabidopsis WT plants were grown until full bloom under GMF and NNMF conditions and time 

course experiments were performed to analyze the rosette and flowering meristem 

expression of the key genes from all the major pathways responsible for the control of 

flowering, according to Fornara, de Montaigu and Coupland (2010). Hence, the effect of NNMF 

was evaluated on the expression of genes involved in the circadian clock and photoperiod 

pathway, vernalization pathway, temperature pathway and gibberellin pathway and on the 

expression of genes encoding NAC transcription factors, histone methylation regulators, shoot 

apical meristem differentiation factors and flowering effectors and integrators genes. The 

plant switching from the vegetative to the reproductive stage was monitored along time in 

terms of rosette leaf area index, stem length and time of occurrence of all the reproductive 

growth phenological phases. A generation experiment was used to test the persistence of the 

different flowering time in GMF with respect to NNMF conditions in WT plants grown by seeds 

produced by WT NNMF-exposed plants. Cry1cry2 mutant plants were also grown until fool 

bloom both under GMF and NNMF conditions, just to monitor their flowering time so to 

discriminate cryptochrome involvement in NNMF-induced flowering delay under long day 

conditions.  

NNMF delays the transition to flowering both in wild type (WT) and cry1cry2 

mutant plants  

Exposure of A. thaliana WT plants to NNMF and long day conditions caused a significant delay 

in flowering time. NNMF-exposed plants started flowering about 4 days later with respect to 

control plants (GMF) and reached full bloom about 5 days later than controls. WT plants grown 

by seeds produced under NNMF conditions (F1- WT NNMF) started to flower about one day 

later with respect to parent plants grown in NNMF conditions. A second generation of seeds 

produced by F1WT NNMF (F2WT NNMF), did not show any significant difference in flowering 

time with respect to parent plants F1-WT NNMF. However, F2 WT NNMF plants showed a 

delayed flowering time with respect to GMF. Seeds of F2-NNMF grown in GMF conditions 

recovered the normal phenotype (F2 WT NNMFGMF) (Figure 9). As expected, the flowering 

time of the cry1cry2 mutant was severely delayed with respect to the WT when plants were 

grown in GMF conditions. Surprisingly, exposure of the double mutant to NNMF conditions 
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caused the same delay found in WT plants with respect to the beginning of flowering, while 

the full blooming was reached 4 days later than under GMF conditions.  

 

Figure 9: Phenological phases of Arabidopsis thaliana development and flowering in WT and cry1cry plants 

exposed to local GMF and to NNMF conditions. DAS= days after sowing 

The time of flowering in WT plants was also monitored in terms of number of rosette leaves 

at bolting time. This parameter was not significantly different in control plants with respect to 

NNMF-exposed plants (Figure 10).  

  

Figure 10: Rosette leaf number at bolting of Arabidopsis thaliana WT plants exposed to local GMF and NNMF 

conditions. Metric bars indicate standard deviation.  

However, WT flowering stem length (Figure 11) as well as WT leaf area index (Figure 12) were 

negatively affected by NNMF starting from 24 DAS, when the bolting of NNMF-exposed plants 

and thereby their switching to the reproductive stage occurred.  

 

Figure 11: Length of the flowering stem of WT plants exposed to normal (GMF) and treated (NNMF) conditions. 

Metric bars indicate standard deviation; asterisks indicate significant (p< 0.05) differences between controls and 

NNMF-exposed plants.  
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Figure 12: Leaf area index of WT plants exposed to normal (GMF) and treated (NNMF) conditions. Metric bars 

indicate standard deviation; asterisks indicate significant (p< 0.05) differences between controls and NNMF-

exposed plants.  

NNMF alters the expression of WT rosette genes involved in flowering 

transition 

To dissect the effect of NNMF conditions on the transition to flowering, the expression of 

several genes involved in this process was separately analysed in WT rosette and flowering 

meristem tissues. 

The following genes were assayed: CCA1, LHY and TOC1, encoding proteins which constitute 

the morning and evening circadian clock loops (De Caluwé et al., 2016); CO, encoding a 

flowering promoting transcription factor whose protein and transcript levels are regulated 

dependently from the photoperiod (An, 2004; Shim, Kubota and Imaizumi, 2017); GI and FKF1, 

encoding an evening internal clock component and a flavin-binding Kelch repeat F-box 

protein, which together promote CO transcription under long day conditions (Song et al., 

2014); FLC, encoding a MAD box flowering transcriptional repressor whose transcription is 

negatively regulated by cold; it contributes to temperature compensation of the circadian 

clock (Helliwell et al., 2015); FRI, encoding a protein that increases FLC transcript level, thus 

negatively affecting flowering time (Caicedo et al., 2004); SVP, encoding a protein that interact 

with FLC in repressing the promotion of flowering and functions in the thermo-sensory 

pathway (Mateos et al., 2015); Ga2ox1, encoding a gibberellin oxidase enzyme that acts on 

C19 gibberellins and negatively regulates flowering transition (Rieu et al., 2008); GA20ox1 and 

GA20ox2 ,encoding two gibberellin oxidases that are involved in the later steps of the 

gibberellin biosynthetic pathway and in the promotion of the transition to flowering (Rieu et 

al., 2008); NAC050 and NAC052, encoding two NAC transcription factors that repress the 

flowering process by associating with JMJ14 (Ning et al., 2015); JMJ14, encoding a JmjC 

domain-containing histone H3K4 demethylases which represses floral transition (Ning et al., 

2015); SDG26, encoding an histone methylase involved in the activation of flowering (Berr et 

al., 2015); WUS, an homeodomain gene whose expression is essential for maintaining the pool 

of stem cells in an undifferentiated state at the indeterminate shoot apical meristem level 
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(Schoof et al., 2000); STM, encoding a class I knotted-like homeodomain protein that is 

essential for the maintenance of indeterminate development of apical and axillary meristems 

during all phases of the plant life (Lenhard, Jürgens and Laux, 2002); AGL24, encoding a MADS-

box transcription factor found to promote flowering by regulating the expression of SOC1 

(Pérez-Ruiz et al., 2015); AP1, floral homeotic gene encoding a MADS domain protein required 

for the transcriptional activation of SVP, SOC1 and AGL24 (Valentim et al., 2015); FD, encoding 

a bZIP protein that interacts with FT to positively regulate flowering (Abe et al., 2005); FT, 

encoding a protein which promotes flowering together with LFY during long day (Notaguchi 

et al., 2008; Song, 2016); LFY, encoding a transcription factor that lays a key role in parallel 

with FT to activate floral meristem identity genes (Schultz, 1991); SOC1, integrator gene 

encoding a MADS box transcription factor that promotes the transition to flowering (Moon et 

al., 2003); TFL1, encoding a protein that controls inflorescence meristem identity, by 

repressing LFY and AP1 (Liljegren et al., 1999); TSF, encoding an FT homologous floral inducer 

and whose expression is influence by the vernalization and the photoperiod (Yamaguchi et al., 

2005; Jang, Torti and Coupland, 2009) pathways.  

Table 3 summarized NNMF-induced regulation of rosette genes involved in the transition to 

flowering. In the rosette, Ga20ox2 was the most dramatically downregulated gene in the early 

flowering induction (17-19 DAS) under NNMF conditions. Differently, TOC1, FKF1, GA20ox1 

and FD showed a consistent downregulation in Arabidopsis thaliana plants exposed to NNMF 

from 17 to 22 DAS. CO, FRI, WUS and FT exhibited a similar trend with an early (17-19 DAS) 

and a late (28 DAS) NNMF-induced downregulation. NNMF significantly reduced AP1 and STM 

transcript level starting from 19 DAS to later flowering developmental stages. LFY and TSF 

exhibited a general downregulation, except for their upregulation at 23 DAS and 19 DAS, 

respectively. CCA1 and LHY showed a general NNMF-induced downregulation trend during all 

the flowering transition phases. On one hand, a significant upregulation was found for FLC 

during early floral induction with a progressive downregulation during later stages of floral 

development. On the other hand, GI showed an opposite trend, being downregulated at 22 

DAS and then upregulated at 28 DAS. Finally, while NAC050 expression was not affected by 

NNMF, SVP, SD26 and TFL1 were significantly upregulated in the early flowering. 

In order to clarify the pattern of expression of rosette genes, a cluster analysis was calculated 

on the data of Table 3 by using Euclidean distances and median linkage (Figure 13). TSF and 

GA20ox2 compose two separate clusters because of late and early down-regulation, 

respectively, whereas CCA1 and FLC form distinct clusters because of their very early (CCA1) 

and late (FLC) down-regulation. These clusters are separated by genes with late up-regulation 

(GI, SDG26 and SVP), whereas the remaining genes are gathered for early and late down-

regulation (FRI, CO, WUS, FT, LHY), only moderate early down-regulation (TOC1, FKF1) and 

irregular regulation (all remaining genes). 
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Table 3. Time-course expression of rosette genes in Arabidopsis thaliana exposed to NNMF conditions. Values 

are expressed as fold change (± SD) with respect to control plants growing in GMF conditions.  

Bold faced numbers indicate a significant (p< 0.05) difference between NNMF and GMF treatment. 

Function Gene DAYS AFTER SOWING 

  17 19 21 22 23 28 

Circadian clock 

CCA1 -5.25 (± 0.11) -1.57 (± 0.06) -1.02 (± 0.08) -1.65 (± 0.03) -2.94 (± 0.03) -1.77 (± 0.11) 

LHY -2.91 (± 0.04) -1.73 (± 0.04) -1.28 (± 0.09) -1.77 (± 0.05) -1.04 (± 0.05) -2.01 (± 0.07) 

TOC1 -2.16 (± 0.03) -1.54 (± 0.04) -1.39 (± 0.09) -1.13 (± 0.12) -1.23 (± 0.02) -1.13 (± 0.03) 

Photoperiod 
pathway 

CO -2.72 (± 0.01) -1.74 (± 0.13) 1.25 (± 0.4) -1.13 (± 0.20) 1.16 (± 0.11) -2.70 (± 0.04) 

FKF1 -1.45 (± 0.09) -1.67 (± 0.02) -1.38 (± 0.01) -1.43 (± 0.06) -1.07 (± 0.05) -1.12 (± 0.01) 

GI 1.04 (± 0.09) 1.07 (± 0.11) 1.01 (± 0.02) -1.32 (± 0.50) -1.04 (± 0.04) 1.51 (± 0.05) 

Vernalization 
and 

temperature 
pathways 

FLC 1.98 (± 0.17) -1.12 (± 0.03) -1.10 (± 0.11) -1.75 (± 0.11) -2.22 (± 0.28) -3.81 (± 0.08) 

FRI -1.80 (± 0.09) -1.61 (± 0.05) 1.27 (± 0.57) -1.32 (± 0.04) 1.71 (± 0.07) -1.75 (± 0.16) 

SVP -1.08 (± 0.13) -1.01 (± 0.1) -1.31 (± 0.20) 1.32 (± 0.18) -1.15 (± 0.15) 1.41 (± 0.08) 

Gibberellin 
pathway 

GA20ox1 -3.11 (± 0.28) -2.43 (± 0.36) -1.24 (± 0.21) -2.29 (± 0.09) 1.22 (± 0.27) -1.20 (± 0.12) 

GA20ox2 -5.58 (± 0.66) -6.81 (± 0.34) 1.19 (± 0.12) 1.16 (± 0.23) 1.38 (± 0.18) -1.02 (± 0.11) 

NAC 
transcription 

factors 
NAC050 -1.11 (± 0.15) -1.5 (± 0.23) -1.44 (± 0.12) -1.14 (± 0.06) 1.05 (± 0.09) -1.03 (± 0.12) 

Histone 
methylation 
regulators 

SDG26 -1.26 (± 0.07) -1.11 (± 0.09) -1.16 (± 0.15) 2.09 (± 0.27) -1.44 (± 0.23) 3.23 (± 0.54) 

Shoot apical 
meristem 

differentiation 

STM -1.47 (± 0.18) -2.68 (± 0.13) 1.15 (± 0.49) -1.80 (± 0.04) 1.35 (± 0.15) -1.47 (± 0.08) 

WUS -3.09 (± 0.10) -2.41 (± 0.05) -1.12 (± 0.33) -1.16 (± 0.06) 1.01 (± 0.10) -1.73 (± 0.01) 

Flowering 
effectors and 

integrator 
genes 

AP1 -1.04 (± 0.01) -1.71 (± 0.11) -1.93 (± 0.31) -3.01 (± 0.12) -1.40 (± 0.04) 1.14 (± 0.02) 

FD -1.40 (± 0.03) -1.23 (± 0.09) -1.86 (± 0.19) -1.12 (± 0.16) 1.18 (± 0.09) -1.14 (± 0.18) 

FT -3.09 (± 0.02) -2.26 (± 0.05) -1.25 (± 0.08) -1.37 (± 0.05) 1.03 (± 0.03) -2.35 (± 0.02) 

LFY -2.07 (± 0.15) -1.71 (± 0.15) -2.15 (± 0.23) 1.15 (± 0.07) 1.56 (± 0.20) -1.66 (± 0.27) 

TFL1 -1.52 (± 0.18) -1.11 (± 0.16) -1.33 (± 0.13) 1.09 (± 0.05) 2.16 (± 0.05) -1.43 (± 0.13) 

TSF -2.30 (± 0.13) 2.83 (± 0.67) 1.14 (± 0.50) -5.13 (± 0.02) -6.13 (± 0.01) -1.70 (± 0.24) 
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Figure 13: Pattern of expression of genes involved in flowering in Arabidopsis thaliana rosette. The cluster 

analysis was conducted by using Euclidean distances and median linkage. DAS, days after sowing. The different 

shades of green and red correspond to the expression levels reported in the figure colour bar. 

NNMF alters the expression of WT flowering meristem genes involved in 

flowering transition  

Table 4 summarized NNMF-induced regulation of flowering meristem genes involved in the 

transition to flowering. In the flowering meristem of A. thaliana plants exposed to NNMF, 

GA20ox1 showed a slight downregulation during early times of flowering. Differently, Ga2ox1, 

GA20ox2 and FLC were significantly down-regulated from 21 to 28 DAS. In particular, Ga20ox2 

downregulation was dramatic at 21, 22 and 28 DAS, whereas that of FLC at 22 DAS. NNMF 

induced a significant decrease in NAC050 and NAC052 mRNA level starting from 22 DAS, 

whereas SOC1 was only downregulated during late flowering. SVP, SDG26, LFY and, 

particularly, FD showed a significant up-regulation at 21 DAS, but then they were all 

downregulated with different trends. SVP was downregulated only at late flowering time (28 

DAS), while SDG26 both at late (28 DAS) and early (22 DAS) flowering time. Differently, FD 
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downregulation occurred at early flowering time (22 DAS), whereas LFY was downregulated 

at 23 and 28 DAS. NNMF affected the transcription level of AGL24 by down-regulating its 

expression in early flowering times (22 DAS) and up-regulating its expression during flowering 

(23, 28 DAS). Finally, AP1 showed a significant downregulation at 21, 23 and 28 DAS and a 

significant upregulation at 22 and 30 DAS, whereas JMJ14 did not show any significant 

regulation. 

The cluster analysis built on the data reported in Table 4 by using Euclidean distances and 

median linkage (Figure 14) shows a clear distinction between the pattern of expression of 

GA20ox2, FLC, and all other genes. A cluster gathers the expression patterns of AP1 and 

GA2ox1, whereas another cluster groups genes showing early up-regulation. The two NAC 

genes (NAC050 and NAC052) show similar patterns, which gather them in a cluster, whereas 

the pattern of expression of AGL24 is separated from the other clusters because of its late up-

regulation. 

Table 4. Time-course expression of flowering meristem genes in Arabidopsis thaliana exposed to NNMF 
conditions. Values are expressed as fold change (± SD) with respect to control plants growing in GMF conditions.  

Bold faced numbers indicate a significant (p<0.05) difference between NNMF and GMF treatment. 

Function Gene DAYS AFTER SOWING 

  21 22 23 28 30 

Gibberellin 
pathway 

GA2ox1 -2.72 (± 0.02) 1.03 (± 0.05) -3.54 (± 0.01) -3.44 (± 0.02) 1.19 (± 0.15) 

GA20ox1 -1.83 (± 0.21) -1.92 (± 0.25) -1.39 (± 0.23) 1.04 (± 0.08) 1.03 (± 0.33) 

GA20ox2 -23.87 (± 5.82) -53.65 (± 1.23) -3.11 (± 0.38) -47.49 (± 5.73) -1.25 (± 0.24) 

Vernalization 
and 

temperature 
pathways 

FLC -5.00 (± 0.07) -14.39 (± 0.01) -5.54 (± 0.03) -3.28 (± 0.07) 1.75 (± 0.18) 

SVP 2.10 (± 0.30) -1.31 (± 0.20) 1.16 (± 0.25) -1.13 (± 0.19) -3.62 (± 0.34) 

NAC 
transcription 

factors 

NAC050 1.15 (± 0.25) -5.79 (± 0.96) 1.06 (± 0.18) -1.95 (± 0.35) -1.42 (± 0.22) 

NAC052 -1.19 (± 0.03) -4.06 (± 0.63) -1.00 (± 0.13) -1.60 (± 0.10) -1.38 (± 0.04) 

Histone 
methylation 
regulators 

JMJ14 1.10 (± 0.32) -1.17 (± 0.21) 1.10 (± 0.11) -1.04 (± 0.25) 1.30 (± 0.12) 

SDG26 1.59 (± 0.02) -3.31 (± 0.75) 1.48 (± 0.18) -1.32 (± 0.27) -1.61 (± 0.32) 

Flowering 
effectors and 

integrator 
genes 

AGL24 -1.06 (± 0.08) -3.30 (± 0.23) 1.96 (± 0.15) 1.97 (± 0.36) -1.37 (± 0.22) 

AP1 -1.72 (± 0.03) 1.99 (± 0.22) -4.75 (± 0.01) -2.76 (± 0.03) 1.80 (± 0.47) 

FD 3.41 (± 0.55) -1.56 (± 0.19) 1.39 (± 0.02) -1.16 (± 0.13) -1.02 (± 0.03) 

LFY 1.45 (± 0.01) 1.27 (± 0.14) -1.97 (± 0.06) -2.00 (± 0.08) -1.89 (± 0.26) 

SOC1 1.44 (± 0.11) 1.69 (± 0.20) -1.15 (± 0.06) -2.63 (± 0.07) -1.04 (± 0.07) 



34 
 

 

Figure 14: Pattern of expression of genes involved in flowering in Arabidopsis thaliana flowering meristem. The 

cluster analysis was conducted by using Euclidean distances and median linkage. DAS, days after sowing. The 

different shades of green and red correspond to the expression levels reported in the figure colour bar. 

Influence of the GMF on light-dependent responses along the 

photomorphogenic process  
To assess whether the GMF effects on Arabidopsis are light dependent and to discriminate 

the contribution of photoreceptors to this response, the influence of the GMF on different 

photomorphogenesis-related responses was evaluated. Three-day-old etiolated WT seedlings 

were compared to cry1cry2, phot1 and phyAphyB mutant seedlings in the response after 72 h 

exposure to GMF or NNMF coupled with different light conditions. The long-day white light 

condition reproduced the natural activation and de-activation status of the plant 

photoreceptors, when they can synchronize the circadian clock under a light/darkness cycle. 

The continuous white light condition stimulated photoreceptors continuously, whereas 

continuous red and blue light conditions selectively activated the red light-responsive 

(phytochrome) and blue light-responsive (cryptochrome, phototropins, ZTL/FKF1/LKP2 family 

and phytochrome, partially) photoreceptors, respectively. The continuous darkness condition 

was used as a negative control, to test whether magnetoreception could be light independent.  

The GMF influence on photomorphogenesis was evaluated by monitoring plant morphology 

and the expression of light-related gene pathways, discriminating between root and shoot 

responses. We decided to separately analyse the two plant organs since roots appear to be 

the main site of response to the GMF as above mentioned.  

The influence of the GMF on photoreceptor activation was then investigated, considering 

photoreceptors phosphorylation and degradation status. The role of the cross talk between 

photoreceptors in mediating these responses was also discussed. 
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The GMF does not affect Arabidopsis root and hypocotyl growth under dark 

and light exposure 

From a morphological point of view, GMF and NNMF effects on Arabidopsis 3-day-old 

etiolated WT seedlings were verified on hypocotyl and root length after 72 h treatment with 

continuous darkness (D), continuous white light (CW) and long-day white light (LD) (Figures 

15). The skotomorphogenic phenotype under D conditions, as well as the photomorphogenic 

phenotype under all white light treatments were not affected by the GMF both in the 

hypocotyl (15a) and in the root (15b). Hypocotyl growth was indeed inhibited by light, while 

primary root growth was promoted by light. 

 

            
Figure 15. Morphometric measurements of Arabidopsis thaliana WT seedlings grown under different light 

conditions for 72 h either in GMF or in NNMF conditions. Hypocotyl (a) and root (b) length is reported as mean 

values (± SD). D (continuous darkness); LD (Long -day white light); CW (continuous white light). Different letters 

in the same group indicate a significant difference (p < 0.05).  

 

Same results were found when Arabidopsis WT, cry1cry2, phot1 and phyAphyB seedlings were 

exposed to GMF and NNMF and grown under either blue light (Figure 16) or red light (Figure 

17). Even in this case NNMF exposed seedlings showed the same phenotype of GMF exposed 

plants. Therefore, the GMF does not interfere with CRY1, CRY2, PHYA and PHYB function in 

mediating hypocotyl length reduction under blue light (Figure 16a) as well as with PHYA and 

PHYB function in mediating hypocotyl length reduction under red light (Figure 17a). Moreover, 

the function of all the analysed blue light photoreceptors in mediating root length elongation 

under blue light (Figure 16b) as well as that of phytochrome in mediating root length 

elongation under red light (Figure 17 b) was not affected by GMF. 

 

         
Figure 16: Morphometric measurements of Arabidopsis thaliana WT, cry1cry2, phot1 and phyAphyB seedlings 

grown under blue light for 72 h either in GMF or in NNMF conditions. Hypocotyl (a) and root (b) length is reported 

as mean values (± SD). Different letters in the same group indicate a significant difference (p < 0.05).  

 

a) 

 

b) 

a) b) 
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Figure 17: Morphometric measurements of Arabidopsis thaliana WT, cry1cry2, phot1 and phyAphyB seedlings 

grown under red light for 72 h either in GMF or in NNMF conditions. Hypocotyl (a) and root (b) length is reported 

as mean values (± SD). Different letters in the same group indicate a significant difference (p < 0.05).  

The GMF regulates the expressions of light-related genes under different 

light conditions 

To assess whether the retention of Arabidopsis photomorphogenic and skotomorphogenic 

morphology is in fact related to the absence of GMF influence on the light-dependent signaling 

cascade, the expression of several key genes regulated downstream photoreceptor activation 

was analysed. Therefore, the level of expression of the following genes directly related to the 

photomorphogenic response was measured: genes encoding transcription factors regulated 

by the COP1/SPA1 complex that operate downstream of multiple photoreceptors and whose 

transcriptional regulation is mediated by different light wavelengths (CO, HYH, HY5 and LAF1) 

(Sellaro et al., 2009; Su et al., 2017) , genes encoding molecules mainly regulated by 

downstream phytochrome signals and whose expression is mediated by light (PKS1, PIF3 and 

NDPK2) (Montgomery, 2016), anthocyanin biosynthesis genes which are transcriptionally 

regulated by cryptochromes and phytochromes (ANS and CHS) (Shin, Park and Choi, 2007; 

Wang, 2015; Gangappa and Botto, 2016); genes encoding auxin transporters whose 

localization and transcriptional regulation is under cryptochrome and phytochrome control 

(PIN1 and PIN3) (Halliday and Martı, 2009; Park et al., 2011) and genes involved in oxidative 

stress responses (GST and NDPK2) (Jiang et al., 2010; Kim et al., 2011).  

To provide evidence of a possible light-independent response to the GMF in Arabidopsis, the 

GMF influence on gene expression was evaluated in WT seedlings exposed to dark conditions. 

After 72 h exposure to D, GMF conditions prompted an up-regulation of HYH in WT shoots, 

whereas in WT roots the GMF caused a significant up-regulation of CO and HYH, a slightly 

down-regulation of LAF1 and a 3-fold change downregulation of NDPK2.  

To confirm the presence of a light-dependent response to the GMF in Arabidopsis, the 

expression of light-related gene was evaluated under LD and CW conditions in WT plants 

(Table 5). In seedlings grown under LD, the presence of the GMF significantly (p< 0.05) down-

regulated HY5, NDPK2, CHS and in particular GST in the shoot and significantly (p < 0.05) up-

regulated PIF3, NDPK2 and CO in the root (Table 5). 

Under CW, the GMF prompted a significant down-regulation of HYH and PKS1 expression level 

and a significant (p < 0.05) up-regulation of GST and ANS transcripts in WT shoots (> 2-fold 

changes), with respect to NNMF conditions. In WT roots, GMF conditions significantly (p < 

0.05) down-regulated HYH, HY5 and in particular NDPK2 and GST, whereas PIN3 was up-

regulated (Table 5). 

 

a) b) 
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Table 5. GMF contribution to shoot and root gene expression of 3-day-old etiolated Arabidopsis WT seedlings 
grown for 72 h under either GMF or NNMF conditions using different light exposures. Data are expressed as fold 
changes (mean ± SD) with respect to NNMF conditions (i.e., GMF/NNMF). 

Boldfaced numbers indicate a significant (p<0.05) difference between NNMF and GMF treatment. *= this gene is associated 
to the oxidative response either.  

To discriminate whether GMF influence on light-related signaling pathways is blue or red-light 

dependent, we monitored GMF effects on gene expression under blue and red light 

separately. To simplify data presentation, we only plotted those genes whose expression 

showed a significant (p < 0.05) difference in WT plants in the GMF vs. NNMF comparison under 

blue and red-light exposure. To discriminate whether the GMF-induced gene regulation was 

dependent from a specific photoreceptor, the gene expression level was also evaluated on 

photoreceptor mutant lines.  

Under blue light conditions (Figure 18), the GMF modulated the expression of 5 genes in WT 

shoots (Figure 18a) and 7 genes in WT roots (Figure 18b). In WT shoots, the GMF down-

regulated the expression of HYH, PKS1, PIN1 and PIN3, whereas PIF3 was up-regulated (Figure 

18a). When compared to WT, cry1cry2 shoots showed an opposite trend for HYH, PKS1 and 

PIN3 and the same trend for PIF3, whereas PKS1 was not significantly regulated by the GMF. 

Phot1 shoots showed the same trend of WT plants, with the sole exception of PKS1 and PIN3 

whose expression levels were not significantly affected by the GMF. Finally, the phyAphyB 

mutant showed a down-regulation similar to WT seedlings in the shoot for HYH and PKS1, an 

opposite trend for PIN3, and no GMF-dependent regulation for PIF3 and PIN1. 

In the roots, the GMF upregulated the expression of HYH, PIF3, CHS, PIN1 and PIN3 in WT 

plants, whereas the expression of PKS1 and NDPK2 was down-regulated (Figure 18b). The 

roots of the cry1cry2 showed the same trend of the WT for PIF3 and PIN3, whereas HYH and 

CHS were not significantly regulated by the GMF. When compared to WT, the cry1cry2 mutant 

and the phot1 mutant showed an opposite trend for NDPK2. Whereas, the phot1 mutant 

showed the same modulation trend of WT plants for HYH, the opposite regulation for CHS 

with respect to WT plants and no regulation for PKS1, PIN1 and PIN3. Finally, the phyAphyB 

Function Gene 
Continuous darkness Long day white light Continuous white light 

Shoot Root Shoot Root Shoot Root 

Transcription 
factors 

regulated by 
COP1/SPA1 

complex  

CO -1.36 (±0.59) 1.33 (± 0.11) 1.27 (± 0.29)  1.79 (± 0.01) -1.12 (± 0.24) 1.30 (± 0.19) 

HYH 2.00 (± 0.00) 1.45 (± 0.36) 1.06 (± 0.05) -1.08 (± 0.25)  -1.58 (± 0.06) -1.41 (± 0.12) 

HY5 -1.35 (± 0.47) 1.22 (± 0.19) -1.45 (± 0.01) 1.01 (± 0.12) 1.08 (± -0.13) -1.61 (± 0.06) 

LAF1 n.e. -1.30 (± 0.09) n.e. 1.2 (± 0.17) n.e. 1.06 (± -0.16) 

Phytochrome
-related 
factors 

PKS1 -1.28 (± 0.03) -1.08 (± 0.11) -1.17 (± 0.02) -1.12 (± 0.17) -1.91 (± 0.03) 1.23 (± -0.15) 

PIF3 1.32 (± 0.26) 1.08 (± 0.1) -1.04 (± 0.03) 1.30 (± 0.22) -1.10 (± 0.12) -1.07 (± 0.18) 

*NDPK2 -1.50 (± 0.26) -3.42 (± 0.51) -1.29 (± 0.05) 1.47 (± 0.02) 1.14 (± -0.17) -2.09 (± 0.35) 

Anthocyanin 
biosynthesis 

ANS n.e. 1.11 (± 0.19) -1.85 (± 0.42) 1.30 (± 0.40)  3.85 (± -1.04) -1.02 (± 0.12) 

CHS n.e. 1.16 (± 0.41) -2.59 (± 0.26) -1.40 (±0.43) -1.43 (± 0.13) -1.70 (± 0.13) 

Auxin 
signaling 

PIN1 -1.03 (± 0.04) 1.22 (± 0.09) -1.38 (± 0.08) 1.19 (± 0.43) -1.09 (± 0.41) -1.17 (± 0.07) 

PIN3 1.72 (± 0.48) 1.02 (± 0.04) -1.10 (± 0.14) 1.19 (± 0.24) 1.01 (± -0.2) 1.25 (± -0.05) 

Oxidative 
response 

GST -1.59 (± 0.44) -1.59 (± 0.44) -5.06 (± 0.07) -1.45 (± 0.36) 2.04 (± -0.17) -2.68 (± 1.01) 
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mutant showed the same gene expression trend of WT plants for PIF3 and NDPK2, an opposite 

trend for PIN1 and CHS, while no GMF-induced regulation forPKS1 and PIN3 was observed. 

 

 

Figure 18: GMF contribution to shoot (a) and root (b) gene expression of 3-day-old etiolated Arabidopsis WT, 

cry1cry2, phot1 and phyAphyB seedlings grown for 72 h under either GMF or NNMF conditions using blue light 

exposure. Data are expressed as fold changes (mean ± SD) with respect to NNMF conditions (i.e., GMF/NNMF). 

The two dotted lines highlight the range of absence of GMF-dependent regulation (between 1 and -1 fold change; 

p<0.05). 

Exposure to red light differentially regulated the transcription level of 5 genes in the shoot 

(Figure 19a) and 9 genes in the root (Figure 19b) of WT seedlings exposed to GMF vs NNMF 

conditions. In WT shoots, GMF down-regulated PKS1, PIF3 and GST, and up-regulated ANS and 

CHS. The same trend of WT plants was observed in cry1cry2 mutants for PIF3 and ANS, 

whereas PKS1, CHS and GST expression was not significantly affected by the GMF (Figure 19a). 

With respect to WT plants, the phot1 mutant showed the same trend for PIF3 and GST and an 

opposite trend for PKS1, CHS and ANS. The phyAphyB mutant showed an opposite trend 

a) 

b) 
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compared to WT plants for ANS and CHS while PKS1, PIF3 and GST were not significantly 

regulated by the GMF. 

Under red light, in WT roots the GMF caused a significant (p < 0.05) up-regulation of LAF1, no 

regulation of HYH and a significant down-regulation of the other genes, especially the 

phytochrome related factors PIF3 and NDPK2 (Figure 19b). When compared to WT, cry1cry2 

roots showed an opposite trend for HY5, LAF1 and PIN1, whereas all the other genes showed 

the same trend except for CHS and PIN3 whose expression was not significantly affected by 

the GMF. When compared to the WT, the phot1 mutant showed an opposite trend for LAF1 

and PIN3, whereas all the other genes showed the same trend apart from PIF3 and NDPK2, 

whose expression was not modulated by the GMF. PhyAphyB root gene expression level was 

similar to that of cry1cry2 seedlings, with the sole exception of CHS that was downregulated 

and GST that showed no regulation (Figure 19b). 

 

  

Figure 19: GMF contribution to shoot (a) and root (b) gene expression of 3-day-old etiolated Arabidopsis WT, 

cry1cry2, phot1 and phyAphyB seedlings grown for 72 h under either GMF or NNMF conditions using red light 

exposure. Data are expressed as fold changes (mean ± SD) with respect to NNMF conditions (i.e., GMF/NNMF). 

The two dotted lines highlight the range of absence of MF-dependent regulation (between 1 and -1 fold change, 

p<0.05). 

a) 

b) 
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The GMF influences blue and red-light photoreceptors activation level 

Having assessed that the GMF effect on gene expression is both blue and red- light dependent 

and that photoreceptors contribute in mediating this response, the GMF influence on 

photoreceptor activation was then evaluated. All the blotting analyses were performed in 

Prof. Christie’s laboratory, at the University of Glasgow.  

CRY1, CRY2 and PHOT1 activation level was tested under blue light. As for cryptochrome, CRY1 

activation level was assayed by monitoring the blue light-induced CRY1 phosphorylation 

(Shalitin, 2003), while CRY2 degradation was used as an indirect indicator of CRY2 activation 

(Weidler et al., 2012) by exposing seedlings to blue light. Furthermore, phot1, phyA and 

phyAphyB mutant lines were used to evaluate the role of phytochromes and PHOT1 in 

mediating cryptochrome activation in the absence of the GMF. Under NNMF conditions, CRY1 

phosphorylation was practically absent in WT seedlings, with respect to GMF-exposed plants, 

thus suggesting a GMF role in promoting CRY1 activation (Figure 20). Moreover, CRY2 

degradation was significantly reduced under NNMF conditions, thus implying its lower 

activation level in the absence of the GMF in WT plants (Figure 21). Both the processes seem 

to be independent from PHOT1 and phytochromes, because NNMF conditions did not 

significantly affect CRY1 phosphorylation and CRY2 level in phyAphyB, phyA and phot1 

seedlings with respect to WT plants (Figure 20 and 21).  

  
Figure 20: CRY1 phosphorylation level of 3-day-old WT, phot1, phyAphyB etiolated seedlings exposed to GMF or 

NNMF conditions coupled with 20 μmol m-2 sec-1 blue light for 15 min. cry1cry2 was used as negative control. 

The phosphatase treated sample was used to verify the actual nature of the phosphorylation shift. D=darkness; 

BL=blue light; red arrow=phosphorylated protein 

 

 

 
Figure 21: CRY2 degradation level of 3-day-old WT, phyA and phyAphyB etiolated seedlings exposed to GMF or 

NNMF conditions coupled with 0.5 μmol m-2 sec-1 blue light for 8 hours. (a) example of a gel. cry1cry2 was used 

as negative control. D=darkness; BL=blue light; (b) histogram; data are expressed as percentage of CRY2 protein 

quantity after the blue light treatment with respect to the dark control condition. Error bars indicate the SD. 

Different letters associated with a statistically significant regulation (p<0.05). 

a) 

b) 
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To evaluate PHOT1 activation under blue light, the occurrence of its phosphorylation was 

monitored along with de-phosphorylation level of NON-PHOTOTROPIC HYPOCOTYL 3 (NPH3) 

as an indirect indicator of PHOT1 phosphorylation (Inoue et al., 2008, Pedmale et al., 2010), 

since PHOT1 degradation accidentally occurred in some samples. Phytochrome and 

cryptochrome KNOCK OUT (KO) mutants were used to focus on the role of phytochromes and 

cryptochrome in mediating PHOT1 activation. Our results highlighted the persistence of 

PHOT1 phosphorylation as well as NPH3 dephosphorylation under NNMF conditions in WT, 

cry1cry2 and phyAphyB seedlings (Figure 22). Thereby, the GMF appears not to affect the 

occurrence of PHOT1 phosphorylation. 

 

Figure 22: PHOT1 phosphorylation level and NPH3 dephosphorylation level of 3-day-old WT, phot1, phyAphyB 

etiolated seedlings exposed to GMF or NNMF conditions coupled with 20 μmol m-2 sec-1 blue light for 15 min. 

phot1 was used as negative control. The phosphatase treated sample was used to verify the actual nature of the 

phosphorylation shift. Considering the PHOT1 proteolysis during protein extraction, NPH3 de-phosphorylation 

was used as an indirect indicator of PHOT1 phosphorylation. D=darkness; BL=blue light; red 

arrow=phosphorylated protein. 

The GMF effect on PHYA and PHYB activation was assessed by monitoring their degradation 

level under red light (Ni et al., 2014). The involvement of PHOT1, CRY1 and CRY2 in mediating 

these responses was assessed using phot1 and cry1cry2 mutant lines.  

After 3 hours exposure to red light, PHYA was less degraded in WT seedlings exposed to GMF 

with respect to NNMF conditions (Figure 23), thus suggesting a lower activation of PHYA in 

the presence of the GMF. In cry1cry2 and phot1 seedlings, PHYA degradation was not 

significantly different between plants exposed to GMF and NNMF conditions. These results 

indicate that the lower PHYA activation level in the presence of the GMF is associated to 

PHOT1, CYR1 and CRY2. 
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Figure 23: PHYA degradation level of 3-day-old WT, cry1cry2, and phot1 etiolated seedlings exposed to GMF or 

NNMF conditions coupled with 60 μmol m-2 sec-1 red light for 3 hours. (a) example of a gel. phyAphyB was used 

as negative control. D=darkness; RL=red light; (b) histogram; data are expressed as percentage of PHYA protein 

quantity after the red-light treatment with respect to the dark control condition. Error bars indicate the SD. 

Different letters associated with a statistically significant regulation (p<0.05). 

As for PHYB degradation (Figure 24) under red light, a significantly higher PHYB degradation 

occurred in WT plants exposed to GMF with respect to NNMF conditions. In both cry1cry2 and 

phot1 seedlings PHYB degradation was almost absent in the presence of the GMF (Figure 23). 

Thereby, the presence of the GMF appears to enhance PHYB activation level in a mechanism 

mediated by PHOT1, CRY1 and CRY2.  

 

 

Figure 24: PHYB degradation level of 3-day-old WT, cry1cry2 and phot1 etiolated seedlings exposed to GMF or 

NNMF conditions coupled with 60 μmol m-2 sec-1 red light for 9 hours. (a) example of a gel. phyAphyB was used 

as negative control. D=darkness; RL=red light; (b) histogram; data are expressed as percentage of PHYB protein 

quantity after the red-light treatment with respect to the dark control condition. Error bars indicate the SD. 

Different letters associated with a statistically significant regulation (p<0.05). 

a) 

b) 

a) 

b) 
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The GMF stabilizes the circadian clock amplitude 
The possible influence of the GMF on Arabidopsis circadian clock was evaluated even by 

discriminating the involvement of light in this process. Seven-day-old seedlings grown under 

long day (LD) and normal GMF conditions were exposed at ZT (dawn) to the darkness or left 

in LD conditions for 4 days and contemporary exposed to NNMF or GMF.  

The expression of LHY and PRR7 was evaluated every 4 hours starting from the beginning of 

the treatment. LHY is the morning gene encoding the Myb-domain transcription factor that 

acts together with CCA1 as repressor of PPRs and the evening clock factors (Alabadí et al., 

2001), whereas PRR7 peak of expression occurred 6 h after dawn and its corresponding 

protein acts as a repressor of LHY and CCA1 (Hayama et al., 2017). LHY expression was 

measured both in dark and LD conditions, while PRR7 was successfully assayed only under LD 

conditions. All the results are plotted as relative gene expression as a function of time. 

As clearly shown in Figure 25, under both GMF (Figure 25 a) and NNMF (Figure 25 b) conditions 

the switching to the darkness caused the internal clock resetting to its natural period length. 

After the first permanence of the light stimulus to the clock, LHY expression peak was indeed 

moved 4 hours later under CD with respect to LD conditions. While the dark exposure normally 

reduced the amplitude of the clock rhythm under GMF conditions (Figure 25 a), this behavior 

was not observed in absence of the GMF (Figure 25 b). 

 

 

Figure 25: LHY relative expression starting from ZT when plants were exposed under GMF (a) or NNMF (b) 

conditions. The dark-shaped box in (a) reproduces LHY rhythm under CD coupled with GMF conditions using a 

lower scale. LD=long day white light; CD= continuous darkness; EF1= eEF1Balpha2. 

b) 

a) 
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A direct comparison between GMF and NNMF treatments clearly highlighted the GMF 

influence on LHY rhythm amplitude that appears to occur not only under CD conditions (Figure 

26b), but even under LD exposure (Figure 26a).  

 

 

Figure 26: LHY relative expression starting from ZT when plants were exposed under long day white light (a) or 

continuous darkness (b) conditions. The dark-shaped box in (b) reproduces LHY rhythm under GMF conditions 

coupled with CD using a lower scale. GMF=Earth’s magnetic field; NNMF= Near Null Magnetic field; EF1= 

eEF1Balpha2. 

PPR7 rhythm was even affected by NNMF treatments under LD conditions (Figure 27) by 

showing a higher amplitude starting from 24 h after ZT. 

Based on these preliminary results, we can hypothesize that the GMF appears to have a role 

in stabilizing the internal clock rhythm amplitude.  

 

b) 

a) 
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Figure 27: PRR7 relative expression starting from ZT when plants were exposed under long day white light 

conditions coupled with GMF or NNMF treatment. GMF=Earth’s magnetic field; NNMF= Near Null Magnetic field; 

EF1= eEF1Balpha2. 
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DISCUSSION 
An accurate comparison between paleomagnetic data and Angiosperm fossils highlighted the 

occurrence of Angiosperm speciation during normal phase magnetic field polarity, thus 

implying a possible role of GMF polarity in plant evolution (Occhipinti, De Santis and Maffei, 

2014). During polarity transitions, the GMF is reduced to a maximal mean intensity about 10% 

of the stable field, thus being comparable to NNMF conditions (Crain, 1971). Interestingly, 

NNMF delays Arabidopsis flowering time (Xu et al., 2012), thus suggesting a correlation 

between Angiosperm speciation after a GMF reversal and its influence on timing of plant 

reproduction. Along with flowering time alteration, many other light and clock dependent 

plant processes appear to be influenced by MF variations, including photomorphogenesis 

(Maffei, 2014).  

In this thesis work, the role of the GMF as a plant evolutionary driving force has been 

substantiated by monitoring the influence of reversed magnetic field and NNMF on 

Arabidopsis growth and gene expression. The study of the molecular bases related to NNMF-

induced flowering delay under LD conditions along with the assessment of the GMF influence 

on the photomorphogenesis gene targets under different light conditions (by using 

photoreceptors mutant lines along with wild type plants) allow us to better understand the 

signals downstream Arabidopsis magnetoreception and their light and eventually clock 

dependence. The evaluation of the GMF influence on photoreceptor activation and on the 

circadian clock rhythm give us further information about the mechanism of GMF sensing 

upstream gene expression alteration.  

The reversed GMF acts as an abiotic stress factor on plants 
Plant development, productivity and overall fitness are dependent on the optimal shoot and 

root system architecture (Szymanowska-Pulka, 2013). The reduced root length and leaf size 

of plants exposed to reversed GMF conditions with respect to normal GMF polarity 

corroborates the hypothesis that GMF reversals may affect plant growth acting as an abiotic 

stress factor on plants. Furthermore, this evidence suggests the presence of an Arabidopsis 

sensing system able not only to perceive variations in magnetic field intensity (Maffei, 2014), 

but also to respond to magnetic field vector direction and polarity, as already seen in other 

living organisms (Deutschlander, Phillips and Borland, 1999).  

Our gene expression data confirm the negative influence of the reversed GMF on plant growth 

and its role as an abiotic stress factor on plants. Cruciferin (a 12 S globulin) is the most 

abundant storage protein in the seeds of A. thaliana and without its phosphorylation and 

consequent degradation, embryos cannot develop properly (Job, 2005; Wan et al., 2007). 

Moreover, its transcription level is under the control of abscisic acid (Kagaya et al., 2005), 

which is usually involved in the response to abiotic stress (Lin and Tang, 2014). The GMF 

reversal affects the expression of the gene encoding for cruciferin 3; CRU3 leaf upregulation 

correlates with a lower leaf expansion, whereas its significant root downregulation correlates 

with a reduced root length.  

Copper is an essential cofactor for key processes in plants, but it exerts harmful effects when 

in excess or in low quantities (Printz et al., 2016). COPT1 is the main transporter involved in 

Cu acquisition at the root level and it is upregulated in Cu-deficient plants in order to increase 

the absorption capacity at systemic level (Ravet and Pilon, 2013; Perea-García et al., 2016; 
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Printz et al., 2016). The effect of GMF reversal is a significant overexpression of COPT1 in both 

shoots and roots, thus explaining the reduced plant growth. In particular, the transition metals 

Fe and Cu take a central role in redox control and electron transport in the cell. When the 

electron transport capacity in the chloroplast is limited, electrons can alter the redox state of 

the cell (Ravet and Pilon, 2013). In Arabidopsis the expression of the transcription factor RRTF1 

is specifically regulated by redox signals from the photosynthetic electron transport (Matsuo 

and Oelmüller, 2015), which derived from dynamic changes in pO2 (Haddad, 2002). RRTF1 

facilitates the synergistic co-activation of gene expression pathways and confer cross 

tolerance to abiotic and biotic stresses (Khandelwal et al., 2008; Foyer, Karpinska and 

Krupinska, 2014). The reversal of the GMF induces a significant transcriptional overexpression 

of RRTF1, which acts in response to the production of a higher rate of reactive oxygen species 

(ROS) (Matsuo and Oelmüller, 2015). The altered plant capability to scavenge ROS and the 

enhancement of plant ROS level have been already demonstrated under MF intensities higher 

than that of the GMF (Sahebjamei, Abdolmaleki and Ghanati, 2007; Alemán et al., 2014). The 

upregulation of RRTF1 correlates with the downregulation of root scavenging enzymes in 

plants exposed to reversed GMF conditions, thus indicating that the alteration of oxygen 

scavenging is not only dependent from MF intensity, but also from its direction. The dramatic 

root downregulation of CAT3, APX1 and TAPX indicates the reduced ability of root cells to 

scavenge H2O2, which is coupled to the reduced ability to dismutate the superoxide anion by 

downregulation of FSD1. Moreover, the root downregulation of RbohD correlates with the 

downregulation of genes encoding for scavenging enzymes, since RbohD activity promotes the 

activation of the ROS-scavenging response (Yao et al., 2017). Therefore, the oxidative stress 

induced by the GMF reversal is higher in roots, which appear to be the main site of the 

response to reversed GMF. Alternatively, the observed different gene expression response in 

roots with respect to leaves could assess the presence of an independent mechanism of GMF 

polarity perception in different plant organs.  

The reduced growth in reversed magnetic field conditions together with the enhancement of 
the oxidative stress and the reduced antioxidant response at the root level could be directly 
related to the observed major speciation of Angiosperms during normal phase GMF polarity 
(Occhipinti, De Santis and Maffei, 2014). Thereby, these results provide a compelling evidence 
in support of the hypothesis that the GMF reversals might have been one of the driving forces 
for plant evolution. 

NNMF induces a delay in flowering by globally slowing down the transition to 

the plant reproductive stage 
Successful reproduction ensures a species’ survival. The reproductive success of flowering 

plants depends on flowering at the right moment. Hence, plants have evolved genetic and 

molecular networks integrating various environmental cues with endogenous signals in order 

to flower under optimal conditions (Fornara, de Montaigu and Coupland, 2010). NNMF-

induced delay in Arabidopsis flowering time is maintained in our generation experiment, when 

plants are constantly grown under NNMF conditions, and is recovered when plants are grown 

in GMF conditions. This clearly demonstrates that the effect of NNMF exposure occurs in the 

growing plant and is due to the presence of a plant magnetoreceptor (Occhipinti, De Santis 

and Maffei, 2014). Interestingly, the NNMF starts acting on the plant development from the 

transition to the reproductive phase, such as already reported by Xu et al. (2013). Since that 
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time, the leaf area index as well as the stem length are reduced. However, the number of 

rosette leaves at bolting time is not influenced by NNMF. Thereby, these morphological data 

suggest that NNMF delays Arabidopsis reproductive transition but does not alter the plant 

development status at the flowering transition time though. Interestingly, despite the absence 

of NNMF-induced flowering delay in cry1cry2 mutant plants exposed to 10 μmol m-2 s-1 blue 

light for 6 h in a 12 h photoperiod (Xu et al., 2015), the NNMF delays flowering time even in 

cry1cry2 mutant lines under our adopted LD white light conditions. Therefore, this observation 

suggests the presence of actors different from cryptochrome in mediating this response under 

LD conditions. The time-course analysis of WT rosette and flowering meristem genes allowed 

the evaluation of the influence of NNMF on the expression of the flowering integrator genes 

and on the upstream signal transduction pathways, thus discriminating those factors mostly 

involved in the observed delay in flowering (Figure 27). 

NNMF-flowering delay is correlated to the downregulation of flowering 

integrator genes in the rosette 

The transition to flowering is mediated by FT, which acts as a mobile molecule in plants, 

transferring the flowering signal from the rosette to the meristem. Its function is similar to 

that of TSF and both of them usually form a complex with FD (Tsuji, 2017). By analyzing the 

gene expression data, the flowering delay seems directly related to the rosette early 

downregulation of the flowering integrators FT and TSF together with FD. A similar expression 

pattern was already observed by Xu et al. (2012) for FT under long day white light.  

The maintenance of the pool of stem cells and the indeterminate development of apical and 

axillary meristems is related to the homeodomain gene WUS and the STM gene, respectively 

(Lenhard, Jürgens and Laux, 2002). The center of the shoot apical meristem (SAM) is 

maintained in a vegetative state by the key floral repressor TFL1, which acts by repressing LFY 

and AP1 (Liljegren et al., 1999). LFY plays a key role in the integration of flowering signals in 

parallel with FT to activate floral meristem identity genes, such as AP1 (Liljegren et al., 1999). 

Under NNMF conditions, the observed delay in flowering is correlated to a downregulation of 

rosette LFY, AP1 and FD in the floral induction period, an upregulation of rosette TFL1 during 

early flowering and a downregulation of rosette WUS and STM transcript level which occurs 

at the beginning of the flowering transition. A similar expression pattern was already observed 

by Xu et al. (2017) for LFY under 6 h blue light/6 h dark exposure.  

NNMF downregulates the expression of Arabidopsis circadian clock and 

photoperiod gene pathways in the rosette 

Under long day conditions, Arabidopsis flowering time is correlated to the interaction 

between the circadian clock and the photoperiod pathway, mediated by the late afternoon 

expression peak of CO and the corresponding higher protein concentration. CO promotes 

flowering by initiating transcription of the integrator genes FT and TSF (Tsuji, 2017). Similarly 

to what observed by Xu et al. (2012), NNMF conditions down-regulate CO under long day 

white light conditions. We also observed a correlation between CO transcript level and FT, 

since their downregulation stops at 22 DAS, two days before the bolting of NNMF-exposed 

plants. During LD, blue light promotes the interaction between GI and FKF1 in the late 

afternoon. These interactions stabilize the F-box proteins, allowing them to promote the 

degradation of a set of transcriptional repressors of CO (Song et al., 2014). In Arabidopsis 

exposed to NNMF, a significant down-regulation of FKF1 transcript level in the rosette is 
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correlated to CO downregulation in the early floral induction period. FKF1 transcription is 

repressed by LHY and CCA1, which also negatively regulate TOC1 expression (Endo, Araki and 

Nagatani, 2016). LHY and CCA1 are known to oppositely act as transcriptional activators of 

PPRs factors, whose peak transcript level occurs 8 after ZT, a time close to our plant material 

sampling. PPRs repress LHY and CCA1 in a feedback loop (Hayama et al., 2017). Therefore, the 

down-regulation of LHY and CCA1 induced by the NNMF might be related to a higher 

transcription repression mediated by PPRs. Moreover, the lower FKF1 and TOC1 transcript 

level might be related to a higher LHY level under NNMF conditions. Interestingly, light is able 

to influence the transcription of CCA1, LHY and GI (Harmer, 2009). Therefore, the action on 

the circadian clock expression mediated by the NNMF might be light-dependent. 

The circadian clock and the photoperiod pathways also interact to promote CO accumulation 

at the end of the day under LD conditions. PPRs are known to stabilize CO protein level during 

the early afternoon (Hayama et al., 2017). Moreover, a complex composed by CRY2, CRY1 and 

PHYA promotes CO accumulation in the afternoon, under blue light. Differently, PHYB is 

known to reduce CO level in the morning in a red light dependent manner, while PHYA 

stabilizes CO under far-red light conditions (L. J. Liu et al., 2008; Sarid-Krebs et al., 2015). 

However, all the photoreceptors are constitutively expressed during the day (Golembeski et 

al., 2014). It is the key function of the blue light promoted complex composed by FKF1 and CO 

to determine CO stabilization in the evening, allowing flowering under LD conditions 

(Golembeski et al., 2014; Song et al., 2014). As a consequence of CO stabilization at the end 

of the day, FT transcription is activated (L. J. Liu et al., 2008). Although CO protein level was 

not monitored in our experiment, the observed reduced accumulation of FT transcripts under 

NNMF conditions could be also related to an influence of NNMF on photoreceptor activation. 

Moreover, FKF1 directly repress FT transcription, while a complex composed by CRY2 and CIB1 

protein is able to promote FT expression (Endo, Araki and Nagatani, 2016). Therefore, 

photoreceptors could be involved in the mechanism of NNMF-induced flowering delay. Xu et 

al. (2015) suggested the absence of NNMF-promoted delay in flowering under specific red-

light photoperiods and fluences, while blue light seems to be involved in this process in a 

cryptochrome dependent manner. However, the observed persistence of a NNMF-induce 

flowering delay in cry1cry2 mutant plants under white light long day conditions suggests that 

cryptochrome is not the only actor in the promotion of this mechanism. Future experiments 

should aim to evaluate the flowering time even using other photoreceptor and internal clock 

mutant lines under our experimental conditions, considering the time of CO accumulation in 

the evening as a key point for discriminating clock and photoperiod pathway involvement in 

NNMF-induced flowering delay. 

NNMF downregulates the expression of Arabidopsis gibberellin and thermo-

sensory gene pathways in the rosette 

Recently, photoreceptors (mainly cryptochrome and phytochromes) have been discovered to 

interact dependently from the light quality and intensity with the gibberellin and the 

thermosensitive flowering promoting pathways at the leaf level (Endo, Araki and Nagatani, 

2016). Moreover, the circadian clock directly interferes with the expression of some genes 

belonging to both the gibberellin and thermo-sensory flowering promoting pathways 

(Imaizumi, 2010). Interestingly, while the genes belonging to the autonomous pathways 

(NA050 and SDG26) seem not to be affected by the reduction of the GMF, NNMF conditions 
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influence the expression of the genes belonging to the gibberellin and the thermo-sensory 

pathways in the rosette.  

The gibberellin pathway is composed by GA biosynthetic genes, called Ga20ox1 and Ga20ox2, 

whose mutation reduces bioactive GA4 and thus delays flowering under long day conditions 

(Rieu et al., 2008). NNMF induces a down-regulation of GA20ox2 immediately prior to floral 

induction under our experimental conditions. Similarly, Ga20ox2 transcript level is reduced by 

NNMF under 12 h photoperiod of blue light (6 h/6 h) and is not affected in cry1cry2 mutant 

under the same exposure conditions, thus suggesting a cryptochrome dependent 

downregulation of this gene (Xu et al., 2017). However, the flowering delay persists in cry1cry2 

mutant lines under LD white light conditions. Interestingly, even the phytochrome mediated 

pathway is known to interact with the gibberellin pathway by the action of SENSITIVITY TO 

RED LIGHT REDUCED (SRR1), whose mutant showed an early flowering (Staiger et al., 2003). 

Moreover, under LD conditions, GA20ox1 and GA20ox2 transcripts assume circadian rhythms, 

reaching the peak 8 h after ZT (Filo et al., 2015), close to the time of our plant material 

sampling. 

The vernalization pathway activates flowering by silencing FLC in response to prolonged 

exposure to low temperatures (Fornara, de Montaigu and Coupland, 2010). FLC acts together 

with SVP in repressing the transcription of FT (Mateos et al., 2015). While SVP showed no 

significant regulation in plant exposed to NNMF, the early downregulation of FT might be 

therefore linked to FLC upregulation. FRI encodes a protein with two coiled-coil motifs and is 

required to increase FLC transcript level (Caicedo et al., 2004). A slight but significant down-

regulation of FRI was observed in Arabidopsis exposed to NNMF conditions only in early and 

late phase of floral induction, thus implying the absence of correlation between its 

downregulation and FLC transcription level under NNMF conditions. Thereby, changes in FLC 

expression could be related to other regulation mechanism induced by NNMF conditions. 

Interestingly, a phytochrome-mediated pathway is known to enhance FLC expression level and 

cryptochrome and phytochrome are generally involved in regulating flowering in a thermo-

sensory pathway (Blázquez, Ahn and Weigel, 2003). 

NNMF acts on the expression of flowering integrator genes and 

downregulates GA 20 OXIDASE 2 and FLOWERING LOCUS C in the flowering 

meristem 

The floral induction is necessary to transform the shoot apical meristem from a vegetative 

meristem to an inflorescence meristem, which forms flowers. This morphological variation is 

associated with dramatic changes in gene expression, including increased expression of the 

integrator gene SOC1, encoding a MADS box transcription factor (Denay et al., 2017). 

Activation of SOC1 during long days requires FT and may be a direct response to the 

translocation of FT from the leaf to the flowering meristem. Oppositely, SOC1 expression is 

repressed by FLC that acts as a potent repressor of flowering together with SVP (Hepworth et 

al., 2002). Xu et al. (2017) already observed a SOC1 downregulation promoted by NNMF under 

a blue light photocycle. In Arabidopsis flowering meristems of plants exposed to NNMF, SOC1 

downregulation occurs only during late flowering, at 28 DAS. However, the observed strong 

downregulation of FT in the rosette is indirectly related to a lower FT protein able to reach the 

flowering meristem (Shim, Kubota and Imaizumi, 2017). Therefore, the absence of NNMF-

dependent regulation of SOC1 in the early flowering stages might be related to a 
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compensation between the FT lower protein level at the flowering meristem and the 

downregulation of FLC, particularly at 22 DAS.  

The interaction of FT with FD directly promotes the transcription of AP1 and LFY (Shim, Kubota 

and Imaizumi, 2017), which are floral meristem identity genes encoding MADS box factor. The 

commitment to flower is ascertained by a direct positive feed-back interaction between AP1 

and LFY (Irish, 2010). LFY transcription is under direct control of SOC1, SVP and AGL24 (Wils 

and Kaufmann, 2017). The latter promoted the transition to the flowering meristem identity 

towards the reproductive phase (Smith et al., 2011). The NNMF-induced flowering delay could 

be linked to AP1 downregulation, excepting for its upregulation at 22 DAS, probably due to 

the previous LFY upregulation. FD expression level seems to be directly related to AP1 level in 

the early flowering, since AP1 is known to negatively regulate its expression and that of all the 

genes involved in the control onset of flowering (Wils and Kaufmann, 2017). Interestingly, LFY 

is only found upregulated by NNMF when SVP is upregulated at 21 DAS, whereas it is 

significantly down-regulated after 23 DAS. AGL24 is up-regulated during flowering at the same 

time when AP1, LFY and SOC1 are down-regulated. Upregulated levels of AGL24 expression 

correspond to the degree of precocious flowering and the reduction in AGL24 expression is 

related to the degree of late flowering, suggesting that AGL24 is a dosage-dependent 

promoter of flowering (C. Liu et al., 2008). In this regard, alteration of AGL24 activity 

determines Arabidopsis flowering time partially independently from SOC1, and vice versa (C. 

Liu et al., 2008). Since AGL24 is significantly down-regulated in NNMF exposed Arabidopsis in 

early phases of floral development and is significantly upregulated during flowering, this 

pattern of expression seems to be the most linked to the observed NNMF- promoted delay in 

flowering.  

In Arabidopsis, the H3K4 demethylase JMJ14 is involved in repression of the floral integrator 

genes FT and SOC1 by interacting with the NAC transcriptional repressors NAC050 and NAC052 

(Ning et al., 2015). In the floral meristem of NNMF exposed plants JMJ14 did not show any 

significant regulation, whereas a slight and similar down-regulation was found for NAC050 and 

NAC052. These results indicate that demethylation might not be involved in the delayed 

transition to flowering caused by exposure to NNMF. 

On the other hand, active gibberellins are growth regulators that promote flowering in 

Arabidopsis. While GA2ox1 represses flowering, by reducing the content of active gibberellins, 

GA 20 oxidases (in particular GA20ox1 and GA20ox2) promote flower initiation redundantly, 

by affecting also other reproductive phenological phases such as the development of stem 

internodes (Rieu et al., 2008; Campos-Rivero et al., 2017). Differently from Xu et al. (2017) 

observations, NNMF causes not only a reduction in GA20oxidases transcript level, but even a 

reduction in GA2ox1 mRNAs. However, the dramatic downregulation of GA20x2 makes its 

pattern of expression unique in our cluster analysis. This regulation might be correlated to the 

upregulation of SVP in the early flowering stages, because SVP is involved in repressing 

Ga20ox2 expression (Andrés et al., 2014). In the late flowering stages Ga20ox2 

downregulation is even related to the delay in stem elongation. Xu et al. (2017) correlated 

NNMF-induced changes in the GA20 oxidases transcription to cryptochrome during flowering 

time. On the one hand, the persistence of NNMF-induced flowering delay in cry1cry2 plants 

under LD white light suggests that the altered gibberellin level could not be the only factor 

which promotes this process under our experimental conditions. On the other hand, the 
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gibberellin pathway could be regulated even by molecules other than cryptochromes in a 

possible photoperiod and light dependent or independent manner. 

The response to the GMF is not only light-dependent and differs between 

roots and shoots 
During early photomorphogenesis, all photoreceptors play a key role in the genome-wide 

reprogramming of light signaling (Chen, Chory and Fankhauser, 2004; Kirchenbauer et al., 

2016; Lee et al., 2017). Thereby, considering the GMF effect on different responses related to 

this process has been useful to investigate the light dependence of GMF influence on 

Arabidopsis and to discriminate photoreceptor involvement in this process.  

Our morphological observations disagree with Xu and co-workers (Xu et al., 2012) who found 

an increased hypocotyl growth induced by NNMF under long day white light conditions. Under 

blue light, CRY1 and CRY2 function in mediating hypocotyl length reduction and root 

elongation (Yao et al., 2017) is not influenced by the GMF. Our results are in accordance with 

previous reports (Harris et al., 2009), but in disagreement with the observations by Ahmad et 

al. (2007) who reported a cryptochrome enhanced activity in promoting hypocotyl growth 

inhibition under MF intensity 10 times higher than the GMF. Under red light, the MF intensity 

does not compromise phytochrome role in mediating the photomorphogenic response, as 

already reported (Ahmad et al., 2007). In accordance with previous studies (Ahmad et al., 

2007; Harris et al., 2009), even the hypocotyl and root growth of dark-exposed Arabidopsis 

seedlings is not influenced by MF intensity.  

Although the GMF does not affect Arabidopsis photomorphogenic and skotomorphogenic 

phenotype, Arabidopsis seedlings respond to the GMF under both dark and light exposure by 

altering their gene expression. Thus, early Arabidopsis growth stages are able to perceive the 

GMF. 

Roots respond to the GMF also in absence of light 

Gene expression analyses surprisingly highlight the occurrence of a light-independent 

response to the GMF in WT roots mainly at the oxidative level, as previously showed in the 

reversal experiment. Root light-independent behavior in response to MF variations has been 

already reported in a high gradient MF continuous application where a magnetophoretic 

plastid displacement and a consequent induction of root curvature was found (Kuznetsov et 

al., 1999). Further analyses are needed to better understand the possible involvement of roots 

in light-independent magnetoreception. 

Interestingly, CO expression in roots was similarly affected under dark, long day and 

continuous WL conditions in WT plants, thus implying that the GMF influence on its expression 

is independent from light and may be related to other mechanisms. Interestingly, CO 

expression level is directly controlled by the endogenous clock, as mentioned above 

(Imaizumi, 2010).  

The GMF influences the expression of photomorphogenesis-promoting genes 

under white light 

Gene expression analyses under long day white light and continuous white light conditions 

ascertain the influence of light on the response to the GMF. The GMF influence on CO 

hypocotyl expression has been already reported in literature on 7-day-old seedlings under LD 
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white light, whereas HY5 expression was not found affected under the same experimental 

conditions (Xu et al., 2012). Differently, HY5 expression level is affected by the GMF under LD 

conditions in the shoot and under white continuous light in the root, thus implying a role of 

active photoreceptors in promoting this process.  

HY5 shoot mRNA level regulation is interestingly related to the GMF influence on CHS 

transcription, which is regulated by HY5 itself in leading to the photomorphogenic response 

(Lee et al., 2007). Furthermore, both under long day and continuous white light exposure the 

GMF-influence on the expression of auxin signaling (PIN3) and anthocyanin biosynthesis (ANS 

and CHS) genes could be related not only to changes in the expression of their promoting 

transcription factors (Shin, Park and Choi, 2007; Sassi et al., 2012), but even to the strong GMF 

affection on the transcription of GST, whose participation to the photomorphogenic response 

is mediated by multiple photoreceptors (Jiang et al., 2010). 

The GMF appears to independently influence root and shoot gene expression 

under blue and red light  

As already reported (Xu et al., 2017, 2018) the GMF affects gene expression under blue light 

(Figure 28). In WT plants, the opposite trend in HYH, PIN1 and PIN3 shoot expression with 

respect to roots underlines the individual shoot and root response to GMF under blue light. In 

particular, the GMF-induced reduction in PIN1 shoot transcription level is correlated to the 

downregulation of HYH (Sassi et al., 2012) whose level is regulated by blue light (Jiao et al., 

2003). On the opposite, PIN1 higher expression level in the root could be related to the GMF-

induced upregulation of HYH, whose expression occurred autonomously in the root with 

respect to the shoot (Zhang et al., 2017).  

Differently from previous studies (Harris et al., 2009), our analyses show an influence of MF 

on root CHS transcripts during blue light exposure, thus implying a possible MF effect on 

anthocyanin expression levels under this light treatment. In this regard, blue light influence 

on anthocyanins has been already demonstrated at the protein level in a MF ten times higher 

than the GMF (500 T) (Ahmad et al., 2007). Our data suggest that anthocyanin accumulation 

is MF-dependent even at the gene expression level during the photomorphogenesis process 

induced by blue light. Last but not least, the reduction in PKS1 shoot expression under blue 

light enlightens MF-influence on this process, since blue light normally enhances PKS1 

expression level (Lariguet et al., 2006). 

Considering the active cryptochrome key role in promoting photomorphogenesis by 

modulating auxin signaling and anthocyanin biosynthesis gene expression (Ma et al., 2001; 

Cluis, Mouchel and Hardtke, 2004), cryptochrome involvement in the GMF-induced regulation 

of both PIN1 and CHS transcript level implies the GMF influence on cryptochrome mediated 

photomorphogenesis. The cryptochrome dependence of GMF regulation of PIN1 expression 

was already observed in 15-day-old Arabidopsis plants grown under a blue light photocycle 

(Xu et al., 2018).  

HYH gene expression is known to be enhanced by cryptochrome in a blue light dependent 

manner (Jiao et al., 2003). The observed HYH cryptochrome - dependent upregulation in the 

presence of the GMF highlights the possible influence of the GMF on cryptochrome activation. 

Despite the prevalent rapid PHOT1-mediated influence on gene expression due to blue light 

(Jiao et al., 2003), our data highlight that PKS1 and PIN3 regulation in WT plants is mediated 

by PHOT1 both in roots and shoots in a GMF-dependent manner. In this regard, PKS1 
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expression is known to be regulated by blue light to mediate the phototropism response linked 

to PHOT1 (Lariguet et al., 2006), while PIN3 is involved in the phototropic response both in 

the shoot (Zhaojun et al., 2011) and in the root (Zhang et al., 2013). 

Despite the reduced influence of PHYA on gene expression under blue light (Jiao et al., 2003), 

phytochromes mediate the regulation of shoot PIF3 and PIN1 mRNA level and root PKS1 and 

PIN3 transcript quantity in the presence of MF. Interestingly, PHYA is known to induce PKS1 

transcription under blue light (Lariguet et al., 2006). 

Surprisingly, the gene expression is affected by the GMF not only under blue light, but also 

under red light (Figure 29). In WT plants, the GMF affects not only HY5 mRNA level but even 

that of LAF1, PKS1 and PIF3, whose expression is specifically connected to red light 

(Tepperman, Hwang and Quail, 2006). Therefore, the GMF can influence the red-light 

perception signal cascade. Moreover, the red-light-induced change in the expression of genes 

related to the auxin signaling and anthocyanin biosynthesis pathway confirms the GMF-

influence on genes targeted by PIF3, HY5 and LAF1 transcription factors during 

photomorphogenesis (Shin, Park and Choi, 2007). In particular, the opposite GMF-induced 

trend of CHS expression in the root with respect to the shoot suggests the independent 

response to the GMF in the two plant organs even under red light exposure. In this regard, 

HY5 expression level is affected by the GMF in the root only, thus confirming the presence of 

a root-autonomous HY5 photomorphogenic pathway in accordance with data reported in 

literature (Chen et al., 2016).  

Althougth GST transcript level is influenced even by blue light exposure (Jiang et al., 2010), 

our results highlighted that the GMF interferes with GST shoot and root expression only under 

red light, thus corroborating the hypothesis of a red light dependent response to the GMF.  

The gene expression data of phyAphyB seedlings suggest a potential partial role of 

phytochromes in mediating the response to the GMF under red light. In particular, the 

observed regulation of PKS1 shoot expression might be PHYA-dependent, since this gene is 

known to be PHYA-specific under red light (Tepperman, Hwang and Quail, 2006). Moreover, 

the observed GST regulation at the root level could be PHYA dependent, since PHYB does not 

influence GST transcription under red light (Jiang et al., 2010). Instead, CHS shoot up-

regulation under GMF condition with respect to NNMF exposure could to be PHYB dependent. 

Phytochrome influence on CHS expression is indeed known to be PHYB dependent under red 

light and induced by PIF3 promoted degradation (Shin, Park and Choi, 2007).  

Interestingly, our gene expression results imply that both cryptochromes and PHOT1 play a 

role in regulating the GMF-dependent changes in the expression of light-related genes under 

red light (see Figure 9 ad 10). While the change in the expression of some genes is only 

dependent from PHOT1 or cryptochromes (such as that of GST in the root, whose expression 

has been already reported as influenced by cryptochrome under red light (Jiang et al., 2010)), 

other genes such as PIN3 in the root and PKS1 and CHS in the shoot are regulated by the GMF 

even dependently from phytochromes. 
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Arabidopsis light dependent response to the GMF could be partially mediated 

by changes in photoreceptor activation level 
After having verified the GMF effect on the expression of genes downstream photoreceptor 

activation under both blue and red-conditions and photoreceptors contribution to this 

response, we demonstrated that GMF could partially mediate this response by affecting 

photoreceptor activation level (Figure 30).  

The GMF enhances cryptochrome1 phosphorylation and cryptochrome 2 

degradation  

Our data confirm the influence of the GMF on cryptochrome activation. The finding that CRY1 

phosphorylation is practically absent in WT, phot1 and phyAphyB mutant lines exposed to blue 

light under NNMF conditions are in contrast with recent results that reported a lack of 

differences in CRY1 phosphorylation between NNMF and GMF conditions (Xu et al., 2014). The 

higher blue light fluence used in our experiments allowed us to ascertain the GMF influence 

on CRY1 phosphorylation level and suggests the independence of this mechanism from 

phytochromes and PHOT1.  

Our data show even a significant reduction in CRY2 degradation under NNMF conditions, 

assessing its independence from phytochromes. Previous studies showed a reduced blue light 

CRY2 phosphorylation rate induced by NNMF (Xu et al., 2014). Moreover, CRY2 degradation 

level is faster under a MF higher than the GMF (Ahmad et al., 2007) as a probable consequence 

of the demonstrated increase in CRY2 phosphorylation rate under high MF intensities (Xu et 

al., 2014). Our data confirm the influence of MF intensity on CRY2 activation, showing its lower 

activation level in the absence of the GMF.  

Finally, the GMF intensity appears not to affect the occurrence of PHOT1 phosphorylation and 

therefore its activation. However, the actual level of PHOT1 phosphorylation and consequent 

degradation should be better assessed in the future, especially considering PHOT1-dependent 

regulation of some genes in response to the GMF (Figure 28) and the general influence of MF 

on phosphorylation processes (Jones, 2016).  

Considering the photomorphogenic experiment, the higher activation levels of CRY1 and CRY2 

in the presence of the GMF could then be directly related to HYH and CHS upregulation at the 

root level. Therefore, the blue light response at the root gene expression level could be 

partially dependent from the GMF-influence on cryptochrome activation. 

Comparing the blotting data with the flowering experiment, the retention of NNMF-induced 

flowering delay in cry1cry2 mutant lines suggests that the influence of the GMF on 

cryptochrome activation is not the only player in promoting the delay in flowering. Therefore, 

evaluating the effect of the GMF on LOV domain containing F box photoreceptors could be 

useful to further investigate the role of these blue-light receptors in promoting this delay.  

The GMF reduces phytocrome A degradation and enhances phytochrome B 

degradation  

Surprisingly, the GMF even influences phytochromes activation level under red light. Under 

GMF conditions, PHYA degradation level in WT plants is similar to that reported by Debrieux, 

Trevisan and Fankhauser (2013) under a similar red light fluence and exposure time. 

Moreover, PHYB degradation level is higher than that observed under lower red light fluences 

(Ni et al., 2014), but it is known that even after 4 days of exposure to continuous red light 

PHYB is not completely degraded, since light-stable (Ni et al., 2013). However, NNMF 

conditions enhance PHYA degradation in WT plants, while PHYB degradation is almost absent. 
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Therefore, the GMF seems to positively affect PHYB activation level and negatively affect PHYA 

activation level. Both the responses seem to be mediated by CRY1, CRY2 and PHOT1, even if 

in their inactive form (Figure 29). In this regard, two CRY1 alleles (hy4-3 that encodes C-

terminal 130 a.a. deleted CRY1 and hy4-6 that encodes CRY1 with a point mutation in the 

chromophore-binding domain) cause hyposensitivity to red light. Moreover, the dark-

promoted interaction between CRY1 and PHYB is known to be disrupted by light stimulation 

of either photoreceptors (Hughes et al., 2012), while PHYB interaction with CRY2 occurs under 

light conditions (Más et al., 2000). Thereby, both the darkness and light promoted interactions 

between the photoreceptors could be on the base of this red light mediated response to the 

GMF. Further investigations need to be performed to understand how cryptochromes and 

PHOT1 could influence PHYA and PHYB activation level in their inactive form.  

During the photomorphogenic experiment, the observed downregulation of PKS1 in the shoot 

and GST in the shoot could be then correlated to a lower activation level of PHYA under GMF 

conditions. Moreover, CHS shoot up-regulation under GMF condition compared to NNMF 

exposure could be correlated to the higher activation level of PHYB under red light mediated 

by cryptochromes. Therefore, the GMF interference with the red light signaling gene pathway 

could partially occur by modulating PHYA and PHYB activation levels.  

With regards to the flowering experiment, PHYB reduced activation level under NNMF 

conditions appear to be in contrast with the observed NNMF-induced flowering delay, since 

phyB mutants are known to flower earlier (Hajdu et al., 2015). However, considering the high 

content of red light emitted by the sodium vacuum lamps used in the flowering experiment, 

evaluating phytochrome degradation even using different red light fluences could be useful 

to ascertain the GMF influence on PHYB activation under the conditions adopted in our 

experiment. Moreover, the influence of phytochromes other than A and B in promoting the 

flowering process (Sánchez-Lamas, Lorenzo and Cerdán, 2016) should be further estimate 

under NNMF conditions, especially considering the observed persistence of the GMF-

dependent regulation of gene expression in phyAphyB mutant plants under red light. 

The absence of the GMF destabilizes the circadian clock amplitude in a light-

independent manner 
Due to its diurnal rhythmicity, the GMF has been considered as a possible entrainer for the 

endogenous clock in animals, resetting its phase in a light dependent manner (Yoshii, Ahmad 

and Helfrich-Förster, 2009). In our experiments, the observed MF influence on the 

transcription of Arabidopsis clock genes and on the expression of genes under the control of 

Arabidopsis internal clock suggests that the GMF could interact with plant circadian 

rhythmicity. In the clock experiment, we verified for the first time the action of the GMF on 

Arabidopsis endogenous clock. Interestingly, the GMF seems not to act on the internal clock 

period, but on its amplitude, by stabilizing this parameter. The amplitude of the circadian clock 

clearly responds to the light environment; the clock amplitude is low in the dark and high in 

the light (Salome, Xie and McClung, 2008). The NNMF causes mainly an increase in LHY rhythm 

amplitude both in long day and continuous dark conditions, thus excluding the involvement 

of photoreceptors in this process. Apart from light, some other variables are able to act on the 

circadian rhythm amplitude. Increased chlorophyll, sugar and starch contents have been 

found to correlate with altered epigenetic regulation of the core oscillator genes LHY and 

CCA1, which resulted in altered amplitude of oscillations of their transcripts (Adams and Carré, 

2011). Moreover, cold reduces the amplitude of cycles for clock components (Rensing and 
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Ruoff, 2002). In NNMF conditions LHY and PPR7 rhythm amplitude appears to be mainly 

increased. Similarly, copper deficiency increases the amplitude in the oscillatory expression of 

two of the main components of the central oscillator, CCA1 and LHY, but their period remains 

mostly unaffected (Perea-García et al., 2016). Moreover, acute perturbation in the redox 

status triggered by the immune signal salicylic acid does not compromise the circadian clock 

but rather leads to its reinforcement (Zhou et al., 2015). Therefore, our observations suggest 

that NNMF conditions are perceived as a stress conditions by plants, such as already reported. 

Moreover, the observation of the GMF influence on stabilization of the amplitude of LHY is 

truly of impact, since transcripts with high-amplitude profiles in the circadian clock, such as 

LHY, might be expected to control circadian timing more effectively than those of low-

amplitude profiles, such as TOC1 (Flis et al., 2015). 

The amplitude of clock genes in etiolated seedlings is much lower than that seen in the light. 

However, the amplitude of both morning and evening loop genes increases within 24 h of 

illumination to values similar to the amplitudes seen in light-grown seedlings (Salome, Xie and 

McClung, 2008). Interestingly, the level of CO transcripts during the photomorphogenesis 

experiment is regulated in the root by the GMF under both light and dark conditions in a 

similar manner. Considering that CO expression is under the circadian clock control, its 

regulation could be related to the observed influence of the GMF on LHY expression, since the 

sampling of plants during the photomorphogenic experiment occurred at ZT time, when LHY 

peak expression occurs. 

NNMF affects the expression of the internal clock genes under long day conditions during the 

transition to flowering. The plant collection occurred at noon, 6 hours after the light ZT. 

Interestingly, CCA1, LHY and TOC1 transcript levels were downregulated with respect to GMF 

conditions. PPR factors are known to be approximately at their expression peak at that time, 

thus acting as repressors of CCA1 and LHY expression (Harmer, 2009). Moreover, CCA1 and 

LHY promotes PPR7 transcription (Oakenfull and Davis, 2017). Interestingly, our data suggests 

that PPR7 transcript level is enhanced under LD conditions by NNMF, thus indicating a possible 

CCA1 overexpression that is known to cause late flowering (Lu et al., 2012). However, the plant 

circadian clock is known to be different in both its amplitude and period dependently from 

the plant organ (Bordage et al., 2016). Thereby, the different plant responses to the GMF could 

also depend from this aspect that must be further investigated in the future.  

The circadian clock can also interact with many other networks, including responses to 

hormones (Hanano et al., 2006), metabolic pathways (Kim et al., 2017), cold signaling 

pathways (Rensing and Ruoff, 2002; Bieniawska et al., 2008) and solute transport (Dodd et al., 

2007; Haydon et al., 2011). In particular, the circadian clock directly modulates the expression 

of PIF4 and PIF5, which encode transcription factors that regulate photomorphogenic 

responses in plants together with HY5 and HYH whose gene expression is dependent from 

light but without circadian patterns (Soy et al., 2016). Therefore, when not related to HY5, the 

observed influence on auxin signaling in the photomorphogenesis experiment might be 

related to these transcription factors. Last, but not least, the strong influence of NNMF on 

gibberellin oxidase enzymes observed in the flowering experiment could be related to the 

alterations of the clock amplitude. 
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Figure 27: Representative scheme of NNMF-influence on the expression of the analysed rosette and meristem 

flowering genes grouped on the basis of their associated pathway. Upregulation is shown in green, 

downregulation in orange and no regulation in white. Italics characters indicate a regulation at gene expression 

level, while the normal characters a regulation at protein level. 

           positive regulation;                  negative regulation; DAS=days after sowing.
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Figure 28: GMF-induced regulation of shoot (a) and root (b) light-related genes under blue light exposure. Squares represent photoreceptors, while the analysed genes are all in 

rounded shapes. Grey squares represent photoreceptors whose activation is not induced by the selected type of light. For genes, upregulation is shown in green, downregulation in 

orange and no regulation in white. Italics characters indicate a regulation at gene expression level, while the normal characters a regulation at protein level. 

           positive regulation;                   negative regulatio
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Figure 29: GMF-induced regulation of shoot (a) and root (b) light-related genes under red light exposure. Squares represent photoreceptors, while the analysed genes are all in 

rounded shapes. Grey squares represent photoreceptors whose activation is not induced by the selected type of light. For genes, upregulation is shown in green, downregulation in 

orange and no regulation in white. Italics characters indicate a regulation at gene expression level, while the normal characters a regulation at protein level. 

         positive regulation;               negative regulation 
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Figure 30: Summary scheme of GMF influence on photoreceptor activation under blue (left) and red (right) light 

exposure. Squares represent photoreceptors. Grey squares represent photoreceptors whose activation is not 

induced by the selected type of light. The two legends summarize the colour codes used to represent 

photoreceptor activation levels in GMF with respect to NNMF conditions.              positive regulation               negative 

regulation 
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CONCLUSIONS AND FUTURE PERSPECTIVES 
Starting from 1960, the influence of MF intensities on plants has been deeply investigated. 

However, the effect of weak MF on plants has been less studied than the effect of MF 

intensities higher than those at the Earth’s surface. Recent research advances have correlated 

Angiosperms evolution to period of normal GMF polarity, that occurs soon after GMF reversals 

characterized by NNMF intensities at the Earth’s surface. However, the influence of GMF 

polarity on plant processes has not been investigated so far and the mechanism of GMF 

perception is still far from being elucidated. 

In this study, investigating the effects of the current GMF values with respect to NNMF 

conditions and reversed GMF conditions on plants has provided new evidences on the 

influence of the GMF on plant growth and evolution and on the still unknown mechanism of 

plant magnetoreception.  

In summary, the results of this work demonstrate: 

• the negative influence of reserved magnetic field polarity on Arabidopsis growth; 

• the differential transcriptomic response of shoots and roots to the GMF;  

• the NNMF effect on Arabidopsis morphology at its late growth stages, mediated by a 

global delay in the transition to the plant reproductive stage by affecting gene 

expression;  

• the capability of Arabidopsis to perceive the GMF independently from its growth stage; 

• the capability of Arabidopsis to perceive not only the GMF intensity, but even its 

direction and polarity; 

• the presence of a blue light-dependent response to the GMF partially mediated by the 

alteration of CRY1 and CRY2 activation level; 

• the presence of a red-light response to the GMF partially mediated by the GMF-

induced alteration of PHYA and PHYB activation level; 

• the influence of inactive PHOT1, CRY1 and CRY2 in mediating the GMF-dependent 

alteration of PHYA and PHYB activation under red light, thus implying the presence of 

a mechanism downstream light activation in mediating this process; 

• the presence of a light-independent response to the GMF (especially in the roots), 

based on an oxidative mechanism and an impressively fascinating effect of the GMF in 

stabilizing the amplitude of the internal clock rhythm. 

These results confirm that the GMF can be considered as an abiotic stress factor for plants 

when its polarity is reversed and when its values are very low (NNMF). Arabidopsis growth is 

indeed affected by both GMF reversal and NNMF and the increasing of the oxidative stress 

occurs under both these exposures (especially at the root level). Therefore, the hypothesis of 

the GMF influence on plant evolution seems to be sustainable. 

Despite the hypothesized role of cryptochromes as magnetoreceptors, the results of this work 

highlight for the first time the contribution of multiple photoreceptors and their interaction in 

mediating Arabidopsis response to the GMF. Future studies should be aimed to better 

understand the mechanism by which blue-light photoreceptors can mediate the level of 

phytochrome activation under red light in the presence of the GMF (i.e. by using double- 

hybrid yeast tests to assess the influence of the GMF in mediating photoreceptor interactions). 
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Moreover, the presence of a light-independent response to the GMF opens new horizons in 

understanding the real nature of plant magneto-sensing mechanism. In particular, the GMF-

influence in stabilizing the circadian clock amplitude and the independence of this mechanism 

from light is to be further investigated. Considering that the internal clock is organ-dependent, 

future studies should separately evaluate the role of the GMF in affecting the circadian clock 

rhythm in different plant organs.  

Having assessed an apparent different response of plant organs to the GMF, future studies 

should evaluate the actual independence of this response, even discriminating roots 

involvement in this process by studies conducted with plants in pot, thus adopting more 

natural experimental conditions.  

Last but not least, proteomics and RNAseq analyses could help in providing a larger scale 

approach to study the mechanism of magneto-sensing, even by using selected mutants (for 

examples flowering and clock genes mutant lines). 
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