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Abstract

The local Cosmic Ray (CR) energy spectrum exhibits a spectral softening at energies around 3 PeV. Sources which are capable
of accelerating hadrons to such energies are called hadronic PeVatrons. However, hadronic PeVatrons have not yet been firmly
identified within the Galaxy. Several source classes, including Galactic Supernova Remnants (SNRs), have been proposed as
PeVatron candidates. The potential to search for hadronic PeVatrons with the Cherenkov Telescope Array (CTA) is assessed. The
focus is on the usage of very high energy 𝛾-ray spectral signatures for the identification of PeVatrons. Assuming that SNRs can
accelerate CRs up to knee energies, the number of Galactic SNRs which can be identified as PeVatrons with CTA is estimated within
a model for the evolution of SNRs. Additionally, the potential of a follow-up observation strategy under moonlight conditions for
PeVatron searches is investigated. Statistical methods for the identification of PeVatrons are introduced, and realistic Monte–Carlo
simulations of the response of the CTA observatory to the emission spectra from hadronic PeVatrons are performed. Based on
simulations of a simplified model for the evolution for SNRs, the detection of a 𝛾-ray signal from in average 9 Galactic PeVatron
SNRs is expected to result from the scan of the Galactic plane with CTA after 10 hours of exposure. CTA is also shown to have
excellent potential to confirm these sources as PeVatrons in deep observations with O(100) hours of exposure per source.

Keywords: Gamma rays: general, Cosmic rays, Galactic PeVatrons, (Stars:) supernovae: general, Methods: data analysis,
Methods: statistical

1. Introduction

The term “PeVatron” is now widely used to designate astro-
physical accelerators which energize particles (electrons, pro-
tons, and nuclei) up to the PeV (1015 eV) energy range. The
interest in these objects is directly linked to the unsolved prob-
lem of the origin of cosmic rays (CRs) detected on Earth. More
than a century of experiments have provided detailed measure-
ments of the CR energy spectrum. For protons, accounting for
∼ 90% of Galactic CRs, the spectrum follows a power–law in
energy with an index of ∼ −2.7 up to the "knee" at ∼3 PeV ener-
gies (Blümer et al., 2009), where the index steepens to ∼ −3.0.
The ARGO−YBJ experiment has reported that the knee of the
cosmic hydrogen and helium spectrum is measured below 1 PeV
(ARGO-YBJ Collaboration et al., 2015). Magnetic effects can
confine CRs with energies below the knee within the Galaxy
(Ptuskin et al., 1993). The observation of Galactic CRs up to
at least PeV energies motivates the search for their source, i.e.
“Galactic PeVatrons”. The search for PeVatrons has been con-
ducted across a wide range of multi-messenger observations,
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from radio to X/𝛾 rays, as well as investigating neutrino emis-
sion from potential PeVatron candidates (Filipović and Tothill,
2021). Several source classes, e.g. supernova (SN) Remnants
(SNRs) (Bell, 1978), massive stars and stellar clusters (Aharo-
nian et al., 2019), core–collapse SNe (Tatischeff, 2009; Bell et
al., 2013; Zirakashvili and Ptuskin, 2016), pulsar winds (Amato,
E. et al., 2003; Amato and Olmi, 2021; Guépin, Claire et al.,
2020), star formation regions (SFRs) (Bykov et al., 2020), mi-
croquasars (Abeysekara et al., 2018) and superbubbles (Higdon
and Lingenfelter, 2003; Binns et al., 2005), have been proposed
as potential PeVatrons.
SNRs have long been the preferred candidates since several
strong arguments support the SNR hypothesis (Blasi, 2013,
2019; Gabici et al., 2019). For example, the conversion of a
reasonable fraction of the total explosion energy of SNRs into
CRs can explain the measured CR energy density. Additionally,
the detection of 𝛾-ray emission from numerous SNRs confirms
that SNRs accelerate particles efficiently and diffusive shock
acceleration can somewhat account for the measured slope of
the CR spectrum (Cristofari, 2021), although the exact spectral
index of particles accelerated at SNR shocks, and injected in the
ISM is still a matter of active debate (Malkov and Drury, 2001;
Amato and Blasi, 2006; Recchia and Gabici, 2018; Celli et al.,
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2019; Recchia and Gabici, 2018; Brose, R. et al., 2020; Caprioli
et al., 2020; Cristofari, P. et al., 2021; Das, Samata et al., 2022).
Galactic PeVatrons were indeed detected, whether it is the
Galactic center (H.E.S.S. Collaboration, 2016), the Crab Neb-
ula (F. Aharonian et al., 2021) or a population of Galactic Pe-
Vatrons recently revealed by instruments like the Large High
Altitude Air Shower Observatory (LHAASO) (Cao, Z. et al.,
2021b), High Altitude Water Cherenkov Observatory (HAWC)
(Abeysekara et al., 2020) or the High Energy Stereoscopic
System (H.E.S.S.) (Abdalla et al., 2021). None of these de-
tected PeVatrons, however, is obviously related to any SNR.
The Crab nebula is now a widely accepted example of a lep-
tonic PeVatron, where electrons are being accelerated to ener-
gies above 1015 eV (Cao, Z. et al., 2021a). However, it is likely
not responsible for the acceleration of hadronic CRs up to the
knee (Amato et al., 2003; Amato and Olmi, 2021). Reasons for
the non-detection of PeVatron SNR could be that the duration
of the PeVatron phase is relatively brief, limited to few tens of
years after the SN explosion, or that only a fraction of SNRs (<
1%) are PeVatrons (Cristofari et al., 2020). This would imply
only a small number of active SNR PeVatrons in the Galaxy, and
current instruments may, especially at energies of tens of TeV
and above, not provide enough sensitivity and energy resolution
to trace the spectra of these rare objects into the PeV domain.
However, it is also possible that SNRs do not accelerate par-
ticles up to the PeV range (Lagage and Cesarsky, 1983), the
maximum energy might not go above a few hundreds of TeV
(Bell et al., 2013; Schure and Bell, 2013; Cardillo et al., 2015;
Cristofari, 2021; Brose et al., 2022) and that other sources are
the Galactic hadronic PeVatrons. This hypothesis is supported
by two recent results. First, the detection of a spatial distribution
of 𝛾-rays around massive stellar clusters, which is compatible
with a constant injection of CRs in time, suggests that massive
stellar clusters could be major contributors to CRs (Aharonian
et al., 2019). Second, the detection of Galactic PeVatrons that
seem to not be associated with SNRs (Cao, Z. et al., 2021b).
The nature of the majority of these PeVatrons, and the details of
the mechanisms at work are not yet understood. For most of the
other PeVatron candidates, the discussion is still open.
The purpose of this work is to discuss the ability of the planned
Cherenkov Telescope Array (CTA) to detect and clearly iden-
tify hadronic PeVatrons. As a consequence, the term PeVatron
refers in the following always to hadronic PeVatrons, when not
stated otherwise. Leptonic PeVatrons are not discussed, since
the focus is on the question of where hadronic CRs are accel-
erated to PeV energies. Motivated by the CR proton spectrum
measured on Earth, a PeVatron is, in the following, assumed to
be an accelerator of protons whose energy spectrum follows a
power-law up to at least 1 PeV. In particular, the spectrum of the
proton population of a PeVatron must not have an energy cutoff
below 1 PeV. An important aspect of CTA is its improved angu-
lar resolution compared to the current generation of air shower
arrays. This improvement will, for example, increase the abil-
ity to detect possible spatial correlations between 𝛾-ray and
molecular line emission regions, i.e. 12CO, 13CO, and neutrino
emission, thereby help to decide whether or not a 𝛾-ray signal is
of hadronic origin from proton-proton (pp) interactions. While

the improved angular resolution of CTA will contribute to the
identification of mechanisms at work in PeVatrons, such identi-
fication is not the focus of this paper as only hadronic PeVatrons
are considered.
The paper is structured as follows. Methods for PeVatron
searches with 𝛾-ray detectors are summarized in Sec. 2. They
are based on the PeVatron definition given above. A statistical
test to decide whether a given 𝛾-ray source is a PeVatron or
not is also introduced. General information on the CTA ex-
periment and the data simulation and analysis in this work is
provided in Sec. 3. The general ability of CTA to detect a spec-
tral 𝛾-ray energy cutoff feature and identify PeVatron sources
is quantified in Sec. 4. The more specific scenario of SNRs
PeVatrons is addressed in Sec. 5. Here, the expected number
of SNR PeVatrons which can be detected by CTA is estimated.
Section 6 is a technical discussion of the potential of a CTA
subarray to perform PeVatron candidate follow-up observations
under non-standard conditions with respect to ambient light,
namely moonlight observations. Finally, conclusions are sum-
marized in Sec. 7. Detailed complementary information and
discussions on the derivation of lower limits on the spectral
cutoff (Appendix A), the treatment of multiple hypothesis test-
ing (Appendix B) and expected systematic uncertainties on the
reconstruction of energy cutoffs (Appendix C) are provided
as appendices. A final appendix (Appendix D) compares the
results expected for different CTA telescope configurations.

2. PeVatron searches with 𝜸-ray detectors

The deflection of CRs by Galactic magnetic fields prevents the
localization of PeVatrons by means of the measurement of the
incoming direction of CRs on Earth. However, if target nuclei
are present at or close to the accelerating site, secondary 𝛾-rays,
together with neutrinos, are generated in the interaction of ac-
celerated CRs with these target nuclei. The study of Galactic
𝛾-ray sources can therefore identify the location of PeVatrons.
Spectral models for the 𝛾-ray emission of PeVatrons are dis-
cussed in Sec. 2.1. A definition of a test statistic to decide
whether a 𝛾-ray source is or is not a PeVatron is proposed in
Sec. 2.2.

2.1. Spectral models
The energy spectrum of a very-high-energy (VHE, E> 0.1

TeV) 𝛾-ray source is frequently modeled as a power-law with
exponential cutoff (ECPL)

ΦECPL (𝐸) = 𝜙0 ·
(
𝐸

𝐸0

)−Γ
· exp (−_𝐸) . (1)

Here, 𝐸 denotes the 𝛾-ray energy, _ is the inverse of the 𝛾-ray
energy cutoff 𝐸𝑐, 𝛾 , Γ is the spectral index and 𝜙0 is the source
flux normalization at the reference energy 𝐸0. A reference
energy of 𝐸0 = 1 TeV is used in the following. A pure power-
law (PL), ΦPL (𝐸), is a special case of Eq. 1 where _ = 0.
A likelihood function 𝐿 (_) = 𝐿 (_, 𝜙0,Γ|D) for the parameters
_, 𝜙0, Γ given observed data 𝐷 connects spectral models and
experimental data. A PL model can be discriminated from the
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more general ECPL model by means of the likelihood ratio test
statistic

TS_ = −2ln
�̂� (_ = 0)
�̂� (_)

(2)

where �̂� (_) and �̂� (_ = 0) are, respectively, the maximum like-
lihood over the full parameter space (_, 𝜙0, Γ), which includes
all real values for _, and the restricted space (_ = 0, 𝜙0, Γ). Us-
ing Wilks’ theorem (Wilks, 1938) and a sign convention, which
transforms the square-root of a 𝜒2-distributed random variable
with one degree of freedom into a standard normal distributed
random variable, the asymptotic significance of a cutoff detec-
tion is calculated as

𝑆_ = sign(_̂)
√︁

TS_ (3)

where _̂ is the maximum likelihood inverse cutoff parameter.

If target nuclei are present at or close to a PeVatron site, sec-
ondary 𝛾-ray emission is created in interactions between target
nuclei and accelerated hadrons. However, for 𝛾-ray emission
created in interactions between target nuclei and accelerated
hadrons, one is primarily interested in the spectrum of the un-
derlying proton population. Following Caprioli et al. (2009),
the 𝛾-ray flux is assumed to be generated by hadronic (proton)
CRs with spectrum

𝑁 (𝐸P) ∼ 𝐸−ΓP
P · exp(−_P𝐸P) (4)

where 𝐸P is the proton energy, ΓP is the proton spectral in-
dex and _p = 1/𝐸c, p is the inverse proton energy cutoff. The
generated 𝛾-ray flux is in the following, denoted as Φ𝛾 (𝐸) =
Φ𝛾 (𝐸, _p, Γp, 𝜙0) and calculated with the Naima package (Za-
balza, 2015). The flux normalization 𝜙0 for Φ𝛾 (𝐸, _p, Γp, 𝜙0)
refers to the 𝛾-ray flux of the source at the reference energy
𝐸0 = 1 TeV. This convention simplifies the interpretation of the
instrumental sensitivity to 𝛾-ray fluxes within hadronic emis-
sion models.
Similar to Eq. 2, a test statistic

TSp = −2ln
�̂� (_p = 0)
�̂� (_p)

(5)

is used to calculate the asymptotic statistical significance of a
cutoff in an underlying proton population,

𝑆p = sign(_̂p)
√︁

TSp . (6)

The derivation of upper limits on the inverse energy cutoff
parameters _ and _p is discussed in detail in Appendix A.

2.2. Detection of PeVatron sources
Given the PeVatron definition in Sec. 1, it can be excluded

that a source is a PeVatron if a proton energy cutoff 1/_p ≤ 1
PeV is detected. Alternatively, the detection of a 𝛾-ray energy
cutoff 1/_ ≤ 100 TeV can serve as a rough criterion to exclude
that a given source is a PeVatron. The translation from the
proton cutoff threshold 𝐸𝑐, p = 1/_p = 1 PeV to the 𝛾-ray cutoff

1/_ = 100 TeV relies on an analysis of the contribution of 𝜋0-
and [-meson decays to the secondary 𝛾-ray emission, which
results from the interaction of hadrons with target nuclei, as
discussed in Kelner et al. (2006).
When no spectral cutoff below 1/_p = 1 PeV is detected, lower
limits on the energy cutoff 1/_ or 1/_p are frequently derived in
the context of PeVatron analyses. The lower limit on the spectral
energy cutoff can serve two purposes. First, it quantifies the
sensitivity of the analysis to an energy cutoff. Second, a lower
limit above the threshold of 1 PeV might be regarded as an
indication for the detection of a Pevatron. While the detection
of spectral cutoffs below PeV energies and, consequently, the
rejection of a PeVatron hypothesis is performed with a test at
high levels of statistical significance, the confidence level (CL)
for lower limits on the energy cutoff is usually much lower. For
example, a 95% CL lower limit of ∼ 400 TeV is derived within a
hadronic emission model for the diffuse 𝛾-ray emission from the
vicinity of the Galactic Center (H.E.S.S. Collaboration, 2016).
Even if a lower limit on the hadronic energy cutoff larger than
1 PeV could be derived (Porter et al., 2018; Albert et al., 2021;
Abdalla et al., 2021), a CL which is much larger than 95%
would be required to claim a firm PeVatron detection. In other
recent PeVatron analyses, the detection of a significant 𝛾-ray
flux above, for example, 100 TeV is considered as indicator for
a PeVatron source (Abeysekara et al., 2020; Amenomori et al.,
2021; Cao, Z. et al., 2021b). However, it is unclear whether
the energy spectrum of this emission still follows a power-law
model above energies of 100 TeV.
In this work, the confirmation and rejection of the hypothesis that
a 𝛾-ray source is a PeVatron is based on a unified test. Instead of
a lower limit on the hadronic energy cutoff at a predefined CL,
the CL of the deviation of the energy cutoff from the threshold
of 1 PeV is quantified. The method is based on the PeVatron
Test Statistic (PTS)

PTS = −2ln
�̂� (_p = 1PeV−1)

�̂� (_p)
, (7)

where �̂� (_p) = 𝐿 (_̂p) is the maximum likelihood over all _p.
The PTS is constructed as a likelihood ratio test and quantifies
the PeVatron definition given in Sec. 1. The null hypothesis,
_p = 1PeV−1, corresponds to the threshold model which, by
definition, separates PeVatron and non-PeVatron sources. Wilks’
theorem assures that the PTS follows a 𝜒2 -distributed random
variable with one degree of freedom if the threshold model is
true. Additionally, if the threshold model is true, the likelihoods
for positive and negative Δ := 1PeV−1 − _̂p are both equal to 0.5
because the maximum likelihood estimator _̂p is asymptotically
unbiased. Then, it follows that the statistic

𝑆PTS = sign(Δ)
√

PTS (8)

is asymptotically distributed like a standard normal random vari-
able when the threshold model is true. Conversely, 𝑆PTS can be
interpreted as the asymptotic significance of the deviation from
the threshold model. For 𝑆PTS < −5, a PeVatron source can be
excluded with a CL corresponding to at least 5𝜎. For |𝑆PTS | < 5,
the data are insufficient to decide between the PeVatron and the
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non-PeVatron hypothesis. Finally, if 𝑆PTS > 5, a PeVatron detec-
tion can be claimed with a CL corresponding to at least 5𝜎 under
the assumption that the detected 𝛾-ray emission is generated in
interactions of hadrons with target nuclei. This assumption
must, however, be confirmed using independent measurements.
Possibilities are the detection of high-energy neutrino emission
or the spatial correlation of the VHE 𝛾-ray emission with molec-
ular line emission as a tracer of the target nuclei. Additionally,
the detection of the pion-decay signature between 100 MeV and
1 GeV 𝛾-ray energies, together with spectral modeling between
MeV and TeV, may be considered as supporting argument.
In general, the PTS can be applied with two limitations. First,
the overall fit quality of the spectral flux points to the spec-
tral model must be assured, e.g. with a goodness–of–fit test.
Once a good fit is achieved, one can then apply Wilks’ theorem.
Second, special care is necessary in the degenerate case where
the significance of the energy cutoff is found to be significantly
negative, e.g. (using equation 6) 𝑆𝑃 < −5. This degenerate
case corresponds to a spectral upturn, an exponential flux en-
hancement instead of an exponential flux cutoff in the energy
spectrum, and might indicate a problem with the data or the data
model. It might also indicate a second underlying hard spectral
component as it is seen in the recently published spectrum of
Crab Nebula at ∼PeV energies (Cao, Z. et al., 2021a).
The confirmation of PeVatrons with the PTS is compared to
traditional measures for the characterization of PeVatrons can-
didates, such as the high energy 𝛾-ray flux and the lower limit
on the energy cutoff, in Sec. 5.4. The PTS can also be used
to test a leptonic PeVatron hypothesis when the hadronic cutoff
parameter, _p, is replaced with the corresponding parameter in
a leptonic emission model.

3. The Cherenkov Telescope Array

Observations with the current generation of Imaging Atmo-
spheric Cherenkov Telescopes (IACTs) such as H.E.S.S. (Aharo-
nian et al., 2006a), the Major Atmospheric Gamma-Ray Imag-
ing Cherenkov (MAGIC) telescopes (Albert et al., 2008) and
the Very Energetic Radiation Imaging Telescope Array System
(VERITAS) (Weekes et al., 2002) led to the discovery and char-
acterization of close to two hundred Galactic and extra-galactic
astrophysical sources2 of VHE 𝛾-radiation. CTA is the next-
generation IACT system (CTA Collaboration, 2019). It will
consist of two arrays located at the southern Paranal Observa-
tory (Chile) and northern Roque de los Muchachos Observatory
(Spain), therefore it will be able to observe the entire sky. Its
energy range will extend from 20 GeV to more than 200 TeV,
with a sensitivity improving by an order of magnitude depending
on the energy range with respect to the current IACT systems.
The improvement of the sensitivity and the energy range over
current IACTs is expected to lead to the discovery of many more
astrophysical sources, and a better understanding of already dis-
covered sources. The angular resolution of southern CTA array,

2On 02.08.2022, 197 VHE sources were reported in TeVCat (Wakely and
Horan, 2008).

which is expressed as the 68% containment radius of recon-
structed gamma rays, is 0.06◦ at 1 TeV and will approach 0.02◦
at ∼100 TeV energies. Along with a large field of view reaching
5◦ from the center of the camera at the highest energies, and
its improved energy resolution above 1 TeV of ∼7% (Bernlöhr
et al., 2013), these characteristics make CTA ideally suited to
perform large surveys and detailed PeVatron studies.

The recent discovery of ultra-high-energy (UHE, E>0.1 PeV)
𝛾-ray emission from Galactic sources by particle detector
arrays such as HAWC (Abeysekara et al., 2020), Tibet-As-𝛾
(Amenomori et al., 2021) and LHAASO (Cao, Z. et al., 2021b),
has established the direct detection of extended air showers for
the exploration of 𝛾-ray sources above 100 TeV. As discussed
in Di Sciascio (2019); Knödlseder (2016), current and planned
air shower arrays have a higher sensitivity than CTA at energies
above a few tens of TeV. However, given the PeVatron definition
discussed in Sec. 1, the detection of 𝛾-ray emission in the few
10 TeV to multiple 100 TeV energy range is only an indication
for the presence of a PeVatron. This indication is a necessary
but insufficient condition for the robust identification of a
source with a PeVatron.

With regard to the search of Galactic PeVatrons, which is a key
science project for CTA Collaboration (2019), it has been pro-
posed that CTA acquires data with three main objectives. First,
the improved angular resolution enables the search for multi-
wavelength counterparts and studies of the energy-dependent
source morphology. Second, CTA will be the key instrument
to cover the large energy range from a few tens of GeV up to
more than 200 TeV. This provides a spectral link from the VHE
to the UHE range, which, by means of spectral modeling, can
again help to disentangle the hadronic and leptonic nature of
potential PeVatron candidates. Most of the existing operational
ground-based 𝛾-ray facilities are situated in the Northern hemi-
sphere. Furthermore, there is currently no particle detector
array in the Southern Hemisphere capable of efficiently mea-
suring gamma-ray emissions with energy greater than 100 TeV.
CTA will have a remarkable high energy sensitivity to scan large
parts of the Galactic plane, helping in the search for PeVatrons.
Synergies between CTA and upcoming particle detector array
experiments, such as the Southern Wide-Field Gamma-ray Ob-
servatory (SWGO) (SWGO Collaboration, 2022) and the Andes
Large-area PArticle detector for Cosmic-ray physics and As-
tronomy (ALPACA) (Kato, S. et al., 2021), will be necessary to
understand nature of PeVatron sources.

3.1. Simulation and analysis of CTA data
The simulation and analysis of CTA data in this work are

based on the instrument response functions (IRFs) for the full
CTA south array3 (CTA Observatory and Consortium, 2016).
For technical reasons, all used CTA IRFs assign a vanishing
effective area to events with 𝛾-ray energies larger than 160 TeV.
Therefore, e.g. estimations of integral fluxes are biased towards

3The IRFs for this configuration are officially named "prod3b-v2" and cor-
respond to the ’Omega’ configuration
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lower values, since contributions from energies larger than 160
TeV are neglected.
While this study was being completed, the CTA Consortium
published updated IRFs4 (CTA Observatory and Consortium,
2021), which consider a possible modification of the southern
CTA layout configuration and, in particular, a reduction of the
number of Small–Sized–Telescopes (SSTs) from 70 to 37. The
effects of this change on the main results discussed below are
summarized in Appendix D.
The implementation of the Naima package in the gammapy
framework (Deil et al., 2017, 2020) is used to simulate lep-
tonic and hadronic 𝛾-ray emission processes. The 𝛾-ray emis-
sion source model is convolved with CTA IRFs to calculate
the expected 𝛾-ray signal event distribution in spatial coordi-
nates and energy. The morphology of extended 𝛾-ray sources
is modelled using 2D symmetric Gaussians throughout the pa-
per, and source extensions are given as the width (𝜎) of the
Gaussian. The possible effects of source variability is out of the
scope of this paper and not taken into account. The expected
background is modeled through two components. Residual CR
background events, 𝐵CR, are obtained from the CR background
model for the CTA southern array provided in CTA IRFs. Fol-
lowing Remy et al. (2021), the Galactic diffuse 𝛾-ray emission
𝐵Diffuse is modeled through a template based on the DRAGON
cosmic-ray propagation code (Evoli et al., 2017, 2018) and the
non-thermal 𝛾-ray emission computed with the HERMES code
(Dundovic et al., 2021). Binned in spatial coordinates and en-
ergy, the sum of the expectation of the signal and the background
components is the expectation for the number of events detected
with CTA. Simulated CTA event data are drawn from Poisson-
distributed random variables around their bin-wise expectation.
The assumed zenith and offset angle between the source and
the pointing direction for CTA observations are 20◦ and 0.7◦,
respectively.
A binned 3D-likelihood analysis (Mohrmann et al., 2019) in
the framework of gammapy is performed in this work. Event
count data are binned in two spatial and one energy dimen-
sions. A maximum likelihood fit of the parameters of a multi-
component model for the binned data is performed. The total
background model 𝐵Σ is the sum of the background components
for residual CR background events and the diffuse emission,
𝐵Σ = 𝛼𝐵CR + 𝛽𝐵Diffuse. The normalization parameters 𝛼 and 𝛽
are optimized in the likelihood fit. The total event count model
is the sum of the background model 𝐵Σ and a source count
model. If multiple sources are considered, the source count
model is the sum of all source model components. The 𝛾-ray
emission model Φ𝑆 = Φ𝑆 (𝜙0, ®\) has parameters 𝜙0 and ®\. The
first parameter, 𝜙0, is the flux normalization. No constraint on
this parameter is applied in the likelihood fit. In particular, the
best fit flux normalization can be negative. Other parameters,
which describe the spatial and spectral setup, are summarized
as ®\.

4The IRFs for this configuration are officially named "prod5-v0.1" and cor-
respond to the ’Alpha’ configuration.

The likelihood ratio test statistic

TSDet = −2ln
�̂� (𝜙0 = 0, ®\)
�̂� (𝜙0, ®\)

, (9)

is frequently used to test whether a source is detected or not.
The statistic compares the maximum likelihood for the null
hypothesis �̂� (𝜙0 = 0, ®\), where no source is present, with the
maximum likelihood for the alternative hypothesis �̂� (𝜙0, ®\). If
the null hypothesis is true, TSDet is expected to be distributed like
a 𝜒2-distributed random variable with one degree of freedom,
following Wilks (1938). The notation TST

Det is used for the
detection test statistic above a specific energy threshold T.

4. Sensitivity of CTA to PeVatrons and spectral cutoff fea-
tures

The ability of CTA to detect spectral cutoff features and iden-
tify PeVatron sources is quantified in this section. For both cases,
"detection probability maps", which are in principle probability
maps for the detection of spectral cutoff features, are derived
for point-like sources. Results are initially derived for 10 h
of simulated CTA data, corresponding to the point-like source
equivalent exposure expected for large parts of the inner Galaxy
from the CTA Galactic Plane Survey (GPS) (Remy et al., 2021).
Majority of the CTA GPS observations will performed from
the southern site of CTA, therefore corresponding CTA south
IRFs are used in the simulations. The generalization to extended
sources is briefly discussed in Sec. 4.1. Subsequently, detection
probability maps for CTA for deeper observations are derived
in Sec. 4.3.
The concept of detection probability maps can also be used to
quantify, for example, the spectral cutoff detection probability
of other 𝛾-ray experiments. They can therefore be used to com-
pare the respective sensitivities and, in addition, to optimize the
performance of different detector configurations in the design
and construction phase of an experiment.

4.1. Spectral 𝛾-ray cutoff detection
Given a 𝛾-ray source, the ability of CTA to detect spectral

cutoffs depends on the source properties, such as the flux nor-
malization and the spectral index. A probability map for the
detection of spectral cutoff features illustrates this relationship
between spectral parameters for point-like sources and the prob-
ability for the detection of spectral cutoffs. The axes are defined
as the true flux normalization at 1 TeV (𝜙0, abscissa) and the
true spectral index (Γ, ordinate) of 𝛾-rays. The color code of the
maps shows the detection probability, i.e. the expected fraction
of sources for which TS_ is above a threshold. A TS_ threshold
of 25, corresponding to 5𝜎, is applied in the following.
The 𝛾-ray spectral cutoff detection maps for three different true
cutoff energy values, E𝑐,𝛾 = 50 TeV, 100 TeV and 200 TeV, cover-
ing the range between 𝜙0 = [10, 250] mCrab5 and Γ= [1.7, 2.3],

5Throughout the paper, Crab unit is assumed as the differential Crab flux at
1 TeV of 3.84 × 10−11 cm−2 s−1 TeV−1, taken from Table 6 of Aharonian et al.
(2006b).
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are presented in Fig. 1. To average out the effect of Galac-
tic diffuse emission, source simulations are performed at dif-
ferent Galactic coordinates. Galactic latitude coordinates are
randomly generated between [-0.5◦, 0.5◦], while the Galactic
longitude coordinates are randomly generated between [5.0◦,
60.0◦] and [−5.0◦,−60.0◦]. This range of Galactic coordinates
is compatible with the inner Galactic region, for which the CTA
observation time will be significantly larger than for other re-
gions (CTA Collaboration, 2019).
Figure 1 shows that the cutoff detection probability is strongly
dependent on the spectral index and the brightness of the source.
The 70% detection probability contour lines indicated in Fig.
1 provide a reasonable threshold for sources where a spectral
cutoff will likely be detected with 10 h of CTA data. For ex-
ample, the detection of a spectral cutoff at 50 TeV is feasible
for the majority of point-like sources with flux normalization
𝜙0 ≥ 100 mCrab, given 10 h of observational data from CTA.
However, given the same observation time, the detection of a
spectral cutoff at 100 TeV or larger is only possible for bright
sources with a hard spectral index.
CTA sensitivity degrades for extended sources. To quantify
this effect, sources are simulated with an intrinsic Gaussian an-
gular extension between 0.1◦ and 0.4◦, and the spectral cutoff
detection probability is calculated for each case. The sensitiv-
ity degradation with increasing source extension can be clearly
seen in Fig. 2. For example, while a 100 TeV 𝛾-ray spectral
cutoff from a strong point-like source with 𝜙0 = 150 mCrab and
spectral index of Γ = 2.1 is likely to be detected given 10 h of
observational data from CTA, a spectral cutoff in a source with
an extension of 0.4◦ and otherwise identical parameters will
only be detected with a probability of ∼ 40%.
The probability maps shown in Fig. 1 serve as a valuable tool
for investigating CTA’s capabilities at high energies and demon-
strating its abilities to detect spectral cutoffs at high energies.
However, they don’t offer conclusive evidence regarding the
detection of PeVatron sources. Detection of high energy cut-
offs, particularly beyond 100 TeV, can be potentially linked to
PeVatron detection if the gamma-ray emission originates from
hadronic interactions. On the other hand, non-detection of such
cutoffs, which could be due to a lack of sensitivity, does not nec-
essarily rule out the PeVatron nature of sources. Therefore, the
link between "non-detection of a cutoff" and "detection of a Pe-
Vatron" is not always straightforward. The probability maps in
Fig. 1 facilitate discussions on the distinctions between "spectral
cutoff" and "PeVatron" detection concepts. To enable statements
regarding PeVatron detection, this paper introduces the concept
of PTS in Sect. 2.2, which enables conclusions about the detec-
tion or exclusion of PeVatron sources, not solely based on the
detection or non-detection of 𝛾-ray spectral cutoffs, but instead
based on a specific reference value of the proton cutoff, assumed
to be 1 PeV throughout this paper.

4.2. PeVatron detection and rejection probability
Probability maps for the detection and rejection of PeVatron

sources are presented in this section. Using the PTS instead of
TS_, the maps are derived similarly to the procedure explained
in Sec. 4.1. The simulation of 𝛾-ray spectra resulting from

hadronic sources follows the discussion in Sec. 3.1. Map axes
are the true 𝛾-ray flux normalization at 1 TeV, resulting from
proton-proton (pp) interactions and observed from Earth (ab-
scissa), and the true proton spectral index (ordinate). Since the
results are shown as a function of the 𝛾-ray flux normalization
observed from Earth, the position of contour levels is indepen-
dent of the source distance and target gas density values. These
parameters only affect the observed 𝛾-ray flux level, not the
spectral shape of the observed 𝛾-ray spectrum.
Figure 3 shows the probability maps for the detection
of PeVatrons with CTA with 10 h of data. The upper plot, corre-
sponding to an intrinsic proton cutoff at 3 PeV, shows the prob-
ability for a significant, i.e. 5𝜎, PeVatron detection. The lower
plot, corresponding to an intrinsic proton cutoff at 300 TeV,
shows the probability to reject the PeVatron hypothesis.
Simulation studies of extended sources using true proton models
show that the source extension has a very similar effect on prob-
ability maps for the detection of PeVatrons as for the detection
of 𝛾-ray spectral cutoffs, shown in Fig. 2. Both PeVatron detec-
tion and rejection probabilities degrade with increasing source
extension.

4.3. Deep observations

The performance of CTA with respect to the detection
of PeVatrons and spectral cutoffs increases with observation
time. Figure 4 shows in the lower panels PeVatron detection
probability maps for 50 h and 100 h of observation time with
the southern CTA array to quantify the expected sensitivity.
The upper panel of Fig. 4 shows comparison between the
"transition regions", i.e. the region encompassing the 30% and
90% PeVatron detection probability contours, for different CTA
observation times. As discussed in Sec. 4.2, Fig. 4 shows that
the expected PeVatron detection probability for 10 h CTA data
is only non-negligible for hard and bright sources. However,
as shown in the upper panel of Fig. 4, for deep observations
with 100 h of CTA data, almost the complete relevant parameter
space with proton spectral indices Γp < 2.4 and flux normal-
izations larger than 40 mCrab can be tested. A similar result
holds for the sensitivity to 𝛾-ray spectral cutoffs and is shown
in Fig. 5. As previously stated, the CTA’s energy coverage will
exceed 200 TeV. With only O(10) hours of limited exposure, the
impact of the IRFs stopping at 160 TeV does not significantly
affect the detection of spectral cutoffs beyond 100 TeV for the
survey data analysis. However, it is expected that this effect
becomes more noticeable in deeper observations with O(100)
hours of exposure, especially for hard (Γ𝛾 ≤ 2.0) sources.

5. Search for SNR PeVatrons with CTA

As discussed in Sec. 1, one of the leading hypotheses for
the origin of PeV CRs is the acceleration by SNRs. An order
of magnitude for the number of SNR PeVatrons which can be
detected with CTA is estimated in this section. The estimation
is based on the simulation of Pevatron populations in the frame-
work of a simplified model for the emission of 𝛾-rays by SNRs.
While based on a simplified model, the simulation of PeVatron
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Figure 1: Spectral cutoff detection probability maps for 10 h of CTA observations of point-like sources. The abscissa shows the true flux normalization, 𝜙0, at 1 TeV
and the ordinate shows the true spectral index, Γ, of an ECPL model. The maps are generated for true cutoff energies of E𝑐,𝛾 = 50 TeV (lower left panel), E𝑐,𝛾 = 100
TeV (upper panel) and E𝑐,𝛾 = 200 TeV (lower right panel). A TS_ threshold of 25 is assumed. The color code shows the 𝛾-ray spectral cutoff detection probability,
while the black lines are the cutoff detection probability contours at 0.3, 0.5, 0.7 and 0.9 levels. For comparison, 100 mCrab and 200 mCrab values correspond to
differential flux level at 1 TeV of 3.84 × 10−12 cm−2 s−1 TeV−1 and 7.68 × 10−12 cm−2 s−1 TeV−1, respectively.

populations allows to test the reliability of the PeVatron search
methods which are discussed in Sec. 2.2, and the comparison to
traditionally used Pevatron search methods, like the lower limit
on the energy cutoff and the significance of the 𝛾-ray emission at
energies above 100 TeV. The investigation of complex morpho-
logical models for SNRs, as for example discussed in (Meyer
et al., 2021), is beyond the scope of this work. The potential
of CTA to detect and spatially resolve young SNRs is discussed
in detail in Acero et al. (2013); Acharya et al. (2015); Mitchell
et al. (2021). Due to its dependence on a simplified model for

the distribution, evolution and 𝛾-ray emission of SNRs in the
Galaxy, the result for the number of Galactic SNRs which can
be detected by CTA is considered only as a benchmark result
which is valid only within the assumptions of the model.

5.1. Modelling the 𝛾-ray emission of Galactic SNR PeVatrons

The population of Galactic SNRs is simulated with a Monte
Carlo approach, in which the distribution of SNe in time and
space is randomly drawn in multiple samples. The method
is briefly summarized below, further details can be found
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Figure 2: Spectral cutoff detection probability as a function of the true source
extension. The spectral cutoff detection probability is obtained from MC sim-
ulations of 𝛾-ray ECPL spectral models with flux normalization 𝜙0 (1 TeV) =
150 mCrab, spectral index Γ = 2.1 and cutoff energies E𝑐,𝛾 = 50 TeV (blue),
E𝑐,𝛾 = 100 TeV (red) and E𝑐,𝛾 = 200 TeV (green) for 10 h exposure.

in Cristofari et al. (2013, 2017, 2018). As detailed in Cristo-
fari et al. (2018), the spatial distribution of SNe follows the
explanation in Lorimer et al. (2006); Faucher-Giguère and
Kaspi (2006) and a Galactic SNe rate of 3/century is as-
sumed. Following Smartt (2009); Ptuskin et al. (2010), one
of four types, either thermonuclear (TN), core–collapse high-
ejecta-mass (CC-HEM), core–collapse low-ejecta-mass (CC-
LEM) or core–collapse high-explosion-energy (CC-HEE) is as-
signed randomly to each SN with relative rates 32% (TN), 44%
(CC-HEM), 22% (CC-LEM) and 2% (CC-HEE). The described
population of SNRs emphasized here is a toy model, and that the
diversity of objects and parameters found in nature is of course
vastly greater than the one adopted in this study. Other works
have for instance adopted different prescriptions (Dwarkadas,
2005, 2007; Sarmah et al., 2022) and more complex SNR mod-
eling. However the simple model adopted is sufficient to illus-
trate the statistical method presented in this paper.
Physical parameters for each SN type are the total explosion
energy, the mass of the ejecta, the mass–loss rate of the pro-
genitor, and the velocity of the progenitor. These parameter
values are chosen for each type according to Cristofari et al.
(2013) and provided in Tab. 1. For remnants from thermonu-
clear SNe, the shock is assumed to evolve in the unperturbed
inter-stellar-medium (ISM) (Chevalier, 1982). The SNR shock
from core-collapse SNe (Bisnovatyi-Kogan and Silich, 1995) is
assumed to expand in a structured medium, which is shaped by
the history of the progenitor massive star (Weaver et al., 1977;
Cardillo et al., 2015). During its main sequence, the wind of the
massive star inflates a hot cavity with a typical temperature of
106 K and a low density of typically 10−2 cm−3. Close to the end
of its life, the star enters a late sequence phase. Thus, when the

Table 1: The parameters used in the simulations for each SN type to compute
the SNR dynamical evolution. 𝜖51 is the total explosion explosion energy in
units of 1051 erg. Mej,� and ¤𝑀−5 are the mass of ejecta in solar masses and
the wind mass-loss rate in 10−5 M� yr−1, respectively. The wind speed in units
of 10 km s−1 and the relative explosion rates are given in 𝑢w,6 and Rel. rate
columns, respectively.

SNR Type 𝜖51 Mej,� ¤𝑀−5 𝑢w,6 Rel. rate
TN 1 1.4 − − 0.32

CC-HEM 1 8 1 1 0.44
CC-LEM 1 2 1 1 0.22
CC-HEE 3 1 10 1 0.02

SN explodes, the SNR shock will successively expand through
the dense wind of the progenitor for a few hundred years, and
through the cavity for a few kyrs until it finally reaches the
unperturbed ISM (Weaver et al., 1977).

A central parameter for the calculation of the detection prob-
ability of SNR PeVatrons is the maximum energy of the accel-
erated particles 𝐸max, which is assumed to be equal to the cutoff
energy of the respective particle spectrum. The values and tem-
poral evolution of 𝐸max in SNR are under current debate, see
e.g. Bell et al. (2013); Schure and Bell (2013); Blasi (2019);
Gabici et al. (2019); Inoue et al. (2021). Independently of the
type of SNR, in the following, it is assumed that 𝐸max changes
during the free expansion phase as detailed in Cristofari et al.
(2018) and reaches a value of 𝐸max = 3 PeV at the transition be-
tween the free expansion and Sedov–Taylor phase. This choice
of 𝐸max = 3 PeV assures that simulated SNRs can accelerate
particles up to the knee feature of the CR spectrum. For SNRs
from thermonuclear SNe, 𝐸max is assumed to decrease after the
transition to the Sedov–Taylor while for core-collapse SNRs, a
temporal increase of 𝐸max is expected (Cristofari et al., 2018).
As detailed in Cristofari et al. (2018), highly efficient magnetic
field amplification is necessary to reach this value of 𝐸max. How-
ever, it is still in agreement with theoretical works and current
observations of SNRs (H.E.S.S. Collaboration, 2018a; Acker-
mann et al., 2015).
Given the uncertainties in the modeling of Γp, four benchmark
values for the spectral index Γp of the proton population between
Γp = 2.0 and Γp = 2.3 with steps of 0.1 are considered. For all
simulated SNRs, particles are assumed to be accelerated until
the end of the Sedov–Taylor phase, i.e. for typically 15−20 kyr.
A total of 50 samples of Galaxies with their SNR are simulated
for each benchmark proton spectral index. In total, there are
therefore 200 Galaxy samples. On average, there are 450 SNR
in a simulated Galaxy.
The 𝛾-ray emission from SNRs is calculated as in Cristofari et al.
(2013). The stationary transport equation gives the distribution
of CRs inside the SNR, and the gas continuity equation is used
to infer the density profile inside the SNR. The 𝛾-ray luminosity
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Figure 3: PeVatron detection and rejection probability maps for 10 h of CTA observations of point-like sources. The abscissa shows the true observed 𝛾-ray flux
normalization at 1 TeV originating from pp interactions observed from Earth, while the ordinate shows true proton spectral index. The color code shows the PeVatron
detection (rejection) probabilities, while the black lines indicate the PeVatron detection (rejection) probability contours at 0.3, 0.5, 0.7, and 0.9 levels. Upper panel:
PeVatron detection (PTS>25) probability map for a true proton energy cutoff at 3 PeV. Lower plot: PeVatron rejection (PTS<-25) probability map for a true proton
energy cutoff at 300 TeV. For comparison, 100 mCrab, 200 mCrab and 300 mCrab values correspond to differential flux level at 1 TeV of 3.84 × 10−12 cm−2 s−1

TeV−1, 7.68 × 10−12 cm−2 s−1 TeV−1 and 1.15 × 10−11 cm−2 s−1 TeV−1, respectively.

is then calculated as in Kelner et al. (2006). To calculate the
𝛾-ray emissivity, hadronic interactions are assumed between ac-
celerated protons and nuclei in the ISM. Possible enhancements
of the 𝛾-ray flux due chance associations between SNRs and
molecular clouds, as discussed e.g. in Gabici et al. (2009), are
not considered. Because the focus is on the assessment of the
ability of CTA to detect hadronic 𝛾-ray emission from SNR
PeVatrons, leptonic emission mechanisms (Sushch et al., 2022)

and complex SNR spectra which can vary as a function of SN
type, age and magnetohydrodynamics profile (Brose, R. et al.,
2020; Das, Samata et al., 2022) are also not considered.

Out of all simulated SNRs, a preselection based on the prop-
erties of simulated SNRs is performed to reduce subsequent
computational efforts. Only true PeVatron SNRs, i.e. only
SNRs for which the true energy cutoff of the proton population
is larger than 1 PeV, are further analyzed. Due to the preselec-
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Figure 4: Deep observation sensitivity of CTA to point-like PeVatrons. The top panel shows the comparison of the "transition regions", i.e. the region between the
detection probability contours of 30% (dashed lines) and 90% (solid lines), for a PeVatron with true proton cutoff at 3 PeV for 10 h, 50 h, and 100 h of CTA data.
The corresponding PeVatron detection maps for 50 h and 100 h of observations with CTA are given at the bottom left and right panels, respectively.

tion of true SNR PeVatrons, effects resulting from the confusion
of false–positive SNR PeVatron detections are not investigated.
Additionally, SNRs are only preselected when the true 𝛾-ray flux
at 1 TeV is smaller than one Crab, and the angular extension is
smaller than 0.75◦. The motivation for this preselection is that,
at an energy of 1 TeV, there are no brighter sources than 1 Crab
found in the Galactic Plane and 99% of the sources detected
in the HGPS have an angular extension below 0.75◦ (H.E.S.S.
Collaboration, 2018b). No preselection on the Galactic longi-
tude 𝑙 is performed. The following discussion is focused on
the detectability of SNR PeVatrons with CTA south, which can
mainly observe the inner Galaxy, i.e. |𝑙 | < 60◦, in which 71%

of the simulated SNRs are located. Averaged over all simulated
SNR samples, 28 SNRs per sample are preselected, i.e. the
preselection efficiency is typically 6% and depends on the true
proton index.
Compared to the references, in particular Cristofari et al. (2013,
2017, 2018), the only difference in the simulation is in the choice
of 𝐸max, the values for the rates of SNe types and the neglecting
of leptonic emission processes. As discussed, the scope of the
simulation is only to allow the assessment of the general ability
of CTA to find SNR PeVatrons. Although quantitative results are
derived in the following, only qualitative conclusions are drawn
from the simplified simulation of Galactic SNR PeVatrons.
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Figure 5: Deep observation sensitivity of CTA to spectral cutoff features of point-like sources. As per Fig. 4, the top panel shows "transition region" for the
detection of a spectral cutoff with true value of 200 TeV. The performance corresponding to 10 h, 50 h, and 100 h of CTA data is shown in red, blue and green. The
corresponding spectral cutoff detection maps for 50 h and 100 h observations are given at the bottom left and right panels, respectively.

5.2. Data analysis

Given the radial extension and differential 𝛾-ray flux for each
preselected SNR, the 𝛾-ray signal expected for CTA is com-
puted as detailed in Sec. 3.1. An observation time of 10 h, which
matches the point-like source equivalent exposure expected from
the CTA GPS (CTA Collaboration, 2019), is assumed. As dis-
cussed in more detail in CTA Collaboration (2019) and Remy
et al. (2021), the aims of the CTA GPS include an unprece-
dented census of Galactic VHE 𝛾-ray emitting objects through
the detection of hundreds of sources. Therefore, the CTA GPS
is a unique opportunity to search for Galactic PeVatrons.
The likelihood ratio test statistic TSDet, as defined in Eq. 9, is

calculated for each preselected SNR to test whether the 𝛾-ray
signal is detected. A Gaussian spatial model and power-law
spectral model were used for each calculation of TSDet. Even-
tually, the PTS, as detailed in Sec. 2.1, is calculated to test
whether a source is confirmed as PeVatron.
A threshold of TSDet > 30 is used for the detection of sources.
This threshold is adopted from H.E.S.S. Collaboration (2018b)
and leads to an estimated false–positive fraction of 3% for the
source detection in the H.E.S.S. GPS. It is likely that the false–
positive rate with this detection threshold is larger than 3% for
the CTA GPS, since the CTA point spread function is narrower
than for the H.E.S.S. instrument, while the size of the scanned
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sky-patch is similar for both analyses resulting in more inde-
pendent tests for the CTA GPS when compared to the H.E.S.S.
GPS. The more conservative detection threshold of TS > 33.9 is
used as the threshold for the PeVatron confirmation with the PTS
when multiple tests are performed on the same sample, which
ensures a global significance level of 5𝜎 when 100 independent
tests (i.e. survey trial factors) are performed. In addition to
confirmed PeVatrons, sources are of interest for which a strong
constraint on the hadronic spectral energy cutoff can be derived.
Such sources, for which the 95% CL lower limit 𝐸LL

c, p on the
spectral energy cutoff in a hadronic emission model is larger
than 1 PeV, are in the following called PeVatron candidates. Ta-
ble 2 summarizes the different terms and definitions, which are
used to describe the following analysis steps.
Depending on the true proton spectral index, typically less than
20 independent tests are performed per simulated sample, as
detailed in Tab. 3. However, for real CTA GPS data, the number
of sources is expected to be larger than the number of detected
SNRs considered here. Therefore, it is assumed that 100 PTS
tests are to be performed with CTA GPS data. More details on
the treatment of multiple hypotheses tests are found in Appendix
B.

The left panel of Fig. 6 shows the distribution of the angular
extension for detected SNRs. The angular resolution of CTA
south is energy dependent, with values of ∼0.06◦ at ∼800 GeV,
∼0.04◦ at ∼5 TeV, and ∼0.02◦ at ∼100 TeV (Bernlöhr et al.,
2013). Close to 60% of the detected SNRs appear point-like.
Since the majority of detected SNRs are point-like, a first hint
on the ability of CTA to confirm SNR PeVatrons can be derived
from PeVatron detection probability maps, i.e. Fig. 3 for 10 h
of observation time and Fig. 4 for 50 h and 100 h. The right
panel of Fig. 6 shows the distribution of the flux normalization
at 1 TeV of detected sources for different proton spectral indices.
For all considered spectral indices, more than 90%, i.e. the vast
majority, of detected SNRs have a flux normalization smaller
than 100 mCrab. The derived PeVatron detection probability
maps show that a PeVatron confirmation is unlikely with 10 h
CTA exposure but, depending on the proton spectral index, is
realistic for larger observation times. A full simulation of the
CTA response, which takes the extension of the simulated SNRs
into account, is discussed in the next section.

5.3. Search for PeVatrons with CTA GPS data

Table 3 shows the dependence of the estimated mean number
of detected SNRs on the true proton spectral index. All num-
bers quoted below refer to preselected SNR, i.e. SNR that are
true PeVatrons and satisfying additional criteria stated earlier.
The total number of detected SNR, including those with sub-
PeV cutoffs, therefore is expected to be significantly larger.
For a hard spectral index, i.e. Γp = 2, CTA is expected to detect
the 𝛾-ray signal of on average 14.4 PeVatron SNRs per sample,
with Poisson-distributed variations. For Γp = 2.3, the number
decreases to 5.2. However, it is also shown in Tab. 3, that the
expected number of PeVatron candidates is lower. On average
6.2 PeVatron candidates are expected for Γp = 2 and only 1.3
PeVatron candidates are, on average, expected for Γp = 2.3. The

fraction of PeVatron candidates that exhibit point-like charac-
teristics varies between 70% and 80% depending on Γp. This
value is greater than the point-like fraction found for detected
SNRs, which is approximately %60, because of the additional
𝐸LL

c, p > 1 PeV criterion mentioned in Tab. 2. It is concluded that,
the detection of 𝛾-ray emission of multiple PeVatron SNRs with
CTA GPS data is possible. In particular, detection of PeVatron
candidates is more likely for hard proton spectra sources than
for soft ones. If PeVatron candidates are found, they are likely
to be point-like (see Fig. 6).
The left panel of Fig. 7 shows the distribution of preselected
and detected SNRs as a function of the SNR age and distance.
The majority of detected SNRs are of core collapse type, i.e.
of type CC-HEM, CC-LEM and CC-HEE. As detailed in Sec.
5.1, these SNRs evolve in a dense wind for typically a few hun-
dred years, succeeded by an expansion in a low density cavity
for typically a few kyr. Around the transition age of ∼600–700
years, Fig. 7 shows a gap, meaning that the detection probabil-
ity for a PeVatron SNR with CTA GPS data is reduced because,
as detailed in Cristofari et al. (2018), the maximal particle en-
ergy 𝐸max is, for core–collapse SNRs, smaller in this phase than
during either the free expansion and parts of the Sedov–Taylor
phase. The median age and distance, 250 years and 8.5 kpc,
of PeVatron candidates are lower than the respective values for
detected SNRs, i.e. 440 years and 10.0 kpc. All detected SNRs
with SN progenitors of the rare type CC-HEE are found to be
PeVatron candidates. The same is true for 25% of the detected
SNRs with a type TN progenitor and, respectively, 43% and
33% of SNRs with type CC-HEM and CC-LEM SNe.
The confirmation of PeVatrons with the limited exposure pro-
vided by CTA GPS data is very challenging, as discussed in Sec.
4.2 and in particular with Fig. 3. Table 3 shows that, with only
data acquired in the CTA GPS, the confirmation of on average
1.4 PeVatrons is expected when the true proton spectral index
is hard, i.e. Γp = 2. However, for Γp = 2.3, the confirmation
of on average only 0.24 PeVatrons is expected. This shows that
a PeVatron confirmation is very unlikely based on CTA GPS
data when the true spectral index is soft, i.e. Γp = 2.3. The
right panel of Fig. 7 shows the distance–age relation for con-
firmed PeVatrons from all 200 Galaxy simulations. The median
distance to confirmed PeVatrons is 5.5 kpc, which is closer than
for PeVatron candidates. Notable exceptions are the rare but en-
ergetic SNRs resulting from SNe of type CC-HEE. The median
age of confirmed PeVatrons is 210 years.

5.4. Discussion of the PTS
The simulation of the CTA response to the 𝛾-ray emission

of true PeVatrons provides an opportunity to test the relation
between the PTS and more traditional measures for the charac-
terization of properties of source spectra at high energies. The
left panel of Fig. 8 shows the relation of the PTS to the 95%
CL lower limit on the proton energy cutoff. Although the PTS
correlates with the lower limit on the proton energy cutoff, a
PeVatron confirmation cannot be claimed when only the 95%
CL lower limit on the proton energy cutoff is larger than 1 PeV.
The right panel of Fig. 8 shows the correlation between the PTS
and the source detection test statistic TSDet above a 𝛾-ray energy
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Table 2: Classification criteria applied to preselected SNRs for the analysis of simulated CTA data. Preselected SNRs are true PeVatron SNRs with 𝜙0 < 1 Crab and
a 𝛾-ray extension smaller than 0.75◦ at 100 GeV.

Term Criteria
Detected SNR Preselection and TSDet > 30
PeVatron candidate 95% CL lower limit on the proton cutoff 𝐸LL

c, p > 1 PeV
Confirmed PeVatron PTS > 25 (without trials) or PTS > 33.9 (with 100 independent trials)
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Figure 6: Properties of detected SNRs from 200 simulated Galaxy samples. Left panel: Distribution of the angular extension of SNRs shown for all Γp values
between 2.0 and 2.3. The vertical line marks the size up to which sources are detected as point-like by CTA at energies around 800 GeV. Right panel: Distributions
of the true 𝛾-ray flux normalization at 1 TeV, originating from true SNR proton spectral indices of Γ𝑝 = 2.0 (solid red), Γ𝑝 = 2.1 (dashed magenta), Γ𝑝 = 2.2 (dashed
green) and Γ𝑝 = 2.3 (solid blue), are shown.

Table 3: Average number of detected SNRs per sample, as well as the median number of PeVatron candidates and confirmed PeVatrons for different proton spectral
indices Γp. A point-like source equivalent CTA exposure of 10 h, as expected to be acquired in the CTA GPS, is assumed. The confirmation of PeVatrons is based
on a PTS threshold of 33.9, which corresponds to 5𝜎 accounting for 100 independent trials. Errors are the standard error of the mean.

Γp = 2.0 Γp = 2.1 Γp = 2.2 Γp = 2.3
Preselected SNRs 37±1 35.0±0.8 25.7±0.6 15.8±0.5
Detected SNRs (among the preselected) 14.4±0.6 9.3±0.4 7.0±0.4 5.2±0.3
PeVatron candidates 6.2±0.4 3.9±0.3 2.1±0.2 1.3±0.2
Confirmed PeVatrons (PTS > 33.9) 1.4±0.1 0.5±0.1 0.28±0.07 0.24±0.08

threshold of 100 TeV. Again, the significant detection of a 𝛾-ray
flux at energies larger than 100 TeV alone is insufficient for the
confirmation of a PeVatron.

5.5. Deep observations of selected SNR PeVatrons

Due to the low average exposure of the CTA GPS, a PeVatron
confirmation is unlikely, except for hard proton spectra, i.e.
Γp ≤ 2. In the following it is discussed whether CTA will be
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Figure 7: Distance–age relation of SNRs from 200 Galaxy samples, combining all Γp values between 2.0 and 2.3. Left panel: Grey points mark all detected SNRs
giving 𝐸LL

c, p < 1 PeV, while PeVatron candidates (𝐸LL
c, p > 1 PeV) with their corresponding SNR types are given in different colors. As detailed in the text, the gap

around 600–700 years corresponds to the ’transition age’ where the evolution of core–collapse SNRs evolves from dense wind to low density cavity. Right panel:
Confirmed SNR PeVatrons (PTS > 33.9) and their progenitor types are given in different colors. Grey points mark, for comparison, all PeVatron candidates given
with different colors in the left plot.
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Figure 8: Relation between the PTS and the lower 95% CL limit on the proton spectral cutoff (left) and detection test statistic, TS100 TeV
Det , of the 𝛾-ray flux above 100

TeV (right), combining all Γp values between 2.0 and 2.3. Confirmed PeVatrons are marked in red and PeVatron candidates are marked in grey. The PTS threshold
of 33.9, corresponding to a global 5𝜎 significance for 100 independent tests, is indicated with horizontal dashed black lines. In the right panel, the vertical line
indicates the 𝛾-ray detection threshold TS100 TeV

Det =25 and the diagonal shows the equality PTS=TSDet.

able to confirm true SNR PeVatrons with long exposures ac- quired in deep observations. In practice, a selection of a few
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promising sources must be performed to schedule deep obser-
vations. For each of the 200 simulated SNR samples, the source
with the largest 95% CL lower limit on the proton spectral cutoff
is selected. This selection strategy leads to a list of 199 sources
because for one simulated SNR sample with Γp = 2.3, there is
no SNR detected in the sense of Tab. 2. As it was discussed
in Sect. 5.3, the majority of selected PeVatron candidates are
point-like. The median age of selected SNRs is 220 years, i.e.
typically young SNRs are selected for follow-up observations,
and the median distance is 8.2 kpc. Deep observations with
exposures of 50 h and 250 h are simulated for selected sources
and the fraction of PeVatrons which are confirmed is quantified.
Since only one source is considered for deep observations per
simulated SNR sample, no trial correction is applied and the
confirmation threshold of 25 is used for the PTS as indicated in
Tab. 2.
Table 4 summarizes the results. An exposure of 50 h is likely
to be insufficient for a PeVatron confirmation when the proton
spectral index is not hard. While 80% of the selected PeVatrons
are confirmed when the true proton spectral index is hard, i.e.
Γp = 2, only 24% can be confirmed for Γp = 2.3. However, for an
exposure of 250 h, the prospects for the confirmation of a SNR
PeVatron are excellent. At least 86% of the selected PeVatrons
are confirmed when Γp ≤ 2.3.
This result clearly shows that CTA will be able to confirm SNR
PeVatrons when good candidates are selected for deep obser-
vations. A selection of candidates can be performed based on
data acquired in the CTA GPS or, for example, based on mea-
surements with different experiments such as LHAASO or the
planned SWGO (SWGO Collaboration, 2022).

6. PeVatron searches with CTA under moonlight conditions

CTA aims to address many key questions in the field of very
high energy astrophysics (CTA Collaboration, 2019) and the
optimization of observation time available for each individual
key science topic has to be controlled to maximize the overall
scientific return. Traditionally, IACT observations are only
carried out during periods of astronomical darkness, i.e. with
little to no moonlight. This is due to the sensitivity of the
photo-multiplier tubes (PMTs) used in the IACT cameras,
which degrade when exposed to high–intensity incident light.
The southern CTA site will include a large SST array, which
will provide excellent sensitivity above energies of ∼ 10 TeV.
These dual-mirror Schwarzschild-Couder telescopes will use
silicon photomultipliers (SiPMs). A clear advantage of the
SiPM sensor is that it can sustain long periods of exposure to
very strong moonlight conditions without substantial changes
in its properties. This has already been demonstrated by
the excellent long-term stability of the First Geiger-mode
avalanche photodiodes (G-APD) Cherenkov Telescope (FACT)
camera, which has been in operation at La Palma since 2012
(Knoetig et al., 2013). Work by the VERITAS Collaboration
has demonstrated that observing with up to 30 times the
nominal night sky background (NSB) light, corresponding
to observations of a source located 90 degrees from an 80%
illuminated Moon, can provide up to 30% more observation

time per year (Archambault et al., 2017). Similarly, work
by the MAGIC Collaboration has shown that the maximal
duty cycle of MAGIC can be increased from 18% to up to
40% in total with only moderate performance degradation and
without any significant worsening of the angular resolution
(M.L. Ahnen and et al., 2017). The actual NSB level during
any given observation depends very strongly upon the Moon
phase, the angular distance of the source from the Moon,
and the presence of clouds or other reflective material in the
atmosphere. These constraints make it difficult to estimate the
additional observing yield for any given source, as well as the
impact of dramatically varying observing conditions on the
sensitivity of the array during these observations. In this work,
30 times the nominal NSB is chosen as a conservative value for
typical observations, which is referred to as High NSB (HNSB).

Figure 9 compares the point-like source differential sensitivity
of the SST array for HNSB conditions to the sensitivity of the
CTA Omega array for nominal conditions. The figure shows
that observations under moonlight conditions with only the SST
array can provide a similar sensitivity as the CTA Omega array
above energies of a few 10’s of TeV.
The PeVatron detection performance of different strategies for
deep PeVatron observations is compared in the following. For
all strategies, it is assumed that 10 h point-like source equivalent
exposure with the full CTA south array data is available, e.g. as
a result of the CTA GPS. The baseline is to perform deep follow-
up observations with the full CTA south array under nominal
NSB conditions. The alternative is to observe under HNSB
conditions with the SST subarray of CTA.
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Figure 9: Comparison of the CTA point-like source sensitivity for 10 hours
observation for different observations conditions. Nominal observations corre-
spond to the CTA Omega array under conditions of astronomical darkness. High
NSB observations correspond to the SST sub-array of CTA under conditions of
80% full moon illumination.

6.1. Confirmation of SNR PeVatrons
As discussed in Sec. 5.5, SNR PeVatrons can be identified

with data acquired in deep exposures with CTA. The perfor-
mance of follow-up observations with the SST subarray of CTA
under moonlight conditions is compared to the performance of
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Table 4: Percentage of simulated Galaxy samples where the selected PeVatron is confirmed in deep observations. Different columns correspond to different
assumptions on the SNR proton spectral index Γp and different rows correspond to different exposures. For each simulated Galaxy sample, the SNR for which the
most constraining limit on the proton energy cutoff can be derived with 10 h of CTA data is selected for deep observations. No trials are considered, i.e. the PTS
threshold is 25. The last two rows correspond to a combination of observations with CTA and data with the SST subarray of CTA under moonlight conditions and
are discussed in Sec. 6. The quoted errors are 68% CL Wilson score intervals Wilson (1927).

Total observation time Γp = 2.0 Γp = 2.1 Γp = 2.2 Γp = 2.3

50 h nominal 80%+5
−6 (62±7)% (46±7)% 24%+7

−6

100 h nominal 92%+3
−5 82%+5

−6 64%+6
−7 (47±7)%

250 h nominal 100%+0
−2 96%+2

−4 92%+3
−5 86%+4

−6

50 h (10 h nominal NSB + 40 h HNSB) 68%+6
−7 (44±7)% 34%+7

−6 20%+6
−5

100 h (10 h nominal NSB + 90 h HNSB) 88%+4
−5 64%+6

−7 (50±7)% 31%+7
−6

CTA under nominal conditions in Tab. 4. For example, one
strategy is to combine 10 h of CTA exposure under nominal
conditions and 90 h of SST subarray exposure under HNSB
conditions. In total 100 h of data is acquired in this strategy.
Table 4 shows that the performance with respect to the confir-
mation of selected SNR PeVatrons is similar to 50 h of CTA
data acquired under nominal conditions. Also shown in Tab. 4
is the expected performance when only 40 h of SST subarray
data under HNSB conditions is combined with 10 h of CTA
data under nominal conditions to a total of 50 h data. In this
case, the performance with respect to the confirmation of se-
lected SNR PeVatrons is significantly worse than for 50 h data
acquired with CTA under nominal conditions. The left panel
of Fig. 10 details the distribution of PTS values for the three
observation strategies.
The right panel of Fig. 10 shows that the PeVatron detection
probability maps as introduced in Sec. 4 can be used to decide
whether follow-up observations of sources detected with 10 h
of CTA exposure are promising. Shown are the 𝛾-ray spec-
tral parameters of SNRs selected as reconstructed with 10 h of
simulated CTA data. The "transition region" for 50 h exposure
shown in Fig. 4, is overlaid on the figure. Since the "transition
region" is defined for hadronic spectral indices Γp, following
(Celli et al., 2020), the contour lines are shifted as Γ = Γp −0.1.
Figure 10 shows that SNRs with 𝜙0 > 50 mCrab are likely to be
confirmed with the combination of 10 h full array CTA and 40
h SST-subarray exposure under moonlight conditions.

6.2. The source confusion case: HESS J1641−463

So far only isolated SNRs are simulated in this study. It is
expected that source confusion will be an important issue with
CTA, as it is for currently operating instruments (H. E. S. S.
Collaboration et al., 2020; Abdalla et al., 2021; Albert et al.,
2021). While a full study of the effects of source confusion is
beyond the scope of this paper, one exemplary case is discussed
in the following for the case of HESS J1641−463.
The source HESS J1641−463 has a hard spectrum, which ex-
tends up to a few tens of TeV without showing a significant

spectral cutoff and is found to be point-like for the H.E.S.S.
instrument (Abramowski et al., 2014a). The detection of
HESS J1641−463 was initially hindered due to the proximity
to the nearby bright extended 𝛾-ray source HESS J1640−465,
which has an extension of ∼0.11◦ and shows a significant spec-
tral cutoff at ∼6 TeV. The angular separation between the best fit
positions of HESS J1641−463 and HESS J1640−465 is ∼0.28◦.
This spatially and spectrally complex region is considered as
good test case for the feasibility and performance of HNSB ob-
servations on measured 𝛾-ray spectral properties. The spectral
results obtained from combined HNSB moonlight observations
are compared to observations with the full array under nominal
conditions in order to judge the performance. Simulations are
performed for the configuration described in Sec. 3.1. The spec-
tral parameters of the two sources are set to the best fit values to
the data observed with H.E.S.S., as described in Abramowski et
al. (2014a), with the addition of an assumed high energy cutoff of
the 𝛾-ray spectrum at 100 TeV. Again, the performance expected
to result from two different observation strategies is compared.
The baseline is a total of 50 h of CTA observation time under
nominal NSB conditions. The alternative is to combine 10 h
of observation time at nominal NSB, resulting e.g. from the
GPS, and 90 h of follow-up observations with the SST subarray
under HNSB conditions. For both observation strategy cases,
1000 simulations of the HESS J1641−463 / HESS J1640−465
source confusion region are performed.
Simulated data sets are analyzed as described in Sec. 3.1. The
test statistic TS_ is calculated according to Eq. 2 for each sim-
ulated source. The results can be seen in Fig. 11. In the
right–hand panel, the spectral cutoff detection probability is
shown for the two cases. A TS_ cutoff detection threshold of
9, corresponding to 3𝜎 level, is used in order to highlight the
effects. For comparison, if a TS_ threshold of 25 instead of 9
is used, then the spectral cutoff detection probability is reduced
from around 70% to around 5% for 50 h of nominal observations
and 90 h of HNSB observations. The additional data using the
HNSB observations lead to the same detection probability of
68% at a total of ∼ 85 h observation compared to 50 h with the
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Figure 10: The left panel shows the distribution of PTS values obtained from different observation strategies. The PTS identification threshold of 25 is used and
shown as black dashed line. The right panel shows the spectral 𝛾-ray parameters of simulated PeVatron SNRs as reconstructed from 10 h of CTA observations.
Blue stars mark PeVatrons that can be confirmed after 250 h of follow-up observations. Red stars mark PeVatrons which can be confirmed with 50 h of moonlight
observations. Grey stars indicate the PeVatron SNRs that cannot be confirmed with either follow-up observation strategies. The green area is the "transition region"
for 50 h exposure shown in Fig. 4 (bottom left)

full array at nominal NSB6. One drawback of using high NSB
observations is that the lack of data provided at lower energies
impacts the accuracy of the best fit spectral parameters. For
90 h of high NSB observations, the error on the spectral index
is improved by 20% compared to that obtained with the GPS
dataset of 10 h, whereas for 50 h nominal NSB observations, the
same error is reduced by 40%. For the error on the differential
flux (at 1 TeV), an improvement of 8% and 56% for observations
with high and respectively nominal NSB levels is found.
For the derivation of lower limits, a slightly modified simula-
tion was performed in which a limit on the detection of a cutoff,
TS_ < 9, was required. Otherwise the simulation would be re-
peated until the condition was met. Lower limits are derived
with the Markov Chain Monte Carlo (MCMC) method described
in Appendix A.1.2 because the likelihood method fails, due to
convergence problems during the optimization for the profile
likelihood function. The results are shown in the left panel of
Fig. 11. The same lower limit can be achieved with just under
90 h of total observation time for the high NSB case, compared
to 50 h for nominal NSB.

7. Conclusion

The ability of CTA to search for PeVatron sources is dis-
cussed in this work. The focus is on the spectral capabilities

6Extrapolation of detection probability curves to higher observation times
gives that robust 95% spectral cutoff detection probability can be reached after
68.6 h and 119.9 hours for nominal and HNSB observations, respectively

of CTA. For sources whose extension is resolved with CTA,
the spatial correlation of, for example, radio and 𝛾-ray data
will further help to identify the underlying particle acceleration
mechanisms. Additionally, methods for PeVatron searches with
𝛾-ray detectors are discussed. PeVatron detection probability
maps, as introduced in Sec. 4 for CTA, are used to quantify
the sensitivity of a 𝛾-ray detector to PeVatrons. The PTS is
introduced in Sec. 2 as a test to decide whether a given source
is a PeVatron by spectral means.
With CTA GPS data, i.e. with 10 h of CTA exposure, only
point-like PeVatrons with bright 𝛾-ray emission and hard pro-
ton spectra are likely to be identified as PeVatrons. Given 10 h
CTA GPS data alone, it will be impossible for many sources, in
particular when Γp > 2, to decide whether it is a PeVatron. CTA
must therefore rely on deep observations of selected PeVatron
candidates. PeVatrons with a wide range of spectral parameters
can be tested with deep observations with O(100) hours of ex-
posure.
One of the leading hypotheses for the origin of Galactic PeV
CRs is the acceleration in SNRs. The ability of CTA to test
this hypothesis is investigated in detail based on a Monte–Carlo
simulation of Galactic PeVatron SNRs and the hadronic 𝛾-ray
emission resulting from interactions between accelerated pro-
tons and the ISM. With CTA GPS data, the detection of a 𝛾-ray
signal from multiple SNR PeVatrons, the majority of which
are point-like for CTA, is expected. However, with the limited
exposure of the CTA GPS, it can only be confirmed that these
sources are PeVatrons when the proton spectrum is hard, e.g. for
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Figure 11: Performance of SST subarray observations of HESS J1641–463 under moonlight conditions. Left Panel: 95% CL lower limit on the energy cutoff for
sources without detection of a cutoff, i.e. TS_ < 9. To obtain the same limit as the 50 h nominal NSB follow up, the total observation time needed under moonlight
conditions would be just under 90 h. Right Panel: Spectral cutoff detection probability as a function of total observation time. It is found that a detection probability
of 68% obtained with 50 h nominal NSB can be achieved with just under 90 h high NSB, including 10 h from the GPS.

Γp = 2. It is shown in Sec. 5.5 that CTA has excellent prospects
to confirm SNR PeVatrons with Γp ≤ 2.3 with a typical exposure
of 250 h.
An alternative follow-up observation strategy with SSTs under
moonlight conditions is discussed in Sec. 6. It is shown that the
performance of the full southern CTA array with respect to spec-
tral PeVatron detection metrics can be reached with follow-up
observations of the SST subarray of CTA under moonlight con-
ditions in expense of typically twice the observation time. The
strategy can save a significant amount of observation dark time
of CTA excluding SSTs for other key science topics different
from PeVatron searches. This result highlights the importance
of the SST type telescopes and the potential of the SiPM tech-
nology for PeVatron searches.
It is concluded that while CTA has limited spectral sensitivity
to search for PeVatrons in scanning mode with GPS data, the
prospects to find PeVatrons are excellent in deep observations.
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Appendix A. Derivation of spectral cutoff lower limits

PeVatron searches with CTA rely on the derivation of statis-
tical statements on the inverse energy cutoff parameter _. In
particular when a significant cutoff detection is impossible, fre-
quentist upper limits _UL on the inverse cutoff parameter at a
given confidence level CL are of high relevance. These limits
correspond to one-sided confidence intervals [0,_UL] which, by
means of the invariance of confidence intervals under monotone
transformations, translate into one-sided confidence intervals
[𝐸LL

c, 𝛾 ,∞) on the energy cutoff with lower limit 𝐸LL
c, 𝛾 = 1/_UL.

The discussion in this section is based on binned event counts
®𝑐 = (𝑐1, . . . , 𝑐𝑁 ) obtained in realistic simulations of the CTA
instrument, including the full instrumental response functions
and a residual cosmic ray background model for the southern
array (Bernlöhr et al., 2013). The event simulation and anal-
ysis is performed with the open source framework gammapy
(Deil et al., 2017)7. The data-binning into a total of 𝑁 bins
can be either one- or three-dimensional. The latter refers to
an independent binning in event energy and direction while the
one-dimensional binning refers to spatially integrated data. In
either case, the bin size is much smaller than the respective
instrumental resolution in space and energy. Limits on the in-
verse spectral cutoff _ are investigated within 𝛾-ray emission
models which, after convolution with the instrumental response
functions, predict ®𝑛 = (𝑛1, . . . , 𝑛𝑁 ) counts. The investigated 𝛾-
ray emission models are typically the sum of multiple model
components, including flux-parameterizations of the expected
background and the 𝛾-ray source of interest. Model parameters
are the inverse energy cutoff _ of the source of interest and a
set of other nuisance parameters 𝜽 including, for example, flux
normalizations and background model parameters.
The Poisson likelihood, defined as

𝐿 (_,𝜽 | ®𝑐) :=
𝑁∏
𝑖=1

exp(−𝑛𝑖)
𝑛𝑖

𝑐𝑖!
𝑐𝑖
, (A.1)

is assumed as connection between simulated event counts ®𝑐
and counts ®𝑛 = ®𝑛(_,𝜽) predicted within the assumed model pa-
rameterizations. For reasons of numerical stability and com-
putational performance, the Cash statistic 𝐶 (_,𝜽) = 2

∑
𝑖 (𝑛𝑖 −

𝑐𝑖 ln𝑛𝑖) (Cash, 1979) is used frequently in the following instead
of the full likelihood 𝐿 (_,𝜽 | ®𝑐). The Cash statistic is, up to a
term which is independent of the model parameters _ and 𝜽 ,
proportional to the logarithm of the likelihood given in Eq. A.1.
A detailed comparison of statistical methods to derive _UL in the
context of typical CTA data analyses is discussed in this section.
A selection of statistical methods is presented in Sec. Appendix
A.1. The comparison discussed in Sec. Appendix A.2 aims
primarily towards the frequentist coverage of the derived limits
and the cutoff sensitivity of the method. Cutoff sensitivity is de-
fined in this context as the median limit on the energy cutoff at
fixed true energy cutoff and confidence level. A comparison of
the robustness of the methods against mis-specifications of the

7The methods which were developed for the limit calculation are available
as ’ecpli’ open-source package (Spengler, G., 2022).

likelihood model in Eq. A.1, e.g. due to un-modeled systematic
errors (Spengler, 2020), is beyond the scope of the discussion.

Appendix A.1. Different approaches
Different statistical approaches to derive the upper limit _UL

on the inverse energy cutoff are discussed in this section. The
frequentist coverage of the upper limit _UL is motivated for
all methods, under suitable conditions. These conditions are,
however, typically difficult to be explicitly verified in a concrete
situation. Whether or not a reasonable coverage is achieved in
practical analyses needs to be tested in realistic Monte Carlo
simulations as discussed in Sec. Appendix A.2.

Appendix A.1.1. Profile likelihood
The profile likelihood method is an example for the inversion

of a frequentist hypothesis test. Let 𝐿 (_) = max𝜽𝐿 (_,𝜽 | ®𝑐) be
the profile likelihood (see e.g. Zyla et al. (2020)) of Eq. A.1 with
respect to the inverse energy cutoff _ and 𝐶 (_) = max𝜽𝐶 (_,𝜽)
the corresponding Cash statistic. Let further _̂ be the maximum
likelihood estimator for the inverse energy cutoff over the con-
strained range _ ≥ 0. To calculate _̂ in practice, the maximum
likelihood estimate _ML for _ is derived over the full range for _,
including negative values. When _ML is positive, _̂ is set to _ML

and otherwise _̂ = 0. Together, this means _̂ = max(_ML,0).
This method assumes that 𝐿 (0) is the global maximum likeli-
hood for non-negative _ when _ML < 0. The latter is true when
the profile likelihood 𝐿 (_) has a unique maximum, which is
assumed in the following. The likelihood ratio test statistic

Λ(_) := −2ln
𝐿 (_)
𝐿 (_̂)

= 𝐶 (_) −𝐶 (_̂) (A.2)

enables the comparison of the maximum likelihood 𝐿 (_̂) over
_ ≥ 0 with the likelihood 𝐿 (_) for a fixed inverse energy cutoff_.
Figure A.12 shows the likelihood ratio statisticΛ(_) for a typical
analysis together with _̂. Given the constraint on non-negative_,
Eq. A.2 is the test statistic for a likelihood ratio test of the null hy-
pothesis𝐻0 : _ = _̂ against the alternative hypothesis𝐻1 : _ = _.
The alternative hypothesis is accepted, i.e. the inverse cutoff pa-
rameter _ does not give a significantly worse description of the
data than the best fitting _̂, when the test statistic Λ(_) is smaller
than or equal to the critical valueΛcrit (CL) at a given confidence
level CL, i.e. Λ(_) ≤Λcrit (CL). The critical value for 95% CL is
shown as a horizontal line in Fig. A.12. The acceptance region
𝐴 = {_ |Λ(_) ≤ Λcrit (CL)} is, due to the assumed unique maxi-
mum of the profile likelihood 𝐿 (_), an interval 𝐴 = [_LL,_UL].
Let 𝐹−1

𝜒1 denote the inverse cumulative probability density func-
tion of a 𝜒2-distributed random variable with one degree of
freedom. The choice of Λcrit (CL) = 𝐹−1

𝜒2 (2CL−1) is motivated
in analogy to the construction in Spengler (2020), where a F-test
is inverted to derive a limit on an exponential cutoff. For this
choice of the critical value it is expected that, asymptotically
and under suitable regularization conditions, the coverage of
the interval [0,_UL] = [0,_LL) ∪ 𝐴, shown as red shaded area
in Fig. A.12, is at least CL (Spengler, 2020). This means that,
when the respective conditions apply, _UL is a frequentist upper
limit on the inverse cutoff parameter at confidence level CL.
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Figure A.12: Shown in red is the likelihood ratio statistic Λ(_) for the analysis of a typical 𝛾-ray source with true exponential cutoff at 20 TeV. The maximum
likelihood estimator _̂ = max(0, _ML) for non-negative _ is shown as green vertical line. The yellow line shows the true value of _, i.e. _true = 1/20 TeV−1. The
blue horizontal line indicates the critical value, Λcrit ≈ 2.71, for a CL of CL = 0.95. The upper limit on _ is constructed at 95% CL as intersection of Λ(_) with
the horizontal critical value in the interval [_̂,∞) , i.e. as upper end of the acceptance interval of the corresponding likelihood ratio test. The magenta colored area
indicates the range of inverse cutoff parameters which is not excluded at 95% CL.

Appendix A.1.2. Markov-Chain Monte Carlo
An upper limit on the inverse cutoff parameter can also be

derived when the probability distribution of model parameters
is expressed in the framework of Bayesian terminology. Using
an a-priori probability density 𝑝(_,𝜽) for the model parameters
and the “evidence"

𝑝( ®𝑐) :=
∫
𝑑_𝑑𝜽 𝐿 (_,𝜽 | ®𝑐) 𝑝(_,𝜽) , (A.3)

the posterior probability density for the model parameters
𝑝(_,𝜽 | ®𝑐) given new data ®𝑐 can be calculated with Bayes theorem
as

𝑝(_,𝜽 | ®𝑐) = 𝐿 (_,𝜽 | ®𝑐) 𝑝(_,𝜽)
𝑝( ®𝑐) . (A.4)

Markov-Chain Monte Carlo (MCMC) methods refer in the fol-
lowing to techniques which allow the direct sampling from the
posterior probability density without the full evaluation of Eq.
A.4. The techniques avoid, at the price of a correlation between
consecutive samples, the computationally complex calculation
of the evidence as necessary in traditional Monte Carlo methods
for the evaluation of Eq. A.4.
The inverse energy cutoff is physically constrained to non-
negative values. This translates to the constraint 𝑝(_,𝜽) = 0
when _ < 0 for the prior density. Due to this constraint,
it holds that the marginal posterior distribution 𝑝(_ | ®𝑐) =∫
𝑑𝜽 𝑝(_,𝜽 | ®𝑐) = 0 when _ < 0. An upper limit _UL of a cred-

ible interval [0,_UL] can therefore be calculated as a quantile
of the marginal posterior distribution at given credible level
CL =

∫ _𝑈𝐿

0 𝑑_ 𝑝(_ | ®𝑐). Asymptotically and under certain reg-
ularization conditions, in particular regarding the smoothness
of the prior density close to the true model parameter values,
the credibility level CL is expected to equal the coverage of the
interval [0,_UL] (see Bernstein-von Mises theorem, e.g. (Vaart,
1998)). The credible interval is then numerically equal to a
confidence interval and _UL is an upper limit at confidence level
CL.
MCMC methods differ widely in the concrete technique used to
draw samples from the posterior distribution. The emcee imple-
mentation (Foreman-Mackey et al, 2013) of the affine invariant
ensemble sampler (Goodman and Weare, 2010) is used in this
work. The affine invariant ensemble sampler is based on an
ensemble of stochastic processes, called walkers, which are set
up to efficiently explore the posterior parameter space (Good-
man and Weare, 2010; Foreman-Mackey et al, 2013). Each
ensemble-step of the exploration of the parameter space is affine
invariant. This symmetry property of the algorithm allows the
handling of highly correlated variables. It was, however, argued
that the efficiency of the exploration decreases with increasing
number of parameter space dimensions (Huĳser et al., 2015)
due to the constraint on affine invariant steps. The emcee im-
plementation uses the natural logarithm of the posterior density,
modulo additive terms which are independent of the model pa-
rameters, as input to generate samples from the posterior density.
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In practice, −0.5𝐶 (_,𝜽) + ln(𝑝(_,𝜽)) is used in this work for
reasons of computational efficiency.
Following the pragmatic recommendation in Foreman-Mackey
et al (2013), walkers are initialized with random parameters
close to the maximum likelihood estimators. When the max-
imum likelihood estimator for the inverse cutoff parameter is
negative, a small positive value is chosen. After the initializa-
tion of the walkers, a number of Markov-Chain samples are to
be discarded until it can be argued that the Markov-Chain sam-
ples converged to samples from the posterior. The length of this
“burn-in" period is, following the recommendation in Goodman
and Weare (2010), estimated as a multiple of the autocorre-
lation time of the Markov-Chain. Also following Goodman
and Weare (2010), the number of walkers is chosen as a high
multiple of the number of free parameters, ensuring a large ac-
ceptance fraction for each ensemble step. The statistical error
on the derived limit decreases with increasing number of sam-
ples. Control over the statistical error is achieved by means of
the comparison of multiple equally set up and independently
run Markov-Chains. In practice, the number of samples is se-
lected such that the variation of upper limits on _ measured
within multiple Markov-Chains is below a predefined precision
target. Finally, the prior density 𝑝(_,𝜽) is assumed to factor, i.e.
𝑝(_,𝜽) = 𝑝(_) ∏𝑖 𝑝(\𝑖) for \𝑖 ∈ 𝜽 , ignoring a-priori informa-
tion on parameter correlations. Different concrete choices for
the prior density distributions of the respective parameters are
discussed in Sec. Appendix A.2.

Appendix A.1.3. Bootstrap
The bootstrap method relies on the resampling of binned 𝛾-ray

events ®𝑐 as “bootstrap samples" ®𝑐∗ (Efron, 1979). A maximum
likelihood estimator _∗ for the inverse energy cutoff parame-
ter is calculated for each bootstrap sample ®𝑐∗, resulting in the
distribution 𝑓 (_∗) of the bootstrap estimates. The percentile
method (Efron, 1979; Efron and Tibshirani, 1993) is used in the
following to infer an upper limit _UL as smallest positive _UL

which satisfies CL ≤
∫ _UL

−∞ 𝑑_∗ 𝑓 (_∗). The interval (−∞,_UL]
and, because the true value of _ is always non-negative, also
the interval [0,_UL] are expected to have frequentist coverage
CL under regularization conditions which are, for example, dis-
cussed in Efron and Hastie (2016).
The number of bootstrap samples ®𝑐∗ to draw from the data ®𝑐
is, similar to the discussion of the number of MCMC samples
in Sec. Appendix A.1.2, adjusted such that the variation of
the limits on _ derived from different sets of bootstrap samples
agrees within a predefined precision.
Different resampling techniques are compared in the following.
The non-parametric bootstrap (Efron, 1979; Efron and Hastie,
2016) resamples binned events as multinomial distributed ran-
dom vector, ®𝑐∗ ∼ Mult(𝐾, ®𝑐), i.e. 𝐾 =

∑𝑁
𝑖=1 𝑐𝑖 events are drawn

with replacement from the 𝑁 bins in ®𝑐. Additionally to the un-
parametric bootstrap, two different parametric bootstrap (Efron
and Hastie, 2016) resamplings are investigated. The "Pois-
son bootstrap" (Chamandy et al., 2012) models the number of
counts in each bin as independent Poisson-distributed random
variable with expectation 𝑐𝑖 , i.e. 𝑐𝑖∗ ∼ Pois(𝑐𝑖). A major dif-

ference to the unparametric bootstrap is that the total number of
events 𝐾 is itself a random variable for the Poisson bootstrap.
For large number of bins and large number of total events, the
non-parametric resampling agrees with the Poisson bootstrap.
The ’best fit bootstrap’ makes use of Poisson samples from the
maximum likelihood fit to a model, i.e. 𝑐𝑖∗ ∼ Pois(𝑛𝑖).

Appendix A.2. Performance comparison

Given that the respective conditions are fulfilled, frequentist
limits are expected to result from all of the methods discussed
in Sec. Appendix A.1. However, considering asymptotic con-
ditions as an example, only a partial fulfillment can be expected
in practice with finite experimental data. It remains to be tested
with realistic simulations whether the expected frequentist cov-
erage of the derived limits holds to a reasonable degree given
a finite amount of experimental data. These coverage tests are
discussed in the following at 95% confidence level. Different, in
particular larger, confidence levels are not studied. Additionally
to the limit coverage, the question as to which method provides
the best sensitivity at given true energy cutoff is discussed in
this subsection.
In Sec. Appendix A.2.1, the comparison of results obtained
with different methods is limited to a special set of 𝛾-ray point-
like source flux parameters. Generalizations to other point-like
source parameters and situations with a complex source mor-
phology, consisting of multiple and extended sources, are pre-
sented in Sec. Appendix A.2.2. Also discussed in Appendix
A.2.2 is the lower limit on the hadron spectrum cutoff parameter
inferred from 𝛾-ray measurements.

Appendix A.2.1. Point-like source analysis: Special case
To facilitate the comparison of methods for a simulated 𝛾-ray

point-like source, given computational restrictions, only a single
special case is considered. The model given by Eq. 1 was cho-
sen, with a flux normalisation and power–law index of 𝜙0 = 50
mCrab and Γ = 2.1. The true energy cutoff was then varied in a
range between a few TeV and few hundred TeV. Reconstructed
events from 10 h of 𝛾-ray point-like source observations with
CTA South at a zenith angle of 20◦ are simulated. Within
this setup, lower limits on the energy cutoff are derived with
the different methods discussed in Sec. Appendix A.1. In a
first step, only 1-dimensional analyses are discussed.In these
analyses, events are binned in reconstructed energy but spa-
tially integrated over a signal region of 0.11◦ radius around the
true source position. The restriction to 1-dimensional analy-
ses enables a computationally efficient comparison of different
methods. Results for 3-dimensional analyses, which are com-
putationally much more demanding, are discussed at the end of
this subsection.
The energy cutoff limits obtained with the bootstrap and MCMC
methods are calculated with a precision better than 2%. Two
different sets of prior density distributions for the model pa-
rameters 𝜙0, Γ and _ are investigated for the MCMC method.
Uniform prior densities have been used in 𝛾-ray astronomy anal-
yses before, e.g. in H.E.S.S. Collaboration (2019). However,
the uniformity depends on the choice of the parameter. E.g. a
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uniform prior density in _ implies a non-uniform prior density
in the energy cutoff 𝐸c, 𝛾 = 1/_. Results based on uniform prior
densities are therefore compared to results obtained with priors
based on gamma distributed random variables with reasonable
parameters.

Figure A.13: Investigated MCMC analysis prior distributions for the inverse
energy cutoff _ (top) and power-law index Γ (bottom). Shown in magenta
and blue are the assumed uniform and gamma distributed priors respectively.
The uniform prior distributions for _ and Γ attribute a non-zero density within
[0, 1] TeV−1 and [1, 4]. The gamma prior distributions have shape (scale)
parameters of 1.1 (0.182) and 7 (0.357), respectively for _ and Γ.

Figure A.13 shows, as an example, the assumed prior distri-
butions for the two parameters _ and Γ.
A comparison of the coverage and sensitivity for the specific
𝛾-ray point-like source considered here are shown in Fig. A.14.
All investigated methods lead to upper limits _UL on the in-
verse energy cutoff with reasonable frequentist coverage for the
respective confidence interval [0,_UL].

The lower panel of Fig. A.14 shows that, for the source pa-
rameters investigated, excellent coverage is observed for true
cutoff energies smaller than 100 TeV. All methods start to over-
cover when the true energy cutoff becomes larger than 100 TeV.
The over-coverage for large true cutoff energies can, in analogy
to the discussion in Spengler (2020), be related to the decreasing
cutoff detection probability.
Given the reasonable coverage of the limits derived with all dif-
ferent methods discussed in Sec. Appendix A.1, a comparison
of their respective sensitivity, defined as median lower limit,
is motivated. Shown as solid lines in the upper panel of Fig.

A.14 are the median lower limits on the energy cutoff derived in
1-dimensional analyses as a function of the true energy cutoff.
The median limit obtained with different methods relative to
the sensitivity of the 1-dimensional profile likelihood analysis
is shown in the upper panel of Fig. A.15. The profile like-
lihood method leads, among all the methods investigated with
1-dimensional analyses, to the most constraining limits for true
cutoff energies between 10 TeV and 1 PeV. However, the im-
provement in sensitivity of the 1-dimensional analysis profile
likelihood method over other 1-dimensional analysis methods is
below 10% for true 𝛾-ray energy cutoffs below 100 TeV.
The choice of the prior distribution for the MCMC analysis has
an impact on the sensitivity when the true energy cutoff is either
within 5 TeV and 20 TeV or within 200 TeV and 1 PeV, as can be
seen in the upper panel of Fig. A.15. For example, the MCMC
analysis with uniform prior distributions leads to the worst sen-
sitivity among all investigated methods when the true energy
cutoff is within 5 and 10 TeV. The MCMC analysis with gamma
prior distributions leads in the same range of true energy cut-
offs to the best sensitivity among all investigated 1-dimensional
analyses. It is obvious that the sensitivity of the MCMC method
depends strongly on the match between true values and prior
distributions.
The sensitivity of all investigated bootstrap methods is com-
patible. The overall best sensitivity is obtained with the 3-
dimensional profile likelihood method. However, as shown in
the upper panel of Fig. A.15, even this method only provides an
improvement of less than 20% when compared to the sensitivity
of the 1-dimensional profile likelihood method.

Appendix A.2.2. General analyses
In Sec. Appendix A.2.1, the performance of different meth-

ods to derive a lower limit on the energy cutoff for a special
point-like source with parameters 𝜙0 = 50 mCrab and Γ = 2.1
is discussed. More general point-like sources with parame-
ters 𝜙0 ∈ [5,50] mCrab and Γ ∈ [1.7,2.3] are investigated in
the following. Limits derived with all methods discussed in
Sec. Appendix A.1 lead to a reasonable coverage of the respec-
tive intervals [0,_UL] and [𝐸LL

c, 𝛾 ,∞) with over-coverage towards
large true energy cutoffs. Significant undercoverage is not ob-
served. Figure A.15 shows the limit sensitivity relative to that
of the 1-dimensional profile likelihood analysis for representa-
tive 𝛾-ray point-like source parameters. Among the investigated
1-dimensional analyses, the profile likelihood method leads typ-
ically to the most constraining limit. The exception are small
true energy cutoffs where the profile likelihood limits are less
constraining than the limits derived with the MCMC method
assuming gamma distributed priors. Depending on the source
parameters and the true energy cutoff, MCMC results can sig-
nificantly depend on the exact choice of the prior parameter
distributions. For example, for a weak (𝜙0 = 5 mCrab) and
soft (Γ = 2.3) point-like source, the lower limit on the energy
cutoff derived under the assumptions of uniform and gamma dis-
tributed priors varies by 20% to 50%. The inclusion of spatial
fit parameters in 3-dimensional profile likelihood analyses leads
to energy cutoff constraint improvements over the respective 1-
dimensional profile likelihood analyses which are in between a
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Figure A.14: Comparison of different methods to derive a lower limit on the energy cutoff for a 𝛾-ray point-like source with power-law index Γ = 2.1 and flux
normalization 𝜙0 = 50 mCrab. The instrument response functions of CTA South and 10 h of observation time at a zenith angle of 20◦ are assumed. Upper panel:
Median 95% CL lower limit on the energy cutoff as a function of the true energy cutoff. Color codes for the different methods are indicated in the legend. Solid lines
correspond to 1-dimensional analyses. Note that the green, orange and red solid lines overlap. The black dash-dotted line corresponds to profile likelihood limits
derived with a 3-dimensional analysis. Lower panel: Coverage of the interval [𝐸LL

c, 𝛾 ,∞) for different methods to derive 𝐸LL
c, 𝛾 = 1/_UL as a function of the true

energy cutoff. The true energy cutoff is slightly shifted for each method to improve the visibility. Errorbars are approximate 68.3% CL intervals on the coverage,
derived under the assumption of the normal approximation to the binomial distribution.

few percent and 60%.

Further tests were performed to guarantee the frequentist cov-
erage of lower limits on the energy cutoff derived with the 3-
dimensional profile likelihood method for point-like sources
with a hadronic particle population whose 𝛾-ray emission is
modeled with the framework described in Zabalza (2015).
In practice, 𝛾-ray sources can show a more complicated mor-
phology than the point-like sources discussed up to this point.
A realistic example is the 𝛾-ray source HESS J1641−463. This
source is observed as point-like with H.E.S.S. and the 𝛾-
ray energy spectrum is compatible with a power-law with-
out indications of an exponential cutoff until at least 20 TeV
(Abramowski et al., 2014a; Angüner et al., 2018). However,
the analysis is complicated by the nearby extended 𝛾-ray source
HESS J1640−465 (Abramowski et al., 2014b) for which an ex-
ponential cutoff is measured around 6 TeV. A realistic sim-
ulation of this double source setup of HESS J1640−465 and

HESS J1641−463, assuming model parameters as derived from
the measurements discussed in Abramowski et al. (2014b,a)
and varying true energy cutoff parameters for the source
HESS J1641−463, is performed. Due to convergence problems
during the optimization for the profile likelihood function, it is
in general not possible to derive a frequentist limit on the energy
cutoff parameter of HESS J1641−463 with the profile likelihood
method. However, a lower limit on the energy cutoff with rea-
sonable frequentist coverage can be derived with the MCMC
method. A detailed study of the possible dependence between
limits on the energy cutoff parameter and prior information is
beyond the scope of this work.

Appendix A.3. Conclusion

The profile likelihood method provides a computationally
very efficient way to derive lower limits on the energy cut-
off. Other methods are typically less sensitive or, in case of
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Figure A.15: Point-like source energy cutoff sensitivity as a function of the true energy cutoff for different methods indicated by the legend in the upper panel relative
to the respective sensitivity achievable with a 1-dimensional profile likelihood analysis. The different panels show the relative sensitivity for different point-like
source parameters in terms of flux normalization 𝜙0 and index Γ, specified in the panel title. The instrument response functions of CTA south and 10 h of observation
time at a zenith angle of 20◦ are assumed.

the MCMC method, a possible sensitivity improvement in re-
stricted parameter ranges results from the choice of the prior
distributions. The computational effort to derive reasonably
precise limits with the described bootstrap and MCMC imple-
mentations is also larger than for the profile likelihood method.
However, bootstrap and MCMC methods can provide an im-
portant alternative in cases where the profile likelihood method
cannot be applied, e.g. due to non-converging optimizations for
the profile likelihood function.

Appendix B. Notes on the treatment of multiple hypotheses
testing

Different likelihood ratio tests, for example to test for the
presence of a 𝛾-ray source or the presence of a spectral cutoff,
are applied in this work to each source in a source sample.
The treatment of multiple hypotheses tests is described in the
following.

Appendix B.1. Multiple testing for the presence of PeVatrons
and spectral cutoffs

Given a 𝛾-ray source, the presence of a spectral cutoff is tested
with the likelihood ratio test statistic TS_ defined in Eq. 2. Sim-
ilarly, the PTS defined in Eq. 7 is used to test whether or not
the source is a PeVatron. Both tests are used to identify a sub-
set of sources with a certain property in a sample with O(100)
sources. A type I error, i.e. a false positive classification for one
source, for example when a source is misclassified as PeVatron,
is a severe error which must be avoided when real data are ana-
lyzed. Tests for the presence of PeVatrons or spectral cutoffs are
therefore based on a fixed family-wise error rate (FWER), i.e.
on a fixed probability for at least one false positive per sample.
Each hypothesis test for the presence of a PeVatron or a spectral
cutoff is performed independently. The independence results
from the simulation of source samples as isolated sources with-
out spatial overlap. The FWER is controlled with the Bonferroni
correction (Wasserman, 2010) at a global significance level cor-
responding to 5𝜎 or a local test statistic threshold of TS = 33.9
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for 100 sources per population. The Bonferroni correction is
a conservative approach which sacrifices the source detection
probability, or equivalently increases the likelihood for a false
negative, to control the FWER. Alternatives with equal control
over the FWER but a smaller type II error, i.e. a false nega-
tive, such as the methods discussed in Holm (1979) or Hochberg
(1988) were tested without significant changes. This conclusion
regarding the equivalence of the simple Bonferroni and e.g. the
methods discussed in Holm (1979) and Hochberg (1988) must,
however, not hold in a setup with more than O(100) sources per
sample.

Appendix B.2. Multiple testing for the presence of a source

Similar to the presence of a PeVatron and a spectral cutoff,
the presence of a 𝛾-ray source is also tested with a likelihood
ratio test as described in Sec. 3.1. The source model used in
the definition of TSDet in Eq. 9 has parameters for the flux nor-
malization 𝜙0 and for the spatial and spectral setup ®\. The null
hypothesis is equivalent to 𝜙0 = 0 while the alternative hypothe-
sis is equivalent to 𝜙0 > 0. The parameters ®\ are in this context
nuisance parameters which are undefined under the null hy-
pothesis. For example, the nuisance parameters which describe
the location of a source can take any value when 𝜙0 = 0. The
optimization with regard to nuisance parameters which are un-
defined under the null hypothesis can be considered as multiple
correlated hypotheses tests (Algeri et al., 2020; Conrad, 2015).
In this case, Monte Carlo simulations can be used to quantify
the type I error probability.A similar analysis setup and corre-
sponding Monte Carlo simulations for the type I error rate are
discussed in H.E.S.S. Collaboration (2018b) for the H.E.S.S.
GPS analysis. The local test statistic threshold of TS = 30 is
found to correspond to a global type I error probability of 3%
per source population. This local test statistic threshold value is
used in this work as threshold for TSDet. However, the angular
resolution of CTA is expected to be better than the angular res-
olution of H.E.S.S. The spatial correlation of tests with TSDet is
therefore different for analyses of CTA data than it is for H.E.S.S.
data. As a consequence, the type-I error probability of 3% for
the threshold value of TS = 30 found in H.E.S.S. Collaboration
(2018b) is likely to be unrealistic for CTA. Dedicated Monte
Carlo simulations, possibly using methods discussed in Gross
and Vitells (2010) to limit the computational efforts for small
type I error probabilities, are to be preformed for the CTA GPS
data. However, these simulations are beyond the scope of this
work.

Appendix C. Systematic uncertainty of the energy cutoff
reconstruction

Simulations with modified IRFs are performed to quantify the
effect of systematic errors on the determination of the spectral
energy cutoff. Modified IRFs, 𝑋 ′, are obtained from standard
IRFs, X, by re-scaling with ±1𝜎𝑠𝑦𝑠 , i.e.

𝑋 ′ = 𝑋 · (1± 𝜖𝐵(𝐸)) , (C.1)

where 𝜖 is the relative systematic uncertainty for a given IRF and
𝐵(𝐸) is an energy dependent function with |𝐵(𝐸) | ≤ 1, which
defines the shape of the IRF modification. A constant shift, i.e.
𝐵(𝐸) = 1, and a gradient shift over energy are investigated. The
latter is defined as

𝐵(𝐸) = ln(𝐸/𝐸min) + ln(𝐸/𝐸max)
ln(𝐸max/𝐸min)

. (C.2)

The energy range considered for the gradient shift is
𝐸min =100 GeV to 𝐸max =160 TeV. Only IRFs for the effective
area and the energy bias are considered. The expected maximal
relative systematic uncertainties, 𝜖 , for CTA are 5% and 6%,
respectively for the effective area and the energy bias. Three
different source types are investigated: A faint source (Γ = 2.3,
𝜙0 = 10 mCrab), a medium source (Γ = 2.0, 𝜙0 = 30 mCrab)
and a bright source (Γ = 2.0, 𝜙0 = 50 mCrab). The true spectral
𝛾-ray cutoff for all simulated sources is assumed to be 100
TeV. For each source, 1000 simulations are performed with
and without IRF modification. Results for the inverse spectral
cutoff parameter, _, are compared in Tab. C.5.
It is concluded that the effect on the spectral cutoff resulting
from a systematic error in the effective area is negligible.
However, due to a systematic error on the energy bias, an
uncertainty of up to O(20%) is expected for the inverse energy
cutoff.

Appendix D. Comparison between CTA IRFs: "Prod 3b-
v2" vs. "Prod 5-v0.1"

The CTA IRFs used throughout the paper are "Prod 3b-v2",
which represent the southern CTA configuration, including 70
SSTs. Updated "Prod 5-v0.1" CTA IRFs, which take changes
in the southern CTA array layout into account, were published
while this work was completed. The updated “Alpha” CTA
south configuration foresees only 37 SSTs. Therefore, it
is expected that the high energy performance of CTA, and
in particular its power to detect high energy spectral cutoff
features, is reduced when the updated IRFs are used.

To quantify the expected high energy performance reduction,
probability maps discussed in Sec. 4 are reproduced using
"Prod 5-v0.1" CTA IRFs and the results are compared. Figure
D.16 shows comparison between "transition regions" obtained
from different CTA IRFs for the detection of true spectral 𝛾-ray
cutoffs and true PeVatrons with a hadronic cutoff at 3 PeV.
Compared to the "Prod 3b-v2" configuration, the detection
probabilities for both, PeVatron and high energy 𝛾-ray cutoffs,
are clearly degraded for the "Prod 5-v0.1" IRFs.
With the updated configuration of CTA represented by "Prod
5-v0.1" IRFs, the confirmation of an SNR PeVatron with
data from the CTA GPS is even less likely than discussed in
Sec. 5 but deep observations of PeVatron remain promising.
Follow-up observations of PeVatron candidates under moonlight
conditions with the CTA-SST array, as discussed in Sec. 6, also
remain an efficient option to increase the PeVatron follow-up
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Figure D.16: Comparison of "transition regions", i.e. the regions between 30% and 90% detection probability, for the detection of a true spectral 𝛾-ray cutoff (left
panels) and the detection of a true PeVatron with a hadronic spectral cutoff at 3 PeV (right panels) after 10 (top), 50 (middle) and 100 (bottom) hours of observation.
The "transition regions" shown as red and green shaded areas are obtained by using "Prod 3b-v2" (Baseline) and "Prod 5-v0.1" (Alpha) IRFs, respectively.
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Table C.5: Expected systematic errors for the determination of the spectral cutoff parameter. Faint source: Γ = 2.3, 𝜙0 = 10 mCrab, medium source: Γ = 2.0,
𝜙0 = 30 mCrab and bright source: Γ = 2.0, 𝜙0 = 50 mCrab.

Faint Medium Bright
Constant Gradient Constant Gradient Constant Gradient

Effective Area ±5% < 1% < 1% < 1% < 1% < 1% < 1%
Energy Bias +6% 16% 21% 13% 15% 11% 12%
Energy Bias -6% 6% 12% 8% 11% 7% 10%

observation time without effect on other key science topics.
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