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Abstract We present a new set of parton distribution func-
tions (PDFs) based on a fully global dataset and machine
learning techniques: NNPDF4.0. We expand the NNPDF3.1
determination with 44 new datasets, mostly from the LHC.
We derive a novel methodology through hyperparameter
optimization, leading to an efficient fitting algorithm built
upon stochastic gradient descent. We use NNLO QCD cal-
culations and account for NLO electroweak corrections and
nuclear uncertainties. Theoretical improvements in the PDF
description include a systematic implementation of positiv-
ity constraints and integrability of sum rules. We validate our
methodology by means of closure tests and “future tests” (i.e.
tests of backward and forward data compatibility), and assess
its stability, specifically upon changes of PDF parametriza-
tion basis. We study the internal compatibility of our dataset,
and investigate the dependence of results both upon the
choice of input dataset and of fitting methodology. We per-
form a first study of the phenomenological implications of
NNPDF4.0 on representative LHC processes. The software
framework used to produce NNPDF4.0 is made available as
an open-source package together with documentation and
examples.

a e-mail: stefano.forte@mi.infn.it (corresponding author)

1 Introduction

It is now an accepted fact that frontier high-energy physics
at colliders requires percent-level accuracy both in theory
and experiment [1]. On the theoretical side, the two main
obstacles to achieving this are missing higher order correc-
tions in perturbative computations [2], and uncertainties in
parton distribution functions (PDFs) [3,4]. The main aim of
this paper is to show how percent-level accuracy might be
achieved for PDFs.

The most recent set of PDFs determined by NNPDF,
NNPDF3.1 [5], was the first to extensively include LHC data,
and was able to reach 3–5% precision in the PDF uncertain-
ties. It was based on NNPDF3.x fitting methodology, the first
to be validated by means of closure tests, thereby ensuring
that this precision was matched by a comparable accuracy.

The NNPDF4.0 PDF set presented here is a major step
forward in three significant aspects: (i) the systematic inclu-
sion of an extensive set of run I LHC at 7 and 8 TeV data and,
for the first time, of LHC Run II data at

√
s = 13 TeV and of

several new processes not considered before for PDF deter-
minations; (ii) the deployment of state-of-the-art machine
learning algorithms which result in a methodology that is
considerably faster and leads to more precise PDFs; (iii) the
validation of these PDF uncertainties both in the data and in
the extrapolation regions using closure and future tests.

All in all, the main accomplishment of this new PDF set
is to go one step further in achieving the main goal that
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motivated the NNPDF methodology in the first place [6],
namely, to reduce sources of bias in PDF determination. The
use of a wider dataset reduces sources of bias that might
be related to the dominance of a particular process. The use
of a machine learned methodology reduces sources of bias
related to methodological choices, that are now mostly made
through an automated procedure. Finally, the extensive set of
validation tools explicitly checks the absence of bias: in fact,
“future tests”, to be discussed below, can expose the historical
bias that was present in previous PDF determinations.

The NNPDF4.0 global analysis includes 44 new datasets
in comparison with NNPDF3.1. These involve a number
of new LHC measurements of processes already present in
NNPDF3.1, but also data from several new processes, whose
impact on PDFs has been the object of dedicated studies.
Specifically, direct photon production (studied in Ref. [7]),
single-top production (studied in Ref. [8]), dijets (studied in
Ref. [9]), W +jet (studied in Ref. [10]), and deep-inelastic jet
production. A significant consequence of this extension of
the dataset is that now the PDFs are largely controlled by
LHC data: unlike in the past, a DIS-only PDF determina-
tion leads to much larger uncertainties and visibly different
results.

NNPDF4.0 is the first PDF determination based on
a methodology that is selected automatically rather than
through manual iterations and human experience. All aspects
of the neural network PDF parametrization and optimization
(such as neural net architecture, learning rates or minimiza-
tion algorithm) are selected through a hyperparameter opti-
mization procedure [11], an automated scan of the space of
models that selects the optimal methodology. A quality con-
trol method is used in order to make sure that the optimiza-
tion does not produce a methodology that leads to overfitted
PDFs. This is done through K -folding [6], checking itera-
tively the effectiveness of any given methodology on sets of
data excluded in turn from the fit. All this is made possible by
a speedup of the NNPDF fitting code, which is now able to fit
an individual replica about twenty times faster, thanks mostly
to the use of stochastic gradient descent methods provided
by the TensorFlow library, rather than through the genetic
algorithm minimization used previously, along with various
technical improvements to be discussed below [11–13].

The widening of the dataset (with fixed methodology),
and especially the methodological improvements (with fixed
dataset) lead to a reduction of PDF uncertainties, so their
combination brings us close to percent precision. This
demands a careful validation of these uncertainties, which
is achieved by means of two classes of tests.

The first is closure tests, already introduced in
NNPDF3.0 [14], which here are considerably extended and
systematized, thanks to the much greater fitting efficiency.
These consist of fitting PDFs to pseudo-data generated
assuming a certain underlying true PDF, and comparing the

result of the fit to the known true PDF by means of suit-
able statistical estimators. The closure test verifies that PDF
uncertainties are faithful, specifically in comparison to the
data used to fit them. The second is future tests [15]: these
compare the results obtained fitting PDFs to a subset of the
data, which covers a small kinematic region compared to the
full dataset. For example, PDFs are fitted to a pre-HERA
dataset, and the result is compared to LHC data. The future
test verifies that PDF uncertainties are faithful when extrap-
olated outside the region of the data used to fit them.

As a further test of methodological reliability, we study
the robustness of results upon methodological variations, and
in particular we show that PDFs are stable upon changes of
the parametrization basis (i.e. the particular linear combina-
tion of PDFs that is parametrized by neural nets), thereby
confirming that results are parametrization-independent.

NNPDF4.0 PDFs also include a number of improvements
at all stages of the PDF determination procedure. The most
relevant ones are the following:

• While the main PDF determination is performed with
NNLO QCD (with further sets provided at NLO and LO),
NLO electroweak (EW) and mixed QCD-EW processes
are implemented for all LHC processes using recent ded-
icated tools [16] and assessed both for phenomenology
and in the determination of the input dataset to be used
for PDF fitting.

• Whenever heavy nuclear or deuteron targets are involved,
nuclear effects are accounted for as theoretical uncer-
tainties using the methodology of Refs. [17–19], and
the results of the nNNPDF2.0 nuclear PDF determina-
tion [20].

• Strict positivity of MS PDFs is implemented following
the results of Ref. [21].

• Finiteness of non-singlet baryon number, i.e., integrabil-
ity of all non-singlet PDF first moments is enforced. This
specifically implies finiteness of the Gottfried sum [22]
U − D and of the strangeness sum U + D−2S, where U ,
D and S denote respectively the first moment of the sum
of quark and antiquark PDFs for up, down and strange
quarks.

• The selection of a consistent dataset is based on an
objective two-stage procedure. Potentially problematic
datasets are identified on the basis of either poor compat-
ibility with the global dataset, or indications of instability
of their experimental covariance matrix. These datasets
are then subjected in turn to a dedicated fit in which the
failed dataset is given a large weight, and then accepted
or rejected depending on the outcome.

The main missing features of the current PDF determina-
tion, which are left for future work, are the inclusion of theory
uncertainties (specifically missing higher order corrections),
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Fig. 1 The NNPDF4.0 NNLO PDFs at Q = 3.2 GeV (left) and Q = 102 GeV (right)

which could be done using the methods of Refs. [23,24], and
the full inclusion of EW and mixed QCD-EW corrections
directly at the fitting level, which will be possible using the
tools of Ref. [16].

The NNPDF4.0 PDF set is released at LO, NLO and
NNLO QCD, for a variety of values of αs . The default
PDF sets are provided in the FONLL variable-flavor number
scheme [25] with maximum number of flavors n f = 5, and
an independently parametrized charm PDF. PDF sets with
different maximum number of flavors and with a perturba-
tively generated charm PDF are also made available, along
with PDF sets determined using reduced datasets, which may
be useful for specific applications. The main sets are deliv-
ered in the following formats: a Monte Carlo representa-
tion with 1000 replicas; a Hessian set with 50 eigenvectors
obtained from the Monte Carlo set via the MC2Hessian
algorithm [26,27]; and a compressed set of 100 Monte
Carlo replicas, obtained from the original 1000 through the
Compressor algorithm [28] as implemented in the new
Python code of Ref. [29]. The final NNPDF4.0 NNLO
PDFs are shown in Fig. 1 both at a low (Q = 3.2 GeV)
and a high (Q = 100 GeV) scale.

More importantly, the full NNPDF software framework is
released as an open source package [30]. This includes the
full dataset; the methodology hyperoptimization; the PDF
parametrization and optimization; the computation of phys-
ical processes; the set of validation tools; and the suite of
visualization tools. The code and the corresponding docu-
mentation are discussed in a companion paper [31].

The structure of this paper is the following. First, in Sect. 2
we present the input experimental data and the associated
theoretical calculations that will be used in our analysis,
with emphasis on the new datasets added in comparison to
NNPDF3.1. Then in Sect. 3 we discuss the fitting method-

ology, in particular the parametrization of PDFs in terms of
neural networks, their training, and the algorithmic determi-
nation of their hyperparameters. The procedure adopted to
select the NNPDF4.0 baseline dataset is described in Sect. 4.
The main result of this work, the NNPDF4.0 determination
of parton distributions, is presented in Sect. 5, where we
also compare with previous NNPDF releases and with other
PDF sets. The closure test and future test used to validate the
methodology are described in Sect. 6.

Subsequently, we assess the dependence of our PDFs
on the dataset in Sect. 7, where we study the impact of
new data in comparison with NNPDF3.1, and verify the
impact of individual processes by studying PDF determi-
nations in which data corresponding to individual classes of
processes are removed in turn. Also, we present PDFs deter-
mined by adding specific datasets, such as the EMC charm
structure function, the NOMAD neutrino dimuon structure
functions, and the HERA DIS jet data. Then in Sect. 8 we
assess the dependence of PDFs on the methodology and ver-
ify the robustness of our results, by comparing with PDFs
obtained using the previous NNPDF3.1 methodology and by
studying the impact of new positivity and integrability con-
straints, checking the independence of results of the choice
of PDF parametrization, discussing the impact of indepen-
dently parametrizing the charm PDF, and studying the role
of nuclear corrections. We finally present a first assessment
of the implications of NNPDF4.0 for LHC phenomenology
in Sect. 9, by computing PDF luminosities, fiducial cross-
sections, and differential distributions for representative pro-
cesses. In Sect. 10 we summarize and list the NNPDF4.0
grid files that are made available through the LHAPDF inter-
face [32] and provide a summary and outlook.

A brief overview of the NNPDF fitting code is presented
in App. A, while a more extensive description is provided by
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the companion publication [31]. In App. B we compare the
NNPDF4.0 dataset to that adopted in other PDF determina-
tions.

2 Experimental and theoretical input

We present the NNPDF4.0 dataset in detail. After a gen-
eral overview, we examine each of the processes for which
new measurements are considered in NNPDF4.0, we present
the details of the measurements, and, for each dataset, we
describe how the corresponding theoretical predictions are
obtained. In NNPDF4.0, theoretical predictions for data
taken on nuclear targets are supplemented by nuclear cor-
rections, which are specifically discussed in a dedicated sec-
tion. Experimental statistical and systematic uncertainties are
treated as in previous NNPDF determinations: see in partic-
ular Sect. 2.4.2 of Ref. [14] for a detailed discussion.

The global dataset presented in this section is the basis
for the final NNPDF4.0 dataset, which will be selected from
it by applying criteria based on testing for dataset consis-
tency and compatibility, and for perturbative stability upon
the inclusion of electroweak corrections. The selection of the
final dataset will be discussed in Sect. 4 below.

2.1 Overview of the NNPDF4.0 dataset

The NNPDF4.0 dataset includes essentially all the data
already included in NNPDF3.1, the only exceptions being
a few datasets that are replaced by a more recent final ver-
sion, and single-inclusive jet datasets which are now partly
replaced by dijet data, as we discuss below. All the new
datasets that were not included in NNPDF3.1 are more exten-
sively discussed in Sect. 2.2. For all those already included
in NNPDF3.1 we refer to Sect. 2 of Ref. [5] for a detailed
discussion. Nevertheless we give a summary below.

The NNPDF3.1 dataset included data for lepton-nucleon,
neutrino-nucleus, proton-nucleus and proton-(anti)proton
scattering processes. The bulk of it consisted of deep inelas-
tic scattering (DIS) measurements: these included fixed-
target neutral current (NC) structure function data from
NMC [33,34], SLAC [35] and BCDMS [36], fixed-target
inclusive and dimuon charged current (CC) cross-section
data from CHORUS [37] and NuTeV [38,39], and collider
NC and CC cross-section data from the HERA legacy com-
bination [40]. The combined H1 and ZEUS measurement of
the charm cross-section [41] and the separate H1 [42] and
ZEUS [43] measurements of the bottom cross-section were
also included, both to be replaced by more recent data as
we discuss below. The charm structure function measured
by the EMC experiment [44] was also studied in a variant fit,
in which its constraining power on the intrinsic component

of the charm PDF was explicitly assessed, and the same will
be done here.

In addition to the DIS measurements, the NNPDF3.1
dataset included fixed-target DY data from the Fermilab
E605 [45] and E866 [46,47] experiments, inclusive gauge
boson production [48–51] and single-inclusive jet produc-
tion [52] cross-section data from the Tevatron. A siz-
able amount of LHC data were also included, specifically:
inclusive gauge boson production data from ATLAS [53–
56], CMS [57–60] and LHCb [61–64]; Z -boson trans-
verse momentum production data from ATLAS [65] and
CMS [66]; and top pair production total and differential
cross-section data from ATLAS [67–69] and CMS [70–
72]. Single-inclusive jet production data from ATLAS [73–
75] and CMS [76,77] were also included. These will be
partly replaced by dijet data as we discuss below. For
the determination of NLO PDFs, W production measure-
ments in association with a charm jet from CMS [78] were
also included. Most of these LHC measurements were per-
formed at

√
s = 7 TeV [53–59,61–63,67,70,73,75,76,78];

two single-inclusive jet measurements were performed at√
s = 2.76 TeV [74,77]; two gauge boson production mea-

surements [60,64], the Z -boson transverse momentum mea-
surements [65,66] and some top pair production measure-
ments [67,69,70,72] were performed at

√
s = 8 TeV; and

two top pair total cross-section measurements [68,71] were
performed at

√
s = 13 TeV.

The NNPDF4.0 dataset builds upon NNPDF3.1, by
adding various new datasets to it. On the one hand, a variety
of new LHC measurements for processes already present in
NNPDF3.1, on the other hand data corresponding to new pro-
cesses. New datasets for existing LHC processes are added
for electroweak boson production, both inclusive and in asso-
ciation with charm, single-inclusive jet production, and top
pair production. The new processes are gauge boson with jets,
single top production, inclusive isolated photon production,
and dijet production.

For inclusive electroweak boson production we consider:
at

√
s = 7 TeV, the ATLAS W and Z distributions [54] in the

central and forward rapidity regions (only the subset corre-
sponding to the central region was included in NNPDF3.1);
at

√
s = 8 TeV, the ATLAS Z double- and triple-differential

distributions [79,80], the ATLAS W differential distribu-
tion [81] and the LHCb W differential distribution [82]; at√

s = 13 TeV, the ATLAS W and Z total cross-section [83]
and the LHCb Z differential distributions [84]. For elec-
troweak gauge boson production with charm, we consider
the ATLAS [85] and CMS [86] differential distributions at√

s = 7 TeV and
√

s = 8 TeV, respectively. Given that the
corresponding NNLO QCD corrections are not available in
a format suitable for inclusion in a fit [87], these two datasets
are included only in the determination of NLO PDFs.
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For single-inclusive jet production we consider the
ATLAS [88] and CMS [89] double differential cross-sections
at

√
s = 8 TeV. For top pair production we consider: at

√
s =

5.02 TeV, the CMS total cross-section [90]; at
√

s = 8 TeV,
the ATLAS differential distributions [91] and the CMS dou-
ble differential distributions [92], both of which are mea-
sured in the dilepton final state; at

√
s = 13 TeV, the CMS

differential distributions measured in the lepton+jets [93]
and in the dilepton [94] final states. For W -boson produc-
tion with jets we consider the ATLAS differential distri-
butions at

√
s = 8 TeV [95]. For single top production,

we consider only measurements in the t-channel, specif-
ically: at

√
s = 7 TeV, the ATLAS top to antitop total

cross-section ratio, with the corresponding differential dis-
tributions [96] and the CMS combined top and antitop total
cross-sections [97]; at

√
s = 8 TeV, the ATLAS [98] and

CMS [99] top to antitop total cross-section ratios and the
ATLAS differential distributions [98]; at

√
s = 13 TeV the

ATLAS [100] and CMS [101] top to antitop cross-section
ratios. For inclusive isolated photon production we consider
the ATLAS differential cross-sections at

√
s = 8 TeV [102]

and at
√

s = 13 TeV [103]. For dijet production we consider,
at

√
s = 7 TeV, the ATLAS [88] and CMS [76] double dif-

ferential distributions and, at
√

s = 8 TeV, the CMS triple
differential distributions [89].

Additional LHC measurements at
√

s = 13 TeV for
processes relevant to PDF determination are in principle
available: specifically, the ATLAS [104] and CMS [105]
Z transverse momentum distributions; the CMS W +jets
distributions [106]; the ATLAS [107] and CMS [108]
single-inclusive jet distributions; and the ATLAS [109] and
LHCb [110] top pair distributions. We do not include these
measurements because either they are first analyses based
on a still reduced luminosity sample, or because they do not
come with complete information on experimental uncertain-
ties, or because NNLO QCD corrections are not yet available.

The non-LHC dataset is also expanded in NNPDF4.0. For
DIS, we now also consider the dimuon to inclusive cross-
section ratio measured by the NOMAD experiment [111],
though only in a variant determination, see Sect. 7.3.4. We
also consider a selection of differential cross-sections for
single-inclusive and dijet production in DIS measured by
ZEUS [112–114] and H1-HeraII [115,116], again only in a
variant determination that will be discussed in Sect. 7.3.5. For
fixed-target DY, we include the recent measurement for the
proton-deuteron to proton-proton differential cross-section
ratio performed by the E906/SeaQuest experiment [117].

The theoretical treatment of the data already included
in NNPDF3.1 is the same in all respects as in that analy-
sis, to which we refer for details. The general NNPDF3.1
settings will in fact be adopted throughout, with specific
aspects relevant for the new data to be discussed in Sect. 2.2
below. Fast interpolation grids, accurate to NLO in perturba-

tive QCD, are produced in the APFELgrid format [118];
APFEL [119] and various fixed-order Monte Carlo event gen-
erators [120–126] (possibly interfaced to APPLgrid [127]
or FastNLO [128–130] with MCgrid [131,132] or
aMCfast [133]) are utilized for the computation of DIS
and non-DIS observables, respectively. The charm PDF is
parametrized by default and the FONLL general-mass vari-
able flavor number scheme [25,134,135] is utilized to com-
pute DIS structure functions.

Except for DIS and for DIS jets, for which we also make
use of NNLO fast interpolation grids, NNLO QCD correc-
tions to matrix elements are implemented by multiplying
the NLO predictions by a K -factor. This is defined as the
bin-by-bin ratio of the NNLO to NLO prediction computed
with a pre-defined NNLO PDF set (see Sect. 2.3 in [14] for
details). For all of the fixed-target DY data and for all of
the new LHC datasets considered in NNPDF4.0, this PDF
set is NNPDF3.1_nnlo_as_0118 [5]; for the Tevatron and
LHC datasets already included in NNPDF3.1, we used the
same PDF sets specified in Sect. 2.1 of [5]. For these datasets
the PDF dependence of the K -factors is generally smaller
than all the other relevant uncertainties, as explicitly shown
in [5]. We have checked this explicitly by recomputing the K -
factors for all of the inclusive gauge boson production mea-
surements, for both fixed-target and collider experiments, and
for all of the top-quark pair production measurements with
the baseline NNPDF4.0 set, and then repeating the NNLO
PDF determination. The ensuing PDFs turn out to be statis-
tically equivalent to the NNPDF4.0 baseline. The values of
all physical parameters are the same as in NNPDF3.1.

The NNPDF4.0 dataset is thus a superset of NNPDF3.1
with the following exceptions. First, in the NNPDF4.0 base-
line the single-inclusive jet data are replaced by their dijet
counterparts (though the single-inclusive jet data will be con-
sidered in a variant NNPDF4.0 determination, see Sect. 7.3.3
below). Furthermore, a number of small alterations is made
to the original set of NNPDF3.1 data, or to their theoretical
treatment, as we now discuss.

In terms of data, the total cross-section results from
Ref. [68] are no longer used, as they are replaced by the more
recent measurement [136] based on the full Run II luminos-
ity, to be discussed in Sect. 2.2.6 below. For the differential
distributions measured by ATLAS at

√
s = 8 TeV in the

lepton+jets final state [69] only one distribution out of the
four available was included in NNPDF3.1 while all of them
are included in NNPDF4.0, because the correlations between
distributions have become available meanwhile. The single-
inclusive jet measurements from ATLAS [74] and CMS [77]
at

√
s = 2.76 TeV and from ATLAS [53] at

√
s = 7 TeV

are no longer included in NNPDF4.0 because NNLO QCD
corrections, which are provided with the optimal scale choice
of Ref. [137], are not available for these measurements. For
the same reason the CDF single-inclusive jet data [52] are
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also not included. These datasets were already removed in
intermediate updates of the NNPDF3.1 determination [8,10]
or in subsequent studies [19,23,24,138].

In terms of theoretical treatment the changes are the fol-
lowing. For DIS we correct a bug in the APFEL computation
of the NLO CC structure functions, that mostly affects the
large-x region; and we re-analyze the NuTeV dimuon cross-
section data by including the NNLO charm-quark massive
corrections [139,140], as explained in [10], and by updat-
ing the value of the branching ratio of charmed hadrons into
muons to the PDG value [141], as explained in [18]. For
fixed-target DY, we include the NNLO QCD corrections for
the E866 measurement [47] of the proton-deuteron to proton-
proton cross-section ratio: these corrections had been inad-
vertently overlooked in NNPDF3.1. For gauge boson pro-
duction at the Tevatron, we correct a small bug affecting the
CDF Z rapidity distribution [48], whereby the last two bins
had not been merged consistently with the updated measure-
ment. For jets, we update the theoretical treatment of the
single-inclusive jet measurements at

√
s = 7 TeV [75,76],

in that NLO and NNLO theoretical predictions are now com-
puted with factorization and renormalization scales equal to
the optimal scale choice advocated in Ref. [137], namely,
the scalar sum of the transverse momenta of all partons in
the event, see Ref. [9].

To assess the impact of these changes in dataset and the-
oretical treatment, we will consider a variant of NNPDF3.1
in which all of these changes, but not the replacement of
single-inclusive jets with dijets, are taken into account. This
determination will be referred to as NNPDF3.1-like hence-
forth. It will be used to carry out various methodological tests
in Sects. 3 and 6. The NNPDF3.1-like determination contains
4092 data points for a NNLO fit.

The data included in NNPDF4.0 are summarized in
Tables 1, 2, 3, 4 and 5, respectively for DIS, DIS jets, fixed-
target DY, collider inclusive gauge boson production and
other LHC processes. For each process we indicate the name
of the dataset used throughout this paper, the corresponding
reference, the number of data points in the NLO/NNLO fits
before (and after) kinematic cuts (see Sect. 4), the kinematic
coverage in the relevant variables after cuts, and the codes
used to compute the corresponding predictions. Datasets not
previously considered in NNPDF3.1 are indicated with an
asterisk. Datasets not included in the baseline determination
are indicated in brackets.

The total number of data points included in the default
PDF determination is 4426 at NLO and 4618 at NNLO, to be
compared to 4295 at NLO 4285 at NNLO in NNPDF3.1 and
to 4092 (at NNLO) in NNPDF3.1-like fits presented here. A
comparison between the datasets considered in NNPDF4.0
and the datasets included in NNPDF3.1 and in other recent
PDF determinations, namely ABMP16 [142], CT18 [143]

and MSHT20 [144], is presented in App. B, see Tables 33,
34, 35, 36, 37 and 38.

The kinematic coverage in the (x, Q2) plane of the
NNPDF4.0 dataset entering the default NNLO fit is displayed
in Fig. 2. For hadronic data, kinematic variables are deter-
mined using LO kinematics. Whenever an observable is inte-
grated over rapidity, the center of the integration range is used
to compute the values of x . The data points corresponding
to datasets that are new in NNPDF4.0 are indicated with a
black edge.

The complete information on experimental uncertainties,
including the breakdown into different sources of system-
atic uncertainties and their correlations, is taken into account
whenever available from the corresponding publications or
from the HEPData repository [150]. No decorrelation mod-
els are used, except when explicitly recommended by the
collaboration. This is the case of the single-inclusive jet
cross-section measurement performed by ATLAS at

√
s =

8 TeV [88]. Decorrelation models [9,151–154] were studied
for the ATLAS jet measurements at

√
s = 7 TeV [75] and

for the ATLAS top pair measurements at
√

s = 8 TeV [69].
However these are not considered in our default determina-
tion, but only in variant fits, see Sect. 8.7.

2.2 New data in NNPDF4.0

We now discuss in detail the new datasets considered in
NNPDF4.0. These are indicated with an asterisk in Tables 1,
2, 3, 4 and 5. The data are presented by process, with the
processes already considered in NNPDF3.1 addressed first.

2.2.1 Deep-inelastic scattering

We include the combined H1 and ZEUS measurements of
reduced electron-proton NC DIS cross-sections for the pro-
duction of open charm and bottom quarks [145]. These mea-
surements extend the previous combination of open charm
production cross-sections [41] and supersede the separate
H1 [42] and ZEUS [43] datasets for the structure function
Fb

2 that were included in NNPDF3.1. As for the other DIS
measurements included in the NNPDF4.0 dataset, they are
analyzed in the FONLL scheme [25,134,135] within fixed
order perturbative accuracy (i.e. not including resummation).

We also consider the measurements of the ratio Rμμ of
dimuon to inclusive neutrino-nucleus CC DIS cross-sections
performed by the NOMAD experiment [111]. These mea-
surements are presented alternatively as a function of the
neutrino beam energy Eν , of the momentum fraction x , or of
the final state invariant mass W . Because experimental cor-
relations are not provided among the three distributions, they
cannot be included in the fit at the same time. We therefore
select only one of them, namely the measurement as a func-
tion of the neutrino beam energy, the only variable among
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Table 1 The DIS datasets analyzed in the NNPDF4.0 PDF determina-
tion. For each of them we indicate the name of the dataset used through-
out this paper, the corresponding reference, the number of data points in
the NLO/NNLO fits before (and after) kinematic cuts (see Sect. 4), the
kinematic coverage in the relevant variables after cuts, and the codes

used to compute the corresponding predictions. Datasets not previously
considered in NNPDF3.1 are indicated with an asterisk. Datasets not
included in the baseline determination are indicated in square brack-
ets. The Q coverage indicated for NOMAD is to be interpreted as an
integration range (see text)

Dataset References Ndat x Q [GeV] Theory

NMC Fd
2 /F p

2 [33] 260 (121/121) [0.012, 0.680] [2.1, 10.] APFEL

NMC σNC,p [34] 292 (204/204) [0.012, 0.500] [1.8, 7.9] APFEL

SLAC F p
2 [35] 211 (33/33) [0.140, 0.550] [1.9, 4.4] APFEL

SLAC Fd
2 [35] 211 (34/34) [0.140, 0.550] [1.9, 4.4] APFEL

BCDMS F p
2 [36] 351 (333/333) [0.070, 0.750] [2.7, 15.] APFEL

BCDMS Fd
2 [36] 254 (248/248) [0.070, 0.750] [2.7, 15.] APFEL

CHORUS σν
CC [37] 607 (416/416) [0.045, 0.650] [1.9, 9.8] APFEL

CHORUS σ ν̄
CC [37] 607 (416/416) [0.045, 0.650] [1.9, 9.8] APFEL

NuTeV σν
CC (dimuon) [38,39] 45 (39/39) [0.020, 0.330] [2.0, 11.] APFEL+NNLO

NuTeV σ ν̄
CC (dimuon) [38,39] 45 (36/37) [0.020, 0.210] [1.9, 8.3] APFEL+NNLO

[NOMAD Rμμ(Eν)] (*) [111] 15 (–/15) [0.030, 0.640] [1.0, 28.] APFEL+NNLO

[EMC Fc
2 ] [44] 21 (–/16) [0.014, 0.440] [2.1, 8.8] APFEL

HERA I+II σ
p

NC,CC [40] 1306 (1011/1145) [4·10−5, 0.65] [1.87, 223] APFEL

HERA I+II σ c
NC (*) [145] 52 (−/37) [7·10−5, 0.05] [2.2, 45] APFEL

HERA I+II σ b
NC (*) [145] 27 (26/26) [2 · 10−4, 0.50] [2.2, 45] APFEL

Table 2 Same as Table 1 for
DIS jet data

Dataset References Ndat Q2 [GeV2] pT [GeV] Theory

[ZEUS 820 (HQ) (1j)] (*) [112] 30 (–/30) [125,10000] [8,100] NNLOjet

[ZEUS 920 (HQ) (1j)] (*) [113] 30 (–/30) [125,10000] [8,100] NNLOjet

[H1 (LQ) (1j)] (*) [115] 48 (–/48) [5.5,80] [4.5,50] NNLOjet

[H1 (HQ) (1j)] (*) [116] 24 (–/24) [150,15000] [5,50] NNLOjet

[ZEUS 920 (HQ) (2j)] (*) [114] 22 (–/22) [125,20000] [8,60] NNLOjet

[H1 (LQ) (2j)] (*) [115] 48 (–/48) [5.5,80] [5,50] NNLOjet

[H1 (HQ) (2j)] (*) [116] 24 (–/24) [150,15000] [7,50] NNLOjet

Table 3 Same as Table 1 for fixed-target DY data

Dataset References Ndat y�� m�� [GeV] Theory

E866 σ d/2σ p (NuSea) [47] 15 (15/15) [0.07, 1.53] [4.60, 12.9] APFEL+Vrap

E866 σ p (NuSea) [46] 184 (89/89) [0.00, 1.36] [4.50, 8.50] APFEL+Vrap

E605 σ p [45] 119 (85/85) [-0.20, 0.40] [7.10, 10.9] APFEL+Vrap

E906 σ d/2σ p (SeaQuest) (*) [117] 6 (6/6) [0.11, 0.77] [4.71, 6.36] APFEL+Vrap

the three that is directly measured by the experiment. This
choice is based on the previous study [10], carried out in
the context of a variant of the NNPDF3.1 determination, in
which it was shown that the three distributions have a similar
impact in the fit.

The treatment of this dataset in NNPDF4.0 closely follows
Ref. [10]. Specifically we incorporate the recently computed
NNLO charm-quark massive corrections [139,140] by means
of a K -factor (see Sect. 2.2.2 in [10]). The NOMAD data

are not included in our default determination, however we
assess its impact on the NNLO PDFs by means of Bayesian
reweighting [155,156]. The reason for this choice is dictated
by the fact that the observable is integrated over Q and x (see
e.g. Eq. (2.1) in Ref. [10]), which complicates the generation
of fast interpolation tables in the APFELgrid format.
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Table 4 Same as Table 1 for collider (Tevatron, top, and LHC, bottom) inclusive gauge boson production data

Dataset References Ndat Kin1 Kin2 [GeV] Theory

CDF Z differential [48] 29 (29/29) 0.0 ≤ y�� ≤ 2.9 66 ≤ m�� ≤ 116 Sherpa+Vrap

D0 Z differential [49] 28 (28/28) 0.0 ≤ y�� ≤ 2.8 66 ≤ m�� ≤ 116 Sherpa+Vrap

[D0 W electron asymmetry] [50] 13 (13/8) 0.0 ≤ ye ≤ 2.9 Q = mW MCFM+FEWZ

D0 W muon asymmetry [51] 10 (10/9) 0.0 ≤ yμ ≤ 1.9 Q = mW MCFM+FEWZ

ATLAS low-mass DY 7 TeV [55] 6 (4/6) |η�| ≤ 2.1 14 ≤ m�� ≤ 56 MCFM+FEWZ

ATLAS high-mass DY 7 TeV [56] 13 (5/5) |η�| ≤ 2.1 116 ≤ m�� ≤ 1500 MCFM+FEWZ

ATLAS W, Z 7 TeV (L = 35 pb−1) [53] 30 (30/30) |η�, yZ | ≤ 3.2 Q = mW , m Z MCFM+FEWZ

ATLAS W, Z 7 TeV (L = 4.6 fb−1) (*) [54] 61 (53/61) |η�, yZ | ≤ 2.5, 3.6 Q = mW , m Z MCFM+FEWZ

CMS W electron asymmetry 7 TeV [57] 11 (11/11) |ηe| ≤ 2.4 Q = mW MCFM+FEWZ

CMS W muon asymmetry 7 TeV [58] 11 (11/11) |ημ| ≤ 2.4 Q = mW MCFM+FEWZ

CMS DY 2D 7 TeV [59] 132 (88/110) |η��| ≤ 2.2 20.0 ≤ m�� ≤ 200 MCFM+FEWZ

LHCb Z → ee 7 TeV [61] 9 (9/9) 2.0 ≤ η� ≤ 4.5 Q = m Z MCFM+FEWZ

LHCb W, Z → μ 7 TeV [62] 33 (29/29) 2.0 ≤ η� ≤ 4.5 Q = mW MCFM+FEWZ

[ATLAS W 8 TeV] (*) [81] 22 (–/22) |η�| < 2.4 Q = mW MCFM+DYNNLO

ATLAS low-mass DY 2D 8 TeV (*) [80] 84 (47/60) |y��| < 2.4 46 ≤ m�� ≤ 200 MCFM+DYNNLO

ATLAS high-mass DY 2D 8 TeV (*) [79] 48 (48/48) |y��| < 2.4 116 ≤ m�� ≤ 1500 MCFM+FEWZ

CMS W rapidity 8 TeV [66] 22 (22/22) |η�| ≤ 2.3 Q = mW MCFM+FEWZ

LHCb Z → ee 8 TeV [63] 17 (17/17) 2.00 < |ηe| < 4.25 Q = m Z MCFM+FEWZ

LHCb W, Z → μ 8 TeV [64] 34 (29/30) 2.00 < |ημ| < 4.25 Q = m Z MCFM+FEWZ

[LHCb W → e 8 TeV] (*) [82] 8 (–/8) 2.00 < |ηe| < 4.25 Q = mW MCFM+FEWZ

ATLAS σ tot
W,Z 13 TeV (*) [83] 3 (3/3) – Q = mW , m Z MCFM+FEWZ

LHCb Z → ee 13 TeV (*) [84] 17 (15/15) 2.00 < |yZ | < 4.25 Q = m Z MCFM+FEWZ

LHCb Z → μμ 13 TeV (*) [84] 18 (16/16) 2.00 < |yZ | < 4.50 Q = m Z MCFM+FEWZ

2.2.2 Jet production in deep-inelastic scattering

We consider a selection of DIS single-inclusive jet (1j) and
dijet production (2j) cross-sections measured by ZEUS [112–
114] in the high-Q (HQ) region and by H1-HeraII [115,116]
in the HQ and low-Q (LQ) regions. Specifically we consider
cross-sections double differential in Q2 and in the transverse
momentum of the jet or of the jet pair, listed in Table 2. Exper-
imental correlations between single-inclusive jet and dijet
measurements, which are available only for H1, are taken
into account. These allow us to include single-inclusive jet
and dijet datasets simultaneously. Additional available mea-
surements, in particular from H1-HeraI [157,158], are left
for future studies. Likewise, variants of the H1-HeraII mea-
surements [115,116], in which cross-sections are normalized
to the inclusive NC cross-section integrated over the width
of each Q2 bin, are not yet considered. These normalized
cross-sections might benefit from cancellations of systematic
uncertainties and uncertainty correlation with HERA inclu-
sive DIS measurements.

Theoretical predictions for the ZEUS and H1-HeraII
datasets are obtained using fast interpolation grids pre-
computed with NNLOjet. These incorporate the recently
determined NNLO QCD corrections [159]. Multiplicative

hadronization correction factors, as provided in the experi-
mental analyses, are included throughout. Because this the-
oretical input has become available only very recently, the
ZEUS and H1-HeraII datasets are not included in our default
determination, but only in a variant NNLO set by means of
Bayesian reweighting, see Sect. 7.3.5.

2.2.3 Fixed-target Drell–Yan production

We consider the new measurement recently performed by the
SeaQuest experiment at Fermilab [117] for production of a
Z boson decaying into muon pairs. Like the previous NuSea
measurement [47], which was included in the NNPDF3.1
dataset, the SeaQuest experiment measures the ratio of the
scattering cross-section of a proton beam off a deuterium tar-
get to the cross-section off a proton target. The measurement
is double differential in the partonic momentum fractions
of the struck partons. The SeaQuest data extend the NuSea
data to larger values of x , 0.15 � x � 0.40, with the aim
of constraining the antiquark asymmetry in this region [47].
Theoretical predictions are computed by taking into account
acceptance corrections, according to Eq. (10) in Ref. [117].
Fast interpolation tables accurate to NLO are generated with
APFEL; these are then supplemented with a NNLO K -factor
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Table 5 Same as Table 1 for other LHC processes. From top to bot-
tom we list: W -boson production in association with a jet of charm or
of light quarks; Z -boson transverse momentum production; total and

differential top pair production; single-inclusive and dijet production;
inclusive isolated photon production; and single top t-channel total and
differential production

Dataset References Ndat Kin1 Kin2 [GeV] Theory

ATLAS W ± + c 7 TeV (*) [85] 22 (22/–) |η�| < 2.5 Q = mW MCFM

CMS W ± + c 7 TeV [78] 10 (10/−) |η�| < 2.1 Q = mW MCFM

CMS W ± + c 13 TeV (*) [86] 5 (5/−) |η�| < 2.4 Q = mW MCFM

ATLAS W ±+jet 8 TeV (*) [95] 32 (30/30) 0 ≤ pW
T ≤ 800 GeV Q = mW MCFM+Njetti

ATLAS Z pT 8 TeV (pT , m��) [65] 64 (40/44) 12 ≤ m�� ≤ 150 GeV 30 ≤ pZ
T ≤ 900 MCFM+Njetti

ATLAS Z pT 8 TeV (pT , yZ ) [65] 120 (18/48) |yZ | < 2.4 30 ≤ pZ
T ≤ 150 MCFM+Njetti

CMS Z pT 8 TeV [66] 50 (28/28)) |yZ | < 1.6 30 ≤ pZ
T ≤ 170 MCFM+Njetti

CMS σ tot
t t 5 TeV (*) [90] 1 (1/1) – Q = mt MCFM+top++

ATLAS σ tot
t t 7, 8 TeV [67] 2 (2/2) – Q = mt MCFM+top++

CMS σ tot
t t 7, 8 TeV [146] 2 (2/2) – Q = mt MCFM+top++

ATLAS σ tot
t t 13 TeV (L=139 fb−1) (*) [136] 1 (1/1) – Q = mt MCFM+top++

CMS σ tot
t t 13 TeV [71] 1 (1/1) – Q = mt MCFM+top++

[ATLAS t t̄ �+jets 8 TeV (1/σdσ/dpt
T )] [69] 8 (–/8) 0 ≤ pt

T ≤ 500 GeV Q = mt Sherpa+NNLO

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt ) [69] 5 (4/4) |yt | < 2.5 Q = mt Sherpa+NNLO

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) [69] 5 (4/4) |yt t̄ | < 2.5 Q = mt Sherpa+NNLO

[ATLAS t t̄ �+jets 8 TeV (1/σdσ/dmtt̄ )] [69] 7 (–/7) 345 ≤ mtt̄ ≤ 1600 GeV Q = mt Sherpa+NNLO

ATLAS t t̄ 2� 8 TeV (1/σdσ/dyt t̄ ) (*) [91] 5 (5/5) |yt t̄ | < 2.8 Q = mt mg5_aMC+NNLO

CMS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) [72] 10 (9/9) −2.5 < yt t̄ < 2.5 Q = mt Sherpa+NNLO

CMS t t̄ 2D 2� 8 TeV (1/σdσ/dyt dmtt̄ ) (*) [92] 16 (16/16) |yt | < 2.5 340 ≤ mt ≤ 1500 mg5_aMC+NNLO

CMS t t̄ �+jet 13 TeV (dσ/dyt ) (*) [93] 10 (10/10) |yt | < 2.5 Q = mt mg5_aMC+NNLO

CMS t t̄ 2� 13 TeV (dσ/dyt ) (*) [94] 11 (11/11) |yt | < 2.5 Q = mt mg5_aMC+NNLO

[ATLAS incl. jets 7 TeV, R=0.6] [75] 90 (–/90) |yjet| < 3.0 100 ≤ pjet
T ≤ 1992 NNLOjet

[CMS incl. jets 7 TeV] [147] 133 (–/133) |yjet| < 2.5 100 ≤ pjet
T ≤ 2000 NNLOjet

ATLAS incl. jets 8 TeV, R=0.6 (*) [88] 171 (171/171) |yjet| < 3.0 70 ≤ pjet
T ≤ 2500 NNLOjet

CMS incl. jets 8 TeV (*) [89] 185 (185/185) |yjet| < 3.0 74 ≤ pjet
T ≤ 2500 NNLOjet

ATLAS dijets 7 TeV, R=0.6 (*) [148] 90 (90/90) 0.0 ≤ y∗ ≤ 3.0 260 ≤ m j j ≤ 4270 NNLOjet

CMS dijets 7 TeV (*) [76] 54 (54/54) |ymax| < 2.5 200 ≤ m j j ≤ 5000 NNLOjet

[CMS 3D dijets 8 TeV] (*) [149] 122 (122/122) 0.0 < yb, y∗ < 3.0 133 ≤ pT,avg ≤ 1780 NNLOjet

[ATLAS isolated γ prod. 8 TeV] (*) [102] 49 (–/–) |ηγ | < 2.37 Eγ

T < 1500 MCFM+NNLO

ATLAS isolated γ prod. 13 TeV (*) [103] 53 (53/53) |ηγ | < 2.37 Eγ

T < 1500 MCFM+NNLO

ATLAS single t Rt 7 TeV (*) [96] 1 (1/1) – Q = mt mg5_aMC+NNLO

CMS single t σt + σt̄ 7 TeV (*) [97] 1 (1/1) – Q = mt mg5_aMC+NNLO

ATLAS single t Rt 8 TeV (*) [98] 1 (1/1) – Q = mt mg5_aMC+NNLO

CMS single t Rt 8 TeV (*) [99] 1 (1/1) – Q = mt mg5_aMC+NNLO

ATLAS single t Rt 13 TeV (*) [100] 1 (1/1) – Q = mt mg5_aMC+NNLO

CMS single t Rt 13 TeV (*) [101] 1 (1/1) – Q = mt mg5_aMC+NNLO

ATLAS single t 7 TeV (1/σdσ/dyt ) (*) [96] 4 (3/3) |yt | < 3.0 Q = mt mg5_aMC+NNLO

ATLAS single t 7 TeV (1/σdσ/dyt̄ ) (*) [96] 4 (3/3) |yt̄ | < 3.0 Q = mt mg5_aMC+NNLO

ATLAS single t 8 TeV (1/σdσ/dyt ) (*) [98] 4 (3/3) |yt | < 2.2 Q = mt mg5_aMC+NNLO

ATLAS single t 8 TeV (1/σdσ/dyt̄ ) (*) [98] 4 (3/3) |yt̄ | < 2.2 Q = mt mg5_aMC+NNLO
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Fig. 2 The kinematic coverage of the NNPDF4.0 dataset in the (x, Q2)

plane

computed with a version of Vrap [160] that we modified to
account for the isoscalarity of the deuteron target. Nuclear
effects are taken into account by means of the procedure dis-
cussed in Ref. [19] and further summarized in Sect. 2.3.

2.2.4 Inclusive collider electroweak gauge boson
production

The new datasets we consider for inclusive W and Z boson
production and decay are from the ATLAS and LHCb exper-
iments.

We include the ATLAS measurements of the W and Z
differential cross-section at

√
s = 7 TeV [54] in the central

and forward rapidity regions. As mentioned above, these data
were already included in NNPDF3.1, but only the subset cor-
responding to the central region. The measurements cover,
respectively, the pseudo-rapidity range |η�| < 2.5 (for W
bosons) and the rapidity range of the lepton pair |y��| < 3.6
(for the Z boson). In the latter case, the invariant mass of the

lepton pair is 46 ≤ m�� ≤ 150 GeV. The measurements cor-
respond to an integrated luminosity of 4.6 fb−1. We consider
the combination of measurements in the electron and muon
decays.

We consider the ATLAS measurements of the double and
triple differential DY lepton pair production cross-section at√

s = 8 TeV [79,80]. The differential variables are the invari-
ant mass and rapidity of the lepton pair, m�� and y��, and, in
addition to these for the latter case, the cosine of the Collins-
Soper angle cos θ∗. The measurements cover two separate
invariant mass ranges, respectively 116 ≤ m�� ≤ 1500 GeV
and 46 ≤ m�� ≤ 200 GeV, in the same central rapidity range
|y��| < 2.4. The same data sample corresponding to an inte-
grated luminosity of 20.2 fb−1 is used in the two cases, which
therefore overlap in the interval 116 ≤ m�� ≤ 200 GeV. The
two analyses are consistent in this region, however because
the one in [79] is optimized to high invariant masses, we
remove the overlapping bins from the dataset in [80]. In both
cases we consider the measurements in which the electron
and muon decay channels have been combined; for the triple
differential distribution, we consider the measurement inte-
grated over cos θ∗ in order to reduce sensitivity to the value
of the Weinberg angle sin2 θW .

We include the ATLAS measurement of the W production
cross-section and decay at

√
s = 8 TeV [81]. The data are dif-

ferential in the pseudo-rapidity of the decay muon ημ, which
is accessed in the central pseudo-rapidity range |ημ| < 2.4
by analyzing a data sample corresponding to an integrated
luminosity of 20.2 fb−1. As for the companion ATLAS mea-
surement at

√
s = 7 TeV [54], we consider the separate W +

and W − differential distributions rather than their asymme-
try.

We consider the ATLAS measurement of the total W and
Z cross-section and decay into leptons at

√
s = 13 TeV [83].

The measurement corresponds to an integrated luminosity of
81 pb−1.

We include the LHCb measurement of the W cross-section
at

√
s = 8 TeV [82]. The data are differential in the pseudo-

rapidity of the decay electron ηe, which is accessed in the
forward range 2.00 < |ηe| < 4.25. The data sample corre-
sponds to an integrated luminosity of 2 fb−1. In this case, we
cannot consider the separate W + and W − differential dis-
tributions, because we find that the correlated experimental
uncertainties lead to a covariance matrix that is not positive
definite. Therefore, in this case we make use of the asymme-
try measurement, which is not affected by this problem since
most of the correlations cancel out.

Finally, we include the LHCb measurement of the Z cross-
section at

√
s = 13 TeV [84]. The data are differential in

the Z boson rapidity yZ [84], with 2.00 < |yZ | < 4.50,
and it covers the Z -peak lepton pair invariant mass range
60 ≤ m�� ≤ 120 GeV. The data sample corresponds to an
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integrated luminosity of 294 pb−1. We include separately the
datasets in the dimuon and dielectron decay channels.

These datasets, specifically from ATLAS, are particularly
precise, with systematic uncertainties of the order of per-
cent or less and even smaller statistical uncertainties. They
are dominated by the luminosity uncertainty, which is of the
order of 1.9-2.1% (1.2-3.9%) for ATLAS (LHCb) respec-
tively at

√
s = 8 TeV and at

√
s = 13 TeV.

Theoretical predictions are computed at NLO with MCFM
(v6.8) [120–122] and are benchmarked against those obtained
with mg5_aMC (v3.1) [124,125]. The NNLO K -factor is
computed with FEWZ (v3.1) [161–163] for all the datasets
excepting those of [80,81], for which DYNNLO [164,165]
is used instead. We benchmarked these calculations against
MCFM (v9.0) [166], and found the relative difference between
different computations to be negligible in comparison to
the data uncertainties. The renormalization and factorization
scales are set equal to the mass of the gauge boson, for total
cross-sections and for cross-sections differential in rapidity
or pseudorapidity variables, or to the central value of the cor-
responding invariant mass bin, for cross-sections that are also
differential in the invariant mass of the lepton pair.

2.2.5 Gauge boson production with additional jets

On top of inclusive gauge boson production, we consider
more exclusive measurements in which a W boson is pro-
duced in association with Njets jets of light quarks, or with a
single jet of charm quarks.

Specifically, we include the ATLAS data for W production
with Njets ≥ 1 [95] at

√
s = 8 TeV. The measurement corre-

sponds to an integrated luminosity of 20.2 fb−1. We select the
distribution differential in the transverse momentum of the
W boson, pW

T , which covers the range 0 ≤ pW
T ≤ 800 GeV.

Theoretical predictions are determined as in the ATLAS
study of [167]: at NLO, fast interpolation grids are gen-
erated with MCFM; at NNLO, QCD corrections are imple-
mented by means of K -factors determined with the Njetti

program [168,169]. The factorization and renormalization
scales are set equal to the mass of the W boson.

We further include the ATLAS [85] and CMS [86] data
for production of W with a charm jet, at

√
s = 7 TeV and√

s = 13 TeV, respectively. The two measurements corre-
spond to integrated luminosities of 4.6 fb−1 and 35.7 fb−1.
In both cases, we utilize the cross-sections differential in the
pseudo-rapidity of the decay lepton η�, which is accessed in
the range |η�| < 2.5 for ATLAS and |η�| < 2.4 for CMS. In
the case of ATLAS, separate distributions for the production
of positively and negatively charged bosons are provided; in
the case of CMS, only the distribution for the sum of the two
is available. Theoretical predictions are computed at NLO
with MCFM; NNLO QCD corrections have been computed
very recently [87], although in a format that does not allow

for their ready implementation. These datasets are therefore
not included in the determination of NNLO PDFs. The fac-
torization and renormalization scales are set equal to the mass
of the W boson.

All the measurements discussed in this section have been
included in a PDF determination, in a specific study based
on NNPDF3.1 [10].

2.2.6 Top pair production

We consider several new datasets for top pair production
at the LHC. At

√
s = 8 TeV, we include the ATLAS nor-

malized differential cross-section [91] and the CMS nor-
malized double differential cross-section [92], both of which
are measured in the dilepton channel. Companion measure-
ments in the lepton+jets channel [69,72] were already part
of NNPDF3.1. These measurements correspond respectively
to an integrated luminosity of 20.2 fb−1 and 19.7 fb−1. At√

s = 8 TeV, we include the ATLAS total cross-section [136]
and the CMS absolute differential distributions in the lep-
ton+jets channel [93] and in the dilepton channel [94]. The
ATLAS measurement is based on the full Run II sample,
corresponding to an integrated luminosity of 139 fb−1 and
replaces the corresponding measurement, determined from
a partial luminosity [68], included in NNPDF3.1; the CMS
measurements are for an integrated luminosity of 35.8 fb−1.

Various differential distributions are available for each of
these measurements. Because correlations between differ-
ent distributions are not available, only one distribution at
a time can be included. Rapidity distributions are generally
affected by small higher order corrections [170], hence we
chose the rapidity of the top quark, when available, as our
preferred observable, and otherwise, the rapidity of the top
pair. Specifically, we select the distributions differential in
the rapidity of the top pair in the case of [91], the double-
differential distribution in the rapidity of the top quark and
the invariant mass of the top pair in the case of [92] and in
the rapidity of the top quark in the case of [93,94]. We have
explicitly verified that the choice of any other distributions
does not alter the results. The kinematic coverage of the dis-
tributions that we included is shown in Table 5.

Theoretical predictions are computed at NLO with
mg5_aMC (v2.6.6) [125]; NNLO QCD corrections are deter-
mined from publicly available FastNLO tables [171,172]
for differential distributions and from top++ [173] for the
total cross-section. The renormalization and factorization
scales are set as in NNPDF3.1, see Sect. 2.7 in [5] for details.

2.2.7 Single-inclusive and dijet production

In NNPDF4.0, following the study of Ref. [9], we consider
both single-inclusive jets (as in previous NNPDF determi-
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nations) and dijets, that have several desirable theoretical
features [137].

For single-inclusive jet production, we include the
ATLAS [88] and CMS [89] measurements at

√
s = 8 TeV.

They correspond to integrated luminosities of 20.2 fb−1 and
19.7 −1, respectively. In both cases the measurements are
provided for the cross-section differential in the transverse
momentum, pjet

T , and of the rapidity, yjet, of the jet. The data

cover the range 70 ≤ pjet
T ≤ 2.5 TeV and |yjet| ≤ 3.0. Theo-

retical predictions are computed at NLO with NLOJet++
(v4.1.3) [126] and benchmarked against the independent
computation presented in [174]. NNLO QCD corrections are
incorporated by means of the K -factor computed in the same
publication. The factorization and renormalization scales
are set equal to the optimal scale choice recommended in
Ref. [137], namely, the scalar sum of the transverse momenta
of all partons in the event.

For dijet production we consider the ATLAS [148] and
CMS [76] measurements at

√
s = 7 TeV and the CMS mea-

surement [149] at
√

s = 8 TeV. They correspond to inte-
grated luminosities of 4.5 fb−1 (at 7 TeV) and of 19.7 fb−1

(at 8 TeV). For ATLAS, the cross-section is double dif-
ferential in the dijet invariant mass m j j and in the abso-
lute difference of the rapidities of the two jets y∗. The
corresponding ranges are 260 ≤ m j j ≤ 4.27 TeV and
0.0 ≤ y∗ ≤ 3.0. For CMS, the cross-section is double dif-
ferential in m j j and in the maximum absolute rapidity of
the two jets |ymax| (at 7 TeV) and triple differential in the
average transverse momentum of the jet pair pT,avg, the dijet
boost yb, and y∗ (at 8 TeV). The corresponding ranges are
133 ≤ pT,avg ≤ 1.78 TeV and 0.0 ≤ yb, y∗ ≤ 3.0. As in the
case of single-inclusive jets, theoretical predictions are com-
puted at NLO with NLOJet++ and are benchmarked against
the independent computation of Ref. [174]. This computation
is also used to determine the NNLO QCD corrections, imple-
mented as K -factors. The renormalization and factorization
scale used in the computation are set to the invariant mass
of the dijet system, again following the recommendation of
Ref. [137].

Single-inclusive jet and dijet observables cannot be simul-
taneously included because full knowledge of the experimen-
tal correlations between them is not available. The selection
of the optimal set of jet observables will be performed and
discussed in Sect. 4, in the context of the final dataset selec-
tion.

2.2.8 Inclusive isolated-photon production

Isolated photon production was not included in previous
NNPDF releases and is included in NNPDF4.0 for the first
time. We specifically consider the ATLAS measurements at√

s = 8 TeV [102] and
√

s = 13 TeV [175]. They corre-

spond to integrated luminosities of 20.2 fb−1 and 3.2 fb−1,
respectively. The measurements are provided for the cross-
section differential in the photon transverse energy Eγ

T in
different bins of the photon pseudorapidity ηγ . The accessed
ranges are, in both cases, Eγ

T < 1500 GeV and |ηγ | < 2.37.
Theoretical predictions are computed at NLO withMCFM and
benchmarked against the independent computation presented
in [176]. The smooth cone isolation criterion [177] is adopted
accordingly, with the parameter values determined in [178].
NNLO QCD corrections are incorporated by means of the K -
factors computed in [176]; K -factors are also used to incor-
porate corrections due to resummation of the electroweak
Sudakov logarithms at leading-logarithmic accuracy, accord-
ing to the procedure presented in [179,180]. The factorization
and renormalization scales are set equal to the central value
of Eγ

T for each bin. The impact of the measurements pre-
sented above on a PDF determination was studied in [7] in
the context of a variant of the NNPDF3.1 fit. These data were
found to be generally well described, except in the most for-
ward rapidity region, and to have a mild impact on the gluon
PDF at intermediate values of x .

2.2.9 Single top production

Another process included for the first time in an NNPDF
release is t-channel single top production. We consider the
ATLAS [96,98,100] and CMS [97,99,101] measurements at√

s = 7, 8 and 13 TeV that correspond, for ATLAS (CMS), to
integrated luminosities of 4.59, 20.2 and 3.2 fb−1 (2.73, 19.7
and 2.2 fb−1), respectively. In the case of ATLAS, we con-
sider the ratio of the top to antitop inclusive cross-sections at 7
and 13 TeV and the distributions differential in the top or anti-
top rapidity yt,t̄ at 7 and 8 TeV normalized to the correspond-
ing total cross-section. The rapidity ranges are |yt,t̄ | < 3.0
and |yt,t̄ | < 2.2 at

√
s = 7 and 8 TeV, respectively. In the case

of CMS, we consider the sum of the top and antitop inclu-
sive cross-sections at 7 TeV and the ratio of the top to antitop
inclusive cross-sections at 8 and 13 TeV. Theoretical predic-
tions are computed in the five-flavor scheme. At NLO the cal-
culation is performed with mg5_aMC (v2.6.6) [125]; NNLO
corrections are incorporated by means of the K -factors deter-
mined in [181,182]. The renormalization and factorization
scales are set equal to the top mass.

The measurements presented above were extensively stud-
ied in the context of a variant of the NNPDF3.1 fit in [8]. The
choice of observables included for PDF determinations is
based on the results of that reference. In particular, distri-
butions differential in the transverse momentum of the top
quark or antiquark are also provided by the experimental col-
laborations. However, their inclusion would result in a double
counting, given that experimental correlations across uncer-
tainties for different distributions are not provided. In [8]
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these measurements were found to have a mild impact on the
up and down PDFs at x � 0.1.

Single top t-channel production is in principle also sensi-
tive to the theoretical details of the matching schemes and, in
the five-flavor scheme, to the bottom PDF. Here we determine
the bottom PDF using perturbative matching conditions, but
it could in principle be parametrized independently, like the
charm PDF. However, while this may become relevant in
the future, it does not seem necessary at present given the
precision and kinematic coverage of the existing data.

2.3 Treatment of nuclear corrections

The NNPDF4.0 dataset, like its predecessors, includes a sig-
nificant amount of data involving deuterium or heavy nuclear
targets, both for deep inelastic and hadronic processes. These
are summarized in Table 6, where we also report the corre-
sponding reference, the number of data points in the NLO
and NNLO baseline fits, and the species of the nuclear tar-
get. Overall, 1416 and 1417 data points come from nuclear
measurements in the NLO and NNLO fits respectively, which
amount to about 30% of the full dataset. All of these datasets
but SeaQuest [117] were already included in the previous
NNPDF3.1 determination [5].

The inclusion of nuclear data in a fit of proton PDFs
requires accounting for changes in the PDFs induced by the
nuclear medium. The impact of such changes was studied
by us in [14,183] and found to be subdominant in compari-
son to the PDF uncertainty at that time. Specifically, it was
shown (see Sect. 4.11 in [5]) that, upon removing data with
nuclear targets from the dataset, the precision of up, down and
strange quark and anti-quark PDFs deteriorated by an amount
larger than the size of the effect of the nuclear corrections
estimated on the basis of models. Nuclear corrections were
consequently not included in the NNPDF3.1 determination.

In NNPDF4.0 we revisit this state of affairs, motivated by
the significant reduction of the PDF uncertainty in compar-
ison to NNPDF3.1, which suggests that nuclear effects can
no longer be neglected. We now account for nuclear effects
by viewing them as a theoretical uncertainty. The way this is
determined and included follows the methodology developed
in [18,19], to which we refer for details. The basic idea is to
determine the uncertainty from the difference between the
values of observables computed with the proton and nuclear
PDFs, with each different determination of the nuclear PDF
taken as an independent nuisance parameter. This can then
be used to compute a theoretical covariance matrix, that can
be added to the experimental covariance matrix.

In order to apply this methodology an underlying set of
nuclear PDFs is needed for the computation of the shifts.
Heavy nuclear and deuteron corrections are treated sepa-
rately because of the substantial difference in the observed
size and expected origin of the nuclear effects. For heavier

nuclei (Fe, Cu and Pb targets) we will use the nNNPDF2.0
nuclear PDFs [20]. For deuterium, we use the self-consistent
procedure described in [19], whereby the proton and deuteron
PDFs are determined simultaneously, each including the
uncertainties on the other. This procedure thus requires in
turn the use of a PDF determination without deuterium cor-
rections in order to initiate the self-consistent iteration. Here
we will apply it by starting with the NNPDF4.0 determina-
tion itself. The deuterium PDF determined by this procedure
will be described in Sect. 8.6 below.

While nuclear effects will be included as an extra uncer-
tainty in the default NNPDF4.0 determination, we will also
discuss for comparison PDFs obtained by neglecting nuclear
effects altogether, or by using the nuclear corrections com-
puted as discussed above as a correction to the data and
not just as an additional uncertainty, again following the
methodology of Refs. [18,19]. These alternative treatments
of nuclear effects will be compared and discussed in Sect. 8.6
below and provide the motivation for including nuclear
uncertainties without a correction in the default PDF deter-
mination.

3 Fitting methodology

As discussed in the introduction, NNPDF4.0 is the first PDF
set to be based on a methodology fully selected through a
machine learning algorithm. This means that, whereas the
basic structure of the NNPDF4.0 methodology is the same
as in previous NNPDF releases, specifically the use of a
Monte Carlo representation of PDF uncertainties and cor-
relations, and the use of neural networks as basic interpolat-
ing functions [5,14], all the details of the implementation,
such as the choice of neural network architecture and the
minimization algorithm, are now selected through an auto-
mated hyperoptimization procedure. This is possible thanks
to an extensive rewriting and reorganization of the NNPDF
framework. Furthermore, some theory constraints built into
the PDF parametrization are implemented for the first time in
NNPDF4.0. Also for the first time we consider PDF determi-
nations performed with different choices of parametrization
basis.

In Sect. 3.1 we start by discussing the PDF parametrization
and choice of basis and the way they implement theoretical
constraints. In Sect. 3.2 we then present the new NNPDF
fitting framework, which is the basis of the hyperoptimiza-
tion procedure. The hyperoptimization in turn is discussed
in Sect. 3.3, along with its output, which defines the base-
line NNPDF4.0 methodology. We conclude in Sect. 3.4 with
quantitative benchmarks assessing both the efficiency and
speed of this final methodology compared to the methodol-
ogy used for NNPDF3.1.
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Table 6 The nuclear datasets in NNPDF4.0 involving deuterium targets (left) or heavier nuclear targets (right) and corresponding targets; Ndat
denotes the number of data points included in the NLO/NNLO fits. Note that the EMC Fc

2 dataset is not included in the default NNPDF4.0 PDF set

Dataset References Ndat Target Dataset References Ndat Target

NMC Fd
2 /F p

2 [33] 121/121 p, d CHORUS σν
CC [37] 416/416 208

82 Pb

SLAC Fd
2 [35] 34/34 d CHORUS σ ν̄

CC [37] 416/416 208
82 Pb

BCDMS Fd
2 [36] 248/248 d NuTeV σν

CC (dimuon) [38,39] 39/39 56
26Fe

E866 σ d/2σ p (NuSea) [47] 15/15 p, d NuTeV σ ν̄
CC (dimuon) [38,39] 36/37 56

26Fe

E906 σ d/2σ p (seaQuest) [117] 6/6 p, d E605 σ p [45] 85/85 64
32Cu

EMC Fc
2 [44] –/16 56

26Fe

3.1 PDF parametrization and theoretical constraints

We now turn to the general structure of the PDF parametriza-
tion, and the theory constraints that are imposed upon it:
specifically sum rules, positivity and integrability.

3.1.1 Parametrization bases

A PDF analysis requires a choice of basis, namely a set
of linearly independent PDF flavor combinations that are
parametrized at the input evolution scale Q0. In the NNPDF
approach, this corresponds to choosing which are the PDF
combinations whose value is the output of a neural network.
Optimal results should in principle be independent of this
specific choice of basis. Previous NNPDF releases adopted
the so-called evolution basis, in which the basis PDFs are
chosen as the singlet quark 	 and gluon g that mix upon
QCD evolution, and valence Vi and nonsinglet sea Ti com-
binations that are eigenstates of evolution, namely

	 = u + ū + d + d̄ + s + s̄ + 2c ,

T3 = (u + ū) − (
d + d̄

)
,

T8 = (
u + ū + d + d̄

) − 2 (s + s̄)

V = (u − ū) + (
d − d̄

) + (s − s̄) ,

V3 = (u − ū) − (
d − d̄

)
,

V8 = (
u − ū + d − d̄

) − 2 (s − s̄) . (3.1)

In NNPDF3.1, this set of linearly independent flavor com-
binations was supplemented by an independently parametrized
total charm PDF c + c̄, with the charm asymmetry c − c̄
assumed to vanish at scale Q0. Here we will instead supple-
ment the basis Eq. (3.1) with a further nonsinglet combina-
tion, namely

T15 = (
u + ū + d + d̄ + s + s̄

) − 3 (c + c̄) (3.2)

still assuming c − c̄ = 0 at the parametrization scale. At
NNLO a small charm asymmetry is then generated by pertur-

bative evolution. The union of Eqs. (3.1, 3.2) will be referred
to as the evolution basis henceforth.

We will also consider PDF determination carried out in
the flavor basis, in which the PDFs that are parametrized are

f̃k = {u, ū, d, d̄, s, s̄, c, g}, (3.3)

related to their evolution basis counterparts

fk = {V, V3, V8, T3, T8, T15, 	, g}, (3.4)

by means of Eqs. (3.1, 3.2).
The evolution and flavor bases each have advantages and

disadvantages.
For instance, if one chooses a factorization scheme in

which PDFs are non-negative [21], positivity is easier to
implement in the flavor basis. On the other hand, the inte-
grability of the valence distributions V, V3, V8, as required
by the valence sum rules, is simpler in the evolution basis.

In this work, we take the evolution basis as our standard
choice, however we will explicitly check basis independence,
by verifying that equivalent results are obtained in the data
region if the flavor basis is adopted instead, see Sect. 8.4
below.

The output of the neural network is supplemented by a
preprocessing factor and by normalization constants. The
relation between the PDFs and the neural network output
is

x fk (x, Q0; θ) = Ak x1−αk (1 − x)βk NNk(x; θ),

k = 1, . . . , 8 , (3.5)

where k runs over the elements of the PDF basis, NNk(x; θ)

is the k-th output of a neural network, and θ collectively
indicates the full set of neural network parameters. The pre-
processing function has the purpose of speeding up the train-
ing of the neural net. In order to make sure that it does not
bias the result, the exponents αk and βk are varied in a range
that is determined iteratively in a self-consistent manner as
described in [14], supplemented by a further integrability
constraint, to be discussed in Sec. 3.1.4. The independence of
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result of the choice of preprocessing ranges has been recently
validated in Ref. [184], where it is shown that results obtained
here can be obtained by a suitable rescaling on the neu-
ral network input that avoids preprocessing altogether. The
normalization constants Ak are constrained by the valence
and momentum sum rules, also to be discussed below, in
Sec. 3.1.2.

When using the flavor basis, the small-x preprocessing is
removed from Eq. (3.5), i.e. αk = 1 for all k. This is because
standard Regge theory arguments (see e.g. [185]) imply that
the singlet and nonsinglet have a different small x behav-
ior, and in particular the nonsinglet has a finite first moment,
while the singlet first moment diverges. This means that the
small-x behavior of flavor-basis PDFs is the linear combi-
nation of a leading singlet small-x growth and a subleading
nonsinglet power behavior characterized by a different expo-
nent. Hence, factoring out a common preprocessing exponent
is not advantageous in this case.

3.1.2 Sum rules

Irrespectively of the choice of fitting basis, PDFs should sat-
isfy both the momentum sum rule

∫ 1

0
dx x (g (x, Q) + 	 (x, Q)) = 1 , (3.6)

and the three valence sum rules,

∫ 1

0
dx (u(x, Q) − ū(x, Q)) = 2 ,

∫ 1

0
dx

(
d(x, Q) − d̄(x, Q)

) = 1 ,

∫ 1

0
dx (s(x, Q) − s̄(x, Q)) = 0 , (3.7)

for all values of Q. Provided these sum rules are imposed
at the initial parametrization scale, Q0, perturbative QCD
ensures that they will hold for any other value Q �= Q0. When
transformed to the evolution basis, Eq. (3.8), the valence sum
rules read

∫ 1

0
dx V (x, Q) =

∫ 1

0
dx V8 (x, Q) = 3 ,

∫ 1

0
dx V3 (x, Q) = 1 . (3.8)

We have then four equations that fix four of the normalization
constants Ak , namely AV , AV8 ,AV3 and Ag .

In the present analysis we always impose the sum rules
in the evolution basis. This means that when performing a
fit in the flavor basis, we express the evolution basis PDFs
fk Eq. (3.4) in terms of the flavor basis PDFs f̃k Eq. (3.3)

through a transformation matrix Rkk′ :

x fk (x, Q0; θ) = Ak

∑

k′
Rkk′ x f̃k′ (x, Q0; θ) , (3.9)

and then impose Eqs. (3.6, 3.8).
The integrals in Eqs. (3.6, 3.8) are evaluated between

xmin = 10−9 and xmax = 1. Each time the neural network
parameters θ are modified by the minimization algorithm,
using an adaptative strategy that achieves a relative precision
of O (

10−5
)

across the whole range of x .

3.1.3 Positivity of PDFs and physical observables

Hadron-level cross-sections are non-negative quantities,
because they are probability distributions. However, PDFs
beyond LO are not probabilities, and thus they may be nega-
tive. The reason is that, beyond LO, PDFs include a collinear
subtraction which is necessary in order for the partonic cross-
sections to be finite. Whether they remain positive or not then
depends on the form of the subtraction, i.e. on the factoriza-
tion scheme. Consequently, in previous NNPDF determina-
tions, in order to exclude unphysical PDFs, we imposed pos-
itivity of a number of cross-sections, by means of Lagrange
multipliers which penalize PDF configurations leading to
negative physical observables. Specifically, we imposed pos-
itivity of the Fu

2 , Fd
2 , Fs

2 , and FL structure functions and of
the flavor-diagonal Drell–Yan rapidity distributions σDY,uū ,
σDY,dd̄ , σDY,ss̄ . However, since this set of positivity observ-
ables is not exhaustive, in some extreme kinematic regions
physical observables (e.g. very high-mass W ′ production)
could still become negative within uncertainties.

It was recently shown in Ref. [21] that PDFs for individual
quark flavors and the gluon in the MS factorization scheme
are non-negative.1 We thus now also impose this positivity
condition along with the constraint of positivity of physical
cross-sections discussed above. Indeed, note that the positiv-
ity of MS PDFs is neither necessary nor sufficient in order
to ensure cross-section positivity [21]: they are independent
(though of course related) constraints that limit the space of
acceptable PDFs.

1 It has been recently [186] argued that the positivity argument of
Ref. [21] only holds if the ultraviolet renormalization scale used to
define PDFs is chosen to be high enough, and that PDFs renormalized
at low enough scale can become negative. This is relevant when compar-
ing PDFs extracted from high-energy processes with those computed
as lattice matrix elements [187,188], as well as when extending fac-
torization as low scales, as emphasized in Ref. [186]. However, here
we focus on PDFs extracted from and relevant for the computation of
high-scale hard processes. The independence of NNPDF results on the
cutoff used to remove low-scale data was studied in Ref. [183] in the
framework of NNPDF2.3, and holds with stronger arguments for more
recent NNPDF sets, based on a dataset dominated by hadron collider
data, see also Sect. 7.2 below.
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We impose positivity of the gluon and of the up, down and
strange quark and antiquark PDFs. The charm PDF is also
positive in the n f = 3 scheme, but it needs not be positive in
the n f = 4 scheme because perturbative matching conditions
neglect the quark mass and this generally spoils positivity for
a massive quark PDF [21]. We do, however, add a positivity
constraint for the charm structure function Fc

2 , similar to the
ones for other structure functions of individual flavors. Note
that this constraint was not included in NNPDF3.1, though
it was included in a more recent study based on NNPDF3.1
dataset and methodology [10], where it was found to have a
significant impact on the strange PDF.

In the same manner as for the cross-sections, PDF pos-
itivity is implemented by means of Lagrange multipliers.
Specifically, for each flavor basis PDF f̃k Eq. (3.3), one adds
a contribution to the total cost function used for the neural
network training given by

χ2
tot → χ2

tot +
8∑

k=1

�k

ni∑

i=1

Eluα

(
− f̃k

(
xi , Q2

))
, (3.10)

with Q2 = 5 GeV2 and with the ni values xi given by 10
points logarithmically spaced between 5 · 10−7 and 10−1

and 10 points linearly spaced between 0.1 and 0.9. The Elu
function is given by

Eluα (t) =
{

t if t > 0

α
(
et − 1

)
if t < 0

, (3.11)

with the parameter α = 10−7. Eq. (3.10) indicates that neg-
ative PDFs receive a penalty which is proportional both to
the corresponding Lagrange multipliers �k and to the abso-
lute magnitude of the PDF itself, and therefore these con-
figurations will be strongly disfavored during the minimiza-
tion. The Lagrange multiplier increases exponentially dur-
ing the minimization, with a maximum value �max

k attained
when the maximum training length is reached. We choose
�max

k = 1010 for the three Drell–Yan observables, and
�max

k = 106 for all the other positivity observables. These
values are chosen in such a way that the constraint is enforced
with sufficient accuracy in all cases. The starting values of
the Lagrange multipliers and the maximum training length
instead are determined as part of the hyperoptimization pro-
cedure described in Sect. 3.3 below.

When performing fits in the evolution basis, this PDF posi-
tivity constraint is applied after performing the inverse trans-
formation to Eq. (3.9) in order to express the flavor basis
PDFs f̃k Eq. (3.3) in terms of their evolution basis counter-
parts fk .

3.1.4 PDF integrability

The small-x behavior of the PDFs is constrained by integra-
bility requirements. First, the gluon and singlet PDFs must
satisfy the momentum sum rule, Eq. (3.6), which implies that

lim
x→0

x2 fk(x, Q) = 0 , ∀ Q , fk = g, 	 , (3.12)

while the valence sum rules, Eq. (3.8), constrain the small-x
behavior of the valence distributions,

lim
x→0

x fk(x, Q) = 0 , ∀ Q , fk = V, V3 , V8 . (3.13)

Furthermore, as mentioned, standard Regge theory argu-
ments suggest that the first moments of the non-singlet com-
binations T3 and T8 are also finite, so for instance the Got-
tfried sum (which is proportional to the first moment of T3)
is finite. This implies that also for these two combinations
one has

lim
x→0

x fk(x, Q) = 0 , ∀ Q , fk = T3, T8 . (3.14)

To ensure that these integrability requirements are satis-
fied, first of all we constrain the range of the small-x prepro-
cessing exponents αi Eq. (3.5). We supplement the iterative
determination of the exponents described in Ref. [14] with the
constraints αk < 2 for the singlet and gluon and αk < 1 for
the nonsinglet combinations xV, xV3, xV8, xT3 and xT8.
Indeed if the preprocessing exponent were to violate these
bounds, the neural net NN(x; θ) in Eq. (3.5) would have to
compensate this behavior in order for integrability to hold.
Preprocessing would then be slowing the minimization rather
than speeding it up. Note that, in the flavor basis, the small-x
preprocessing exponents are absent, so this requirement only
applies to the evolution basis.

We observe that while Eq. (3.12) always turns out to be
satisfied automatically when fitting to the experimental data,
the additional constraints Eqs. (3.13) and (3.14) can some-
times be violated by the fit, and thus must be imposed. This
is also achieved through Lagrange multipliers. We include in
the total cost function additional contributions of the form

χ2
tot → χ2

tot +
∑

k

�
(int)
k

ni∑

i=1

[
x fk

(
x (i)

int , Q2
i

)]2
, (3.15)

where fk = T3, T8 in the evolution basis while fk =
V, V3, V8, T3, T8 in the flavor basis. The points {x (i)

int } are a
set of values in the small x region, Q2

i is a suitable reference
scale, and, like in the case of positivity, the Lagrange mul-
tipliers �

(int)
k grow exponentially during the minimization,

with a maximum value �
(int)
k = 100 attained at maximum

training length. We choose Q2
i = 5 GeV2 and in the evolu-

tion basis ni = 1 and x (1)
int = 10−9, while in the flavor basis
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Table 7 Summary of the main differences between the NNPDF3.1 and the NNPDF4.0 code

NNPDF3.1 NNPDF4.0

Genetic Algorithm optimizer Gradient Descent optimization

One network per PDF One network for all PDFs

Sum rules imposed outside optimization Sum rules imposed during optimization

C++ monolithic codebase Python object-oriented codebase

Fit parameters manually chosen (manual optimization) Fit parameters automatically chosen (hyperoptimization)

In-house ML framework Complete freedom in ML library choice (e.g. tensorflow)

Private code Fully public open-source code

ni = 3 and x (i)
int = 10−9, 10−8, 10−7. As for the positivity

multiplier, the starting values of the Lagrange multipliers (as
well as the maximum training length) are hyperoptimization
parameters.

Finally, we introduce a post-selection criterion, in order to
discard replicas that fail to satisfy the integrability and retain
a large value at small x despite the Lagrange multiplier. It
turns out that imposing

ni∑

i=1

∣∣∣x (i)
int fk

(
x (i)

int

)∣∣∣ <
1

2
, fk = V, V3, V8, T3, T8 ,(3.16)

is enough to preserve integrability for all replicas. This is due
to the fact that the function x f (x) at its maximum is of order
one, so the condition Eq. (3.16) ensures that at small x it is
decreasing. When determining PDF replicas, we have explic-
itly checked a posteriori that the numerical computation of
the first moment yields a finite result for all PDF replicas.

3.2 Fitting framework

The machine learning approach to PDF determination that
we will discuss shortly has been made possible by a com-
plete restructuring of the NNPDF fitting framework. Further
motivations for this are the need to deal with a particularly
large dataset, and the goal of releasing the NNPDF code as
open source, which imposes stringent requirements of qual-
ity and accessibility. The code was written in the Python
programming language and has been documented and tested
thoroughly. The original developments of our new fitting
framework were presented in Ref. [11]. The main differences
between the NNPDF3.1 and NNPDF4.0 codes are summa-
rized in Table 7.

3.2.1 General structure

A schematic representation of the NNPDF4.0 fitting frame-
work is displayed in Fig. 3. The fit requires three main inputs,
which are managed by the NNPDF framework as discussed in
Ref. [31]: first, theoretical calculations of physical processes,
which are encoded in precomputed tables (FK-tables, see

below) possibly supplemented by QCD and EW K -factors.
Second, experimental data provided in a common format,
including fully correlated uncertainties encoded in a covari-
ance matrix (possibly also including theoretical uncertain-
ties). Third, hyperparameter settings that determine the par-
ticular fitting methodology adopted, determined through a
hyperoptimization procedure as discussed below. The neural
network optimization algorithm, with settings determined by
the hyperparameters, finds the best fit of predictions to data by
minimizing a figure of merit whose computation is illustrated
in Fig. 4. Following a post-fit selection, where outliers with
insufficient quality are discarded, the final PDFs are stored
in LHAPDF grid format so that they are readily available for
use.

3.2.2 Evaluation of cross-sections and cost function

Figure 4 illustrates the structure of the part of NNPDF4.0
fitting code that evaluates the physical observables in terms
of the input PDFs and then computes the associated figure of
merit to be used for the fitting. This is at the core of the min-
imization procedure, indicated by a blue box in Fig. 3. Start-
ing from a matrix of momentum fraction x values, {x (k)

n }, the
code first evaluates the neural network and the preprocess-
ing factors to construct unnormalized PDFs which are then
normalized according to Eqs. (3.6, 3.8) in order to produce
the PDFs at the input scale,

f (k)
jn ≡ f j

(
x (k)

n , Q0

)
, (3.17)

where j , n, and k label the PDF flavor, the experimental
dataset, and the node in the corresponding x-grid respec-
tively. These PDFs are those listed in Eqs. (3.3) and (3.4) in
the evolution and flavor bases respectively, and are related to
the neural network output by Eq. (3.5).

The input scale PDFs are convoluted with partonic scatter-
ing cross-sections (including perturbative QCD evolution);
these are encoded in precomputed grids called FK-tables
(see Refs. [118,189]) resulting in the corresponding phys-
ical observables {On}. Observables are split into a training
and a validation set and cost functions χ2

tr and χ2
val are com-
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Fig. 3 Diagrammatic representation of the NNPDF fitting framework. The blue box contains the minimization of the χ2 figure of merit, whose
computation is illustrated in Fig. 4

Fig. 4 Diagrammatic representation of the calculation of the χ2 in the NNPDF fitting framework as a function of the values of {x (k)
n } for the

different datasets. Each block indicates an independent component

puted for each set. The χ2 is defined as in previous NNPDF
determinations, and in particular it uses the t0 method [190]
for the computation of multiplicative uncertainties.

Note that each block in Fig. 4 is fully independent, so that
its settings can be modified or the whole block can be replaced
as required. This characterizes the modular structure of the
code. For instance, the block “Neural Net” implements by
default the neural network which after hyperoptimization has
the architecture displayed in Fig. 11, but it could be replaced
by any other parametrization, even by a quantum circuit [191]
based on the QIBO library [192]. Similarly, the χ2 with t0
uncertainties could be replaced by any other cost function.

3.2.3 Optimization strategy

Previous NNPDF determinations used stochastic algorithms
for the training of neural networks, and in particular in
NNPDF3.1 nodal genetic algorithms were used. Stochastic
minimization algorithms are less prone to end up trapped
in local minima, but are generally less efficient than deter-
ministic minimization techniques, such as backpropagation
combined with stochastic gradient descent (SGD). In the
approach adopted here [11], the optimizer is just another
modular component of the code, to be chosen through a
hyperoptimization as we discuss shortly. The algorithms
that we consider are SGD algorithms implemented in
the Tensorflow [193] package. Restricting to gradient
descent algorithms ensures greater efficiency, while the use of

hyperoptimization guarantees against the risk of missing the
true minimum or overfitting. The TensorFlow library pro-
vides automated differentiation capabilities, which enables
the use of arbitrarily complex network architectures with-
out having to provide analytical expressions for their gradi-
ents. However, the whole convolution between input PDFs
and FK-tables, indicated in Fig. 4 between brackets, needs
to be provided to the optimization library in order to use
gradient based algorithms. The specific SGD optimizer and
its settings are determined via the hyperoptimization pro-
cedure described in Sect. 3.3. In comparison to the genetic
algorithms used in previous NNPDF releases, the hyperopti-
mized SGD-based optimizers improve both replica stability
and computational efficiency, as we demonstrate in Sect. 3.4
below.

3.2.4 Stopping criterion and post-fit selection

As in previous NNPDF releases, a cross-validation method is
used in order to avoid overfitting, which could lead the neural
networks to learn noise (such as statistical fluctuations) in the
data, rather than the underlying law. This is done through the
patience algorithm shown diagrammatically in Fig. 5. This
algorithm is based on the look-back cross-validation stop-
ping method [14], whereby the optimal length of the fit is
determined by the absolute minimum of χ2

val evaluated over
a sufficiently large number of iterations of the minimizer.
Specifically, the stopping algorithm keeps track of the train-
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ing step with the lowest χ2
val, and as soon as this value does

not improve for a given number of steps (set equal to a per-
centage of the maximum number of training epochs), the fit
is finalized.

There are three main differences between the stopping cri-
terion used in NNPDF4.0 and that of its predecessor used for
NNPDF3.1. First, the patience parameter is hyperoptimized,
while previously it was set to be infinity, i.e., the values of
χ2

val were monitored until the maximum number of iterations
was reached. Second, the percentage of data that enters the
training set has been increased to 75% for all datasets. This
is motivated by the observation that the current dataset is so
wide that even with just 25% validation overlearning does not
occur in practice. In fact, even with the previous NNPDF3.0
dataset it was observed in the framework of closure testing
in Ref. [14] that larger training fractions lead to essentially
equivalent results. The faithfulness of results found with this
training fraction will be confirmed by closure test studies in
Sect. 6 below. Third, the stopping algorithm now also tracks
the positivity requirement so that a fit cannot stop if the posi-
tivity condition is not satisfied. Instead in NNPDF3.1 replicas
which were not fulfilling positivity could be generated and
had to be discarded a posteriori. This is now done by veri-
fying that the penalty term of Eq. (3.10) remains below the
threshold value 10−6 (numerically zero).

Once the optimal stopping point for a given fit has been
identified, the same post-fit quality checks that were imposed
in NNPDF3.1 are still enforced. Specifically, we remove
replicas with too large χ2 values or with too large arc-lengths:
in both cases, defined as replicas outside the 4σ interval
of their distribution. The post-fit selection algorithm also
removes replicas that do not satisfy either the positivity or the
integrability conditions. Imposing positivity and integrability
constraints through post-fit selection has the consequence of
making the fit results independent of the way the constraints
are imposed: for instance, a looser constraint will simply
have the effect of increasing the number of replicas that are
discarded.

It is interesting to note that while previously on aver-
age around 30% of the fitted replicas were discarded upon
applying these criteria, in NNPDF4.0 this fraction has been
reduced to around 1%. This improvement is largely the result
of the improved handling of these constraints during the fit
as well as of the higher stability of the new SGD-based opti-
mization strategy, which results in smoother PDFs with fewer
outliers.

3.3 Hyperparameter optimization

Hyperoptimization is at the heart of the construction of the
NNPDF4.0 methodology. In brief, hyperoptimization selects
the methodology, just like gradient descent selects the values
of weights and thresholds of the neural net. The k-folding

Fig. 5 Flowchart describing the patience algorithm used in NNPDF4.0
to determine the optimal length of the fit based on the look-back cross-
validation stopping method

method, to be discussed below, ensures that a proper fitting
(i.e. not over- or under-fitting methodology) is arrived at,
just like cross-validation achieves the same goal for neural
network training.

Indeed, the optimization procedure (neural network train-
ing) described in Sect. 3.2 requires as input a number of
methodological choices, such as the neural network archi-
tecture, the training rate, and the specific SGD variant to be
used. We can view these choices as the set of hyperparame-
ters that defines a specific fitting strategy. While in many ML
studies (including previous NNPDF determinations) these
hyperparameters are determined by trial and error, here we
implement an automated algorithmic procedure to scan the
space of hyperparameters and determine the optimal config-
uration according to a figure of merit.

In this work, the implementation of the hyperparameter
scan is based on the hyperopt library [194], which uses
a Bayesian optimization algorithm [195] to identify the best
configuration.

In order to visualize a typical output of a hyperparameter
scan, we show in Fig. 6 the result of a scan based on 1500
independent configurations. We display the hyperoptimiza-
tion loss function L (figure of merit), to be defined below, for
a representative subset of hyperparameters: the depth of the
network, the algorithm for the initialization of the network
weights, the learning rate and the SGD optimizer variant.
The smaller the value of the loss function L , the better this
specific point is in the hyperparameter space. The full list of
hyperparameters is given in Table 9. Note that here we only
display the outcome of hyperparameter configurations that
satisfy the post-fit selection cuts. The shape of the recon-
structed probability distributions provides an indication of
the stability of the results, with a wider distribution corre-
sponding to a higher stability with respect to this specific
hyperparameter.

123



428 Page 20 of 119 Eur. Phys. J. C (2022) 82 :428

Fig. 6 Graphical representation of the hyperoptimization loss function L corresponding to a subset of the hyperparameters in a scan based on
1500 configurations

In the specific case of the number of hidden layers of the
network, one observes that the hyperoptimization algorithm
identifies that it cannot further improve the figure of merit
with one single layer, and accordingly it tests more configu-
rations with two and three layers. The hyperparameter con-
figurations corresponding to two and three layers appear to
be equivalent in terms of the loss L , with a slightly better
stability towards lower values in the two-layer case. No clear
preference for a specific SGD variant is observed.

3.3.1 Figure of merit and stability

The complex interplay between hyperparameters indicates
that a judicious choice of the figure of merit L is crucial for
the success of the hyperoptimization procedure. This figure
of merit must relate to the quality of the fit: a possible choice
would be setting the hyperoptimization loss to the validation
χ2, that is, L = χ2

val. However, this quantity is already used
in the stopping algorithm (Fig. 5) and hence using it may lead
to hyperparameter configurations prone to over fitting [11]
(“Goodhart’s law”, see Ref. [196]) . Rather, we define the
loss L through a k-fold cross validation method [197].

A diagrammatic representation of the k-fold algorithm
used for the hyperparameter optimization is displayed in

Fig. 7 Diagrammatic representation of the k-fold algorithm used for
the hyperparameter optimization

Fig. 7. The hyperopt library generates a large number of
hyperparameter configurations, and each of these is then used
to produce fits to subsets of the experimental data. Specifi-
cally, for each point in the hyperparameter space we run nfold

fits to the central experimental data, where nfold is the num-
ber of sets (folds) in which the data are being divided. We
run a single fit to central data, rather than the standard set of
around 100 replicas, because we prefer to scan over a very
large number of hyperparameters, and fitting many replicas
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Fig. 8 Comparison between the gluon (left) and antidown (right) PDFs at Q = 1.65 GeV found by using methodologies in which hyperparameters
are selected based on the “average” loss function Eq. (3.18) (green) or the “max” loss function Eq. (3.20) (orange)

Table 8 The four folds in which the NNPDF4.0 dataset is divided for the k-folds hyperoptimisation procedure represented in Fig. 6

Fold 1

CHORUS σν
CC HERA I+II σ

p
NC e+ (920 GeV) BCDMS F p

2

LHCb Z → ee 7 TeV ATLAS W, Z 7 TeV (L = 35 pb−1) CMS Z pT 8 TeV

E605 σ p CMS DY 2D 7 TeV CMS 3D dijets 8 TeV

ATLAS single t 7 TeV (1/σdσ/dyt̄ ) ATLAS single t Rt 7 TeV CMS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ )

Fold 2

CMS single t Rt 8 TeV

HERA I+II σ
p

CC e− HERA I+II σ
p

NC e+ (460 GeV) HERA I+II σ b
NC

NMC σNC,p NuTeV σ ν̄
CC LHCb Z → ee 8 TeV

CMS W electron asymmetry 7 TeV ATLAS Z pT 8 TeV (pT , m��) D0 W muon asymmetry

E866 σ p (NuSea) ATLAS isolated γ prod. 13 TeV ATLAS dijets 7 TeV, R=0.6

ATLAS single t 8 TeV (1/σdσ/dyt̄ ) CMS σ tot
t t 7,8 TeV CMS single t σt + σt̄ 7 TeV

Fold 3

HERA I+II σ
p

CC e+ HERA I+II σ
p

NC e+ (575 GeV) NMC Fd
2 /F p

2

NuTeV σν
CC LHCb W, Z → μ 7 TeV LHCb Z → ee 13 TeV

ATLAS W, Z 7 TeV (L = 4.6 fb−1) central ATLAS W ++jet 8 TeV ATLAS high-mass DY 7 TeV

CMS W muon asymmetry 7 TeV E866 σ d/2σ p (NuSea) CDF Z differential

ATLAS σ tot
t t 7,8 TeV ATLAS single t 8 TeV (1/σdσ/dyt ) CMS σ tot

t t 5 TeV

CMS t t̄ 2D 2� 8 TeV (1/σdσ/dyt dmtt̄ )

Fold 4

CHORUS σ ν̄
CC HERA I+II σ

p
NC e+ (820 GeV) LHCb W, Z → μ 8 TeV

ATLAS W, Z 7 TeV (L = 4.6 fb−1) forward LHCb Z → μμ 13 TeV ATLAS W −+jet 8 TeV

ATLAS low-mass DY 7 TeV ATLAS Z pT 8 TeV (pT , yZ ) CMS W rapidity 8 TeV

D0 Z differential CMS dijets 7 TeV ATLAS single t 8 TeV (1/σdσ/dyt )

ATLAS single t Rt 13 TeV CMS single t Rt 13 TeV
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in each case would be computationally too intensive. In each
of these nfold fits, the k-th fold is left out; the remaining folds
are combined in a dataset which is then separated into train-
ing and validation in the usual way, such that the patience
stopping of Fig. 5 can be tested.

The loss figure of merit L is then defined as the average
of the χ2 for the k-th, fold evaluated with the PDFs obtained
in the k-th fit, in which this specific fold was left out, dubbed
χ2

k as illustrated in Fig. 7; that is

L = 1

nfold

nfold∑

k=1

χ2
k . (3.18)

We use the nfold = 4 folds defined in Table 8. These are
chosen in such a way that each fold is representative of the
global dataset, both in terms of process type and kinematic
coverage. The optimal hyperparameter set θ̂ is then selected
to be those that produce the lowest average loss computed
using Eq. (3.18),

θ̂ = arg min
θ∈�

(
1

nfold

nfold∑

k=1

χ2
k (θ)

)

. (3.19)

We note that other choices of the loss function would be
possible, such as

L = max
(
χ2

1 , χ2
2 , χ2

3 , . . . , χ2
nfold

)
, (3.20)

namely, the maximum value of χ2
k evaluated over the nfold

folds. We checked that results obtained with either choice are
completely equivalent. In Fig. 8 we compare PDFs obtained
by methodologies found by hyperoptimizing either with the
“average” loss function of Eq. (3.18), or the “max” loss func-
tion of Eq. (3.20). The final hyperparameter values found in
either case are provided in Table 9. It is clear that these final
setups are quite different, yet the PDFs found with either
methodology are indistinguishable. The fact that different
choices for the hyperopt loss function L result in rather dif-
ferent hyperparameter configurations that still produce indis-
tinguishable PDFs demonstrates the stability of our method-
ology with respect to variations of the hyperoptimization pro-
cedure.

3.3.2 Hyperparameter correlation

An important motivation for the automated hyperparameter
optimization procedure is the fact that the best value for a
single hyperparameter cannot be determined independently
of all the others, since there is a high degree of correlation
between them. For instance, each variant of the SGD opti-
mizer will have a different optimal value of the learning rate.
We illustrate this interdependence with a specific hyperpa-
rameter, the clipnorm parameter of TensorFlow opti-

Fig. 9 Comparison between the results for the strange PDF and large
x in two fits, one with all hyperparameters optimized and another where
the clipnorm one is not hyperoptimized

mizers, for which a wrong choice can lead to significant over-
fitting even when all other hyperparameters are optimized.
This parameter specifies the value at which to clip the norm
of the gradient during a gradient descent step. That is, if the
norm of the gradient at a given epoch is larger than the value
of the clipnorm parameter, it will be rescaled such that
the norm of the gradient used to update the neural network
parameters has the clipnorm value.

The choice of clipnorm will affect the results of the
optimization algorithm: if it is too small it can prevent con-
vergence, while if it is too large the training will be unstable
often leading to overfitting. In Fig. 9 we compare the strange
PDF xs(x, Q) at Q = 1.7 GeV in the large-x region for two
variants of the NNPDF4.0 fit. In the first one, all the hyperpa-
rameters listed in Table 9 enter the hyperopt procedure, while
in the second clipnorm is excluded and fixed by hand to an
arbitrary value. While the two resulting hyperparameter con-
figurations lead to similar values of the optimization figure
of merit, the PDFs obtained in the latter case display unde-
sirable overfitting behavior. This comparison illustrates the
importance of including all relevant hyperparameters in the
automated optimization.

3.3.3 Baseline hyperparameters for NNPDF4.0

We have performed a k-folding hyperoptimization, as
described above, and we have determined the best values
of the hyperparameters that will be used for the NNPDF4.0
determination. These are listed in Table 9. The hyperparam-
eters include the network architecture, the type of activation
function, the Glorot-type [198] initializer, the optimizer, the
values of the learning rate and of clipnorm, the maximum
number of iterations and the stopping patience, and the ini-
tial values of the Lagrange multipliers for the PDF positivity
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Table 9 The baseline hyperparameter configuration (left) selected
using the k-folds hyperoptimization procedure with hyperoptimization
loss Eq. (3.19) and used to perform the NNPDF4.0 fits in the evolu-

tion basis. We also show a configuration selected using the alternative
hyperoptimization loss Eq. (3.20) (center) and the hyperparameter con-
figuration employed to perform fits in the flavor basis, Eq. (3.3) (right)

Parameter NNPDF4.0 L as in Eq. (3.20) Flavor basis Eq. (3.3)

Architecture 2-25-20-8 2-70-50-8 2-7-26-27-8

Activation function hyperbolic tangent hyperbolic tangent sigmoid

Initializer glorot_normal glorot_uniform glorot_normal

Optimizer Nadam Adadelta Nadam

Clipnorm 6.0 × 10−6 5.2 × 10−2 2.3 × 10−5

Learning rate 2.6×10−3 2.5 × 10−1 2.6 × 10−3

Maximum # epochs 17×103 45 × 103 45 × 103

Stopping patience 10% of max epochs 12% of max epochs 16% of max epochs

Initial positivity �(pos) 185 106 2

Initial integrability �(int) 10 10 10

and integrability constraints. The ranges of the hyperparam-
eters that are sampled by the hyperoptimization algorithm
are chosen empirically: we start out conservatively with very
wide ranges, and once we are confident that the optimal value
of a given hyperparameter falls within a sub-domain of this
(conservative) range, we adjust the sampled domain accord-
ingly to limit the runtime and computational resources of the
hyperparameter scan.

In Table 9 we show both the optimal hyperparameters for
our default methodology, based on the evolution basis and
the hyperoptimization loss defined in Eq. (3.19), as well as
the hyperparameter values obtained with the different choice
of loss function Eq. (3.20), or with the same loss function
but in the flavor basis. As mentioned both different choices
of loss function (see Fig. 8) or a different choice of basis
(see Sect. 8.4 below) lead to equivalent results, but the corre-
sponding hyperparameter values can be quite different. For
instance, the optimal architecture for fits based on the alterna-
tive loss function Eq. (3.20) has more than twice the number
of neurons in the hidden layers compared to the baseline
settings.

We now specifically discuss the hyperoptimization and
its results for our default choice. Concerning the network
architecture, until NNPDF3.1, each PDF was parametrized
with an individual neural network. While the number of inde-
pendently parametrized PDFs was gradually increased, this
remained unchanged since NNPDF1.0 [199]. Now the hyper-
optimization scan is run with a single network which outputs
the value of all PDFs. So while in all NNPDF fits up to and
including NNPDF3.1 NNk(x; θ) in Eq. (3.5) denotes the k-
th neural network, in NNPDF4.0 it indicates the activation
state of the k-th neuron in the last layer of the neural net. The
architecture used in all previous NNPDF releases, namely
2-5-3-1 with sigmoid activation functions and a last linear
layer is depicted in Fig. 10. The architecture selected by the

hyperoptimization is 2-25-20-8 with hyperbolic activation
functions except for the final linear layer, and it is shown in
Fig. 11.

The NNPDF4.0 architecture has 763 free parameters, to
be compared to a total of 296 parameters for the NNPDF3.1
neural nets. We emphasize however that a larger network
does not necessarily imply better performance, and that for
a given dataset there exists a lower bound to the number of
required free network parameters but probably not an upper
one. Given comparable performance, smaller networks are
preferred in order to reduce the computational costs.

The differences between the optimizer variants are quite
subtle. While all optimizers exhibit a reasonable perfor-
mance, it is also found that after hyperoptimization Nadam
results in lower absolute losses L than the other optimizers,
while also appearing to be more stable. This further illus-
trates the benefits of hyperoptimization. Indeed, separately,
the stability and general performance of all optimizers is quite
similar, as can be seen in Fig. 6. This is something one might
have also found by trial and error. However, a configuration
Nadam that outperforms the other optimizers can be found
thanks to the simultaneous sampling of different hyperpa-
rameters. This is something that cannot be concluded based
on visual inspection of Fig. 6 and that would have been very
difficult to establish by trial and error. It is supported by the
fact that the top of the ranking of setups with the smallest
losses is dominated by setups that use the Nadam optimizer.

3.3.4 Hyperoptimization stability

The main goal of the hyperoptimization procedure is to iden-
tify the best optimization settings for the current problem of
determining the PDFs. This raises the question of deciding in
which cases a new hyperoptimization would be required. Our
current understanding encompasses changes to the experi-
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Fig. 10 The neural network architecture adopted in all previous NNPDF determinations up to NNPDF3.1. Each independent PDF combination is
parametrized by a separate neural network, all sharing a common architecture

Fig. 11 The neural network
architecture adopted for
NNPDF4.0. A single network is
used, whose eight output values
are the PDFs in the evolution
(red) or the flavor basis (blue
box). The architecture displayed
corresponds to the optimal
choice in the evolution basis; the
optimal architecture in the flavor
basis is different as indicated by
Table 9)

mental data, the theoretical description, and methodological
choices (such as the choice of PDF basis).

We have checked that the procedure is quite stable upon
reasonably small changes of the dataset. For instance, the
appraisal and selection of the final dataset, see Sect. 4
below, did not require any new hyperoptimization. In fact,
the datasets included in Table 8 do not correspond exactly
to the datasets included in the final dataset, since the final
appraisal of the data to be included was performed after the
methodology was set. Furthermore, when removing datasets
the given methodology remains viable, though in principle
there might be a computationally more efficient one giving
the same results for the small datasets. This will be seen

explicitly in the context of “future tests” in Sect. 6.2 below.
Of course in principle the only way of being absolutely cer-
tain whether a new hyperoptimization is needed or not is to
actually perform it.

On the other hand, a substantial change in methodology
or dataset generally needs a new hyperoptimization. This is
illustrated by the fact (see Table 9) that the optimal settings
for fitting in the flavor basis differ substantially from those of
the evolution basis. Likewise, the addition of a large number
of new datasets affecting kinematic regions or PDF combi-
nations for which currently there is little or no information
might have an impact on the fit sufficient to warrant a new
run of the hyperoptimization procedure.
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The open source NNPDF4.0 fitting framework released
with this paper includes all necessary tools to carry out an
automatic scan of hyperparameters, which means it can be
readily used in situations which are very wildly different from
the specific scenario considered in this work, be it in terms of
the experimental data available or the theoretical framework
being considered.

3.4 Performance and quality benchmarks

The new NNPDF fitting framework features a significantly
improved computational performance compared to previous
NNPDF. This improvement is mostly driven by the avail-
ability of the gradient-based optimizers provided by the
TensorFlow library, combined with the dedicated hyper-
parameter optimization and other technical improvements in
key parts of the code. Furthermore, the new fitting frame-
work is able to take advantage of Graphical Processing Units
(GPUs), which, when available, can further improve speed
(although currently setting the same training and validation
split for all replicas is needed for optimal performance).

To quantify the performance of the new fitting code, in
Table 10 we show the average fitting time per replica in PDF
fits based on the NNPDF3.1 and NNPDF4.0 fitting frame-
works. The same global input dataset is used in both cases,
in order to ensure a consistent comparison. In the case of
NNPDF4.0, we compare the performances of running the
code either in CPUs or in GPUs. These benchmark tests
have been carried out on an Intel(R) Core(TM) i7-4770 at
3.40GHz CPU and on a NVIDIA Titan V GPU.

The comparisons in Table 10 show that, while in NNPDF3.1
the typical fitting time per Monte Carlo replica was around
15 hours, in NNPDF4.0 this has been reduced on average
by a factor 24 (down to around 40 minutes) when run-
ning on CPUs, and by a factor of 140 (down to 7 min-
utes) when running on GPUs. This implies that, in the same
time that it takes to run 100 replicas of NNPDF3.1, one can
now run 2400 replicas of NNPDF4.0 or, alternatively, 24
variations (with different datasets or theory settings) of the
same 100 NNPDF4.0 replicas. The enhanced performance of
NNPDF4.0 is essential for the implementation of the hyper-
optimization program: one can only explore thousands of
different hyperparameter configurations if the fits are fast
enough. Furthermore, we note that this significant increase
in speed greatly facilitates several physics applications, from
the αs(m Z ) determination [138] to the simultaneous fits of
PDFs and EFT Wilson coefficients [200,201], which rely on
producing a sufficiently large sample of replicas.

From Table 10 one can also observe that this increase in
speed has as a trade-off a greater RAM memory consumption
by around a factor of four. These demanding requirements
arise because the code needs to hold in memory not only the
FK-tables (as was already the case in NNPDF3.1) but also

the χ2 gradients used for the minimization, which were not
stored before. While this increase in memory may appear
limiting, we note that the FK-tables and the functional form
of the gradient can be shared between Monte Carlo replicas
running simultaneously on the same processor. This makes
it possible to run a large number of replicas in parallel on a
GPU, and is the main reason for the reduction of the average
fit time per replica reported in Table 10.

In addition to the improved computational performance,
the new framework underlying the NNPDF4.0 fits exhibits
other benefits that impact in a positive manner the actual out-
come of the global fit. To illustrate these, Fig. 12 compares
the distribution over replicas of the training lengths, defined
as the optimal stopping point of each replica, between fits
based on the NNPDF3.1 and NNPDF4.0 methodologies for
a common dataset. While the number of iterations of the
two different optimization algorithms are incomparable, it is
interesting to note that the rightmost bin of the distribution
is populated by the replicas whose stopping point is deter-
mined by the maximum number of iterations, rather than by
satisfying the look-back cross-validation stopping condition.
These are thus replicas for which full convergence has not
been reached. The fact that replica training does stop through
cross-validation is what guarantees that the χ2 minimization
is sufficiently accurate to actually determine the optimal fit.

From this comparison one finds that in NNPDF3.1, based
on nodal genetic algorithms, around half of the replicas stop
at the maximum number of generations, while for the SGD-
based NNPDF4.0 fit this fraction is much smaller, around
15%. This observation implies that while in NNPDF3.1 many
replicas might stop before proper training has been achieved,
and may be affected by underlearning, this issue is much
less severe in NNPDF4.0. Indeed, now 85% of the repli-
cas stop when the optimal stopping point has been identi-
fied by the look-back cross-validation algorithm. One can
therefore expect a reduction in the PDF uncertainties thanks
to the new methodology, given that the fraction of replicas
with potential underlearning is markedly reduced, leading to
overall smoother and more similar replicas. We will study in
more detail in Sect. 8 the impact at the PDF level of the new
methodology.

Similar considerations can be drawn from Fig. 13, which
compares scatter plots with the values of χ2

tr and χ2
val for the

Nrep = 100 replicas between fits based on the NNPDF3.1
and NNPDF4.0 methodologies and the same global dataset.
In these plots, the red square indicates the position of the
mean value over the replicas, and a dashed line with unit
slope is added in order to facilitate visualization. Note that
χ2

val is expected to be (on average) somewhat higher than χ2
tr

given that validation data are not used for the optimization.
From this comparison, one can see that the spread in the

values of χ2
tr and χ2

val is reduced when going from NNPDF3.1
to NNPDF4.0. Furthermore, in the latter case there are no
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Table 10 The average fitting time per replica, speed up factor (as com-
pared to the NNPDF3.1 performance), and the RAM requirements in
global PDF fits based on the NNPDF3.1 and NNPDF4.0 frameworks

for the same input dataset. In the NNPDF4.0 case, we compare the
performance obtained on CPUs with that on GPUs

NNPDF3.1 NNPDF4.0 (CPU) NNPDF4.0 (GPU)

Fit timing per replica 15.2 h 38 min 6.6 min

Speed up factor 1 24 140

RAM use 1.5 GB 6.1 GB N/A

Fig. 12 Distribution of training lengths, defined by the optimal stopping point of each replica, in fits to a common global dataset based on the
NNPDF3.1 (left) and NNPDF4.0 (right panel) methodologies

Fig. 13 Comparison of the values of the training and validation χ2 for each replica between the NNPDF3.1 and NNPDF4.0 methodologies, when
fitting a common dataset. The red square indicates the mean value over the replicas
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outliers, while this is not the case in the NNPDF3.1-like fits.
Also, for NNPDF4.0 around one quarter of the replicas have
χ2

val < χ2
tr, which is another indicator of proper training

and stopping. This fraction is smaller in NNPDF3.1, again
possibly signaling underlearning in some replicas.

All in all, the results presented in here indicate that the
methodological improvements introduced in NNPDF4.0 not
only lead to a significant improvement in terms of compu-
tational performance, but also to a more robust procedure
where proper training is achieved for the majority of neural
network replicas.

4 Determination of the baseline dataset

We discuss the selection criteria that we adopt to construct
the NNPDF4.0 baseline dataset from the datasets described in
Sect. 2. This baseline dataset will be used in all of the fits pre-
sented in the sequel. In previous PDF determinations, ad-hoc
dataset selection criteria have often been applied. Here we
strive to use objective criteria, not only for imposing kine-
matic cuts (which is standard), but also in order to select
an optimal dataset for PDF determination out of the global
dataset. We explain, in turn, our choice of kinematic cuts,
our procedure to determine whether a measurement is to be
included in the baseline dataset or not, and our selection of
jet datasets, which deserve a separate treatment due to the
need to choose the optimal observable.

4.1 Kinematic cuts

As in previous NNPDF analyses, kinematic cuts are imposed
to ensure that we include only the data for which reliable pre-
dictions can be computed with fixed-order, pure QCD the-
ory. In NNPDF3.1, see specifically Sect. 2 in [5], all the data
points for which NNLO QCD corrections exceeded the corre-
sponding experimental uncertainties were removed from the
NLO fit. Likewise, all the data points for which electroweak
(EW) corrections exceeded experimental uncertainties were
removed from the NLO and NNLO fits. Additional cuts were
also imposed on individual datasets on the basis of specific
considerations. In the NNPDF4.0 analysis, kinematic cuts
are determined on the ground of similar guiding principles,
which we systematize as follows.

For the NLO fit, we discard datapoints that are subject
to excessively large corrections: specifically, we compute,
for each data point, the ratio between the absolute differ-
ence of the NNLO and NLO predictions to the experimental
uncertainty. If this quantity is smaller than a given threshold
value, the data point is retained in the NLO fit, otherwise it is
discarded. We examined two alternative values of the thresh-
old, 1 and 2 respectively. We concluded that a value of 1 is
unnecessarily aggressive, as it leads to discarding an exces-

sive number of data points from the NLO fit, while a value of
2 ensures that a reasonable number of data points are retained
in the fit with reasonable theoretical accuracy. We therefore
use 2 as our default threshold value. On the other hand, we
do not include in the NNLO fits the data points for which
NNLO theory is not available. This is the case for the W + c
production measurements listed in Table 5. In this case, the
full NNLO corrections to the dominant CKM-diagonal con-
tribution have been recently computed in Ref. [87]. However
the computation of Ref. [87] uses the flavor k⊥ algorithm,
which is not used in the experimental measurement, thus the
NNLO corrections cannot be implemented yet in a PDF fit.

The results of Ref. [16] allow for a more refined analy-
sis of cuts motivated by electroweak effects than what was
possible in NNPDF3.1. We can now evaluate EW and mixed
QCD+EW corrections in a systematic and consistent way
for all hadronic processes included in a PDF fit, by tak-
ing advantage of the recent automation of these compu-
tations in mg5_aMC [124], and using of fast-interpolation
grids with matching accuracy in the electroweak and strong
couplings produced using PineAPPL [16]. We use the
NNPDF3.1QED set [202] for the photon PDF [16]. We then
exclude from the NLO and NNLO fits all data points for
which the difference between the pure NLO QCD calculation
and the full NLO QCD+EW computation (which includes
the mixed corrections) exceeds the size of the experimen-
tal uncertainty. This strategy will also be used to investigate
phenomenological implications of the NNPDF4.0 PDF sets
in Sect. 9.

Additional kinematic cuts are implemented for specific
datasets, as summarized in Table 11. For datasets already
included in NNPDF3.1, these are the same as in that analysis,
see Sect. 2 in [5]. For new datasets, these follow from similar
considerations. We summarize here the motivations. For DIS
measurements the cuts remove the low-energy (Q2) region,
where perturbative QCD becomes unreliable, and the large
invariant mass (W 2) region, where higher-twist corrections
may be non-negligible. We impose a stricter Q2 cut on the
HERA I+II σ c

NC dataset in the NNLO fit if the charm PDF
is fitted in order to minimize the possible impact of miss-
ing NNLO terms related to initial-state charm (see Sect. 2.2
in [5]). For fixed-target DY measurements (specifically for
E866 and E605 σ p) the cuts remove the data points that are
too close to the production threshold, as discussed in Ref. [5],
based on the study of Ref. [203]. To this purpose, we define
τ = m2

��/s and ymax = − 1
2 ln τ , where m�� is the invari-

ant mass of the dilepton pair and
√

s is the center-of-mass
energy of the collision. For collider inclusive gauge boson
production, we impose a cut on the D0 W electron and muon
asymmetry at NNLO because of the difficulty in obtaining
a sufficiently precise theoretical prediction when the mea-
sured asymmetry becomes too close to zero; we exclude the
lowest lepton rapidity bins of all of the LHCb measurements
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Table 11 The set of kinematic cuts applied to the datasets considered
in the NNPDF4.0 PDF determination for the NLO and NNLO fits. The
kinematic cuts used in the LO fit are the same as in the NLO fit. Only
the data points that satisfy the constraints listed in the table are retained.

The cut on the HERA I+II σ c
NC dataset at NNLO is applied, in addition

to the other cuts for DIS measurements, only when the charm PDF is
independently parametrized

Dataset NLO NNLO

DIS measurements W 2 ≥ 12.5 GeV2; Q2 ≥ 3.5 GeV2 W 2 ≥ 12.5 GeV2; Q2 ≥ 3.5 GeV2

HERA I+II σ c
NC (in addition to the above) – Q2 ≥ 8 GeV2 (fitted charm)

E866/E605 σ p τ ≤ 0.08; |y/ymax| ≤ 0.0663 τ ≤ 0.08; |y/ymax| ≤ 0.0663

D0 W electron/muon asymmetry – |A�| ≥ 0.03

ATLAS low-mass DY 7 TeV m�� > 22 GeV –

ATLAS high-mass DY 7 TeV m�� < 210 GeV m�� < 210 GeV

CMS DY 2D 7 TeV 30 ≤ m�� ≤ 200 GeV; |y��| ≤ 2.2 m�� ≤ 200 GeV; |y��| ≤ 2.2

LHCb W, Z → μ 7 TeV – |ημ|/|yμμ̄| ≥ 2.25

ATLAS low-mass DY 2D 8 TeV m�� ≤ 116 GeV m�� ≤ 116 GeV

LHCb W, Z → μ 8 TeV – |ημ|/|yμμ̄| ≥ 2.25

LHCb Z → ee/Z → μμ 13 TeV – |y��| ≥ 2.25

ATLAS W ±+jet 8 TeV pW
T ≥ 25 GeV pW

T ≥ 25 GeV

ATLAS Z pT 8 TeV (pT , m��) pZ
T ≥ 30 GeV pZ

T ≥ 30 GeV

ATLAS Z pT 8 TeV (pT , yZ ) 30 ≤ pZ
T ≤ 150 GeV 30 ≤ pZ

T ≤ 150 GeV

CMS Z pT 8 TeV 30 ≤ pZ
T ≤ 170 GeV; |yZ | ≤ 1.6 30 ≤ pZ

T ≤ 170 GeV; |yZ | ≤ 1.6

CMS incl. jets 8 TeV pjet
T ≥ 74 GeV pjet

T ≥ 74 GeV

from the NNLO fit because, due to rapidity cut on the leptons
(y� > 2) in the last bin the phase space for both leptons to pass
the cut is very small, thus leading to numerical instabilities
in the computation of the NNLO K -factor; and we remove
the large invariant mass bins from the ATLAS low-mass DY
2D 8 TeV measurement in order to avoid overlap with the
corresponding high-mass measurement. For Z pT produc-
tion we follow Ref. [204] and remove the largest rapidity
bins from the CMS Z pT 8 TeV measurement because of
an apparent incompatibility with the corresponding ATLAS
measurement, while fully retaining the latter.

All the remaining cuts displayed in Table 11 are imposed
to remove data points for which pT resummation effects (typ-
ically in the low transverse momentum tail of the various dis-
tributions) or electroweak corrections (typically in the large
transverse momentum or invariant mass tails of the various
distributions) may become large. Finally, on top of the cuts
listed in Table 11 we also apply at NLO a “similarity cut”:
namely, if a datapoint is excluded at NNLO by one of the cuts
in Table 11, then it is also excluded at NLO because the NLO
to NNLO difference is unreliable so this point is potentially
subject to large NNLO corrections.

Kinematic cuts in the LO fit are taken to be the same as in
the NLO fit.

4.2 Baseline dataset

The datasets described in Sect. 2 and the kinematic cuts
described in Sect. 4.1 above define an extended dataset out of
which we determine a maximally consistent baseline dataset.
This baseline dataset is determined through a new weighted-
fit procedure that we introduce here. In this procedure, first
we flag datasets that are problematic either in terms of fit
quality, or because of the stability properties of their covari-
ance matrix. This is done by comparing for each measure-
ment respectively the value of the χ2 or the value of a stabil-
ity indicator to a suitable threshold value. Measurements for
which thresholds are exceeded are then subject to a dedicated
weighted fit. The measurement is then retained or discarded
based on the results of this weighted fit.

Below we will first discuss the issue of stability of covari-
ance matrices and describe the stability indicator that we will
use. We will then perform an appraisal of the full dataset of
Sect. 2 based on our indicators and criteria. We will next
present the weighted fit method, and finally apply it to our
dataset and perform the final dataset selection based on it.

4.2.1 Stability of experimental covariance matrices

Given the high precision of modern collider experiments,
in particular HERA and the LHC, many datasets are now
limited by systematic, rather than statistical, uncertainties.
In these situations, the χ2 of a given dataset often becomes
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extremely sensitive to small differences in the correlation
model assumed for the experimental systematic errors. This
implies that small inaccuracies in the estimate of the exper-
imental correlated systematic uncertainties can potentially
induce spurious disagreements between theory predictions
and experimental data. Such spurious disagreements can
complicate the interpretation of the quality of a PDF fit. A
poor χ2 may be caused solely by an instability of the exper-
imental covariance matrix upon its inversion, rather than by
a genuine tension with the rest of the data in the fit, or by an
inaccuracy in the theory.

In order to quantify the stability of the χ2 with respect to
potential inaccuracies affecting the experimental covariance
matrices, a new metric was derived in Ref. [205]. This metric
has the key property of being independent of any theory pre-
dictions, and thus of the rest of the data in the fit, as it relies
exclusively on the experimental covariance matrix as input.
This property ensures it is independent of the actual fit quality
(the value of the χ2). The metric is derived by studying the
stability of the χ2 given ideally matching theory predictions,
that is, when these are sampled from the same multi-Gaussian
distribution as the experimental data.

Given the often limited information available on the details
of some experimental systematic errors, this metric has to rely
on some assumptions. The first one is that diagonal uncer-
tainties are accurately known, and that potential instabilities
are entirely explained by an imperfect knowledge of the cor-
relations. The second is that the source of inaccuracies can
be traced back to aO(1) number of specific entries in the cor-
relation matrix. An example of the latter assumption would
be an inaccuracy in the estimate of the correlation between
two data bins in opposite kinematic regions.

Under these assumptions, one can decompose [205] the
experimental covariance matrix C as

C = DRD , (4.1)

where D is a diagonal matrix whose entries are the square
roots of the diagonal entries in the covariance matrix, i.e. the
standard deviations, and R is the correlation matrix. If the
smallest eigenvalue of the correlation matrix R is λ0, then
the stability of the χ2 with respect to the inaccuracies of
the experimental correlation model will be quantified by the
condition number

Z = λ
− 1

2
0 . (4.2)

The value of (
√

2Z)−1 can be related to an estimate of the
required precision at which correlations need to be deter-
mined in order to ensure that they affect the χ2 statistic
by less than one standard deviation, that is, by less than
σχ2 = √

2/Ndat when normalized by the number of data
points

For example, a value of Z = 5 of the metric indicates that
correlations must be estimated with an absolute uncertainty
of less than 0.14. This means that if the correlation between
two bins is estimated to be 1.0 while its real value is instead
0.86, one can expect that the χ2 may deviate significantly
from unity (by more than σχ2 ) even if the experimental data
and theory calculations are perfectly consistent.

Therefore, by evaluating the datasets in the global fit with
a relatively large value of the stability metric Z , one can
identify those with a potentially unstable correlation matrix.
If in addition these datasets display a poor fit quality, further
investigation is required since a high value of the χ2 does
not necessarily indicate a genuine tension in the data or a
limitation of the theory calculations, but rather it could arise
from the instability of the experimental covariance matrix.

In the remainder of this section, we will use the stability
metric Z as a diagnostic tool to flag datasets that deserve
further investigation. A regularization procedure in order to
correct a covariance matrix with large Z can also be con-
structed [205]. Such a regularization procedure is not imple-
mented in the default NNPDF4.0 fit, rather it will be imple-
mented in Sect. 8.7 in order to assess the possible impact
on the PDFs of regularizing the covariance matrix for those
datasets characterized by large Z values.

4.2.2 Appraisal and selection criteria

We perform an appraisal of the full dataset discussed in
Sect. 2 with the goal of determining its internal consistency.
Specific measurements could be inconsistent with the rest of
the dataset due to a variety of reasons of theoretical or experi-
mental origin, such as for example large missing higher order
QCD or electroweak corrections, missing systematic uncer-
tainties, or underestimated experimental uncertainties. Our
goal is not to attempt to have a full understanding of the nature
of the inconsistencies, but rather, to single out and exclude
from the baseline inconsistent data based on objective crite-
ria. These data can then be studied separately through dedi-
cated fits.

We start by performing a NNLO fit in which the full
dataset is used. This fit adopts the theory settings discussed
in Sect. 2, it implements the kinematic cuts of Sect. 4.1, and
it is based on the methodology described in Sect. 3. For jet
observables, it is impossible to include simultaneously dijets
and single-inclusive jets because experimental correlations
between them are not available. In this baseline fit, as well as
in our default analysis, we choose to include dijets (and not
single-inclusive jets) at 7 TeV and single-inclusive jet (and
not dijets) at 8 TeV. The motivation for this choice will be
presented in a separate analysis in Sect. 4.3.

We then consider, for each measurement, the following
indicators and apply the following selection criteria:
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• The total χ2 per data point. We single out all the datasets
for which χ2 > 1.5. An excess from the expected unit
value of the χ2 could arise from dataset inconsistencies,
within the dataset or between the dataset and the rest of
the extended dataset, from inaccuracies of the theoretical
computations, from large statistical fluctuations (espe-
cially for datasets with a small number of data points) or
from instabilities of the experimental covariance matrix.

• The number of standard deviations nσ by which the value
of the χ2 per data point differs from the expected unit
value,

nσ ≡ χ2 − 1

σχ2
= χ2 − 1√

2/Ndat
. (4.3)

We single out all the datasets for which |nσ | > 2. In these
cases, the statistical significance of an anomalously large
χ2 might not be explained by a statistical fluctuation.

• The stability metric Z defined in Eq. (4.2). We single out
the datasets with Z > 4. This choice is based on the reg-
ularization studies performed in [205], which find that by
minimally altering the correlation model such that they
fulfill Z = 4, the induced changes in the resulting covari-
ance matrix are very likely within the precision to which
they were determined. The observed differences between
the regularized and unregularized covariance matrices are
5% for the standard deviations and below 0.05 (in abso-
lute units) for the correlation coefficients.

The first estimator flags all situations in which the sig-
nificance of the discrepancy does not depend on the number
of data points, such as for instance a missing higher order
correction that affects all data points. The latter two instead
are sensitive to cases in which there might be issues related
to systematic uncertainties and their correlation, whose sig-
nificance depends on the number of data points.

The number of data points Ndat and the values of the three
estimators outlined above are collected, for each measure-
ment, in Tables 12, 13, 14 and 15. We flag the datasets that
have both χ2 > 1.5 and |nσ | > 2 or |nσ | > 2 and Z > 4.
These datasets will be investigated through the weighted fit
method presented in Sect. 4.2.3 below. The only exception
is the ATLAS isolated photon production measurement at
8 TeV which is discarded given that it is superseded by the
companion measurement at 13 TeV. We do not flag datasets
with χ2 > 1.5 but with |nσ | < 2, nor the datasets with with
Z > 4 but with |nσ | < 2. In the first case the large value of
the χ2 is consistent with a statistical fluctuation. In the sec-
ond case despite its unstable covariance matrix the dataset
can nevertheless be fitted with acceptable fit quality. Datasets
characterized by large Z values will be further investigated
in Sect. 8.7 below, where their impact on the PDFs will be

reassessed by means of a suitable regularization procedure
that reduces their Z value.

The datasets that are flagged according to these criteria
are singled out in Tables 12, 13, 14 and 15 by the presence
of a weight in the penultimate column. These are: NMC
and BCDMS proton structure functions; combined HERA
charm structure function; D0 W electron asymmetry; 7 TeV
ATLAS W, Z central rapidity; 8 TeV ATLAS W rapidity;
7 TeV LHCb W ; 8 TeV LHCb electron asymmetry; 8 TeV
ATLAS lepton+jets top-pair; and 7 TeV ATLAS and CMS
dijet.

These datasets are hence potentially inconsistent, and they
are assessed using the weighted fit method as discussed
below. All other datasets listed in Tables 12, 13, 14 and 15 are
deemed to be consistent and thus included in the NNPDF4.0
baseline.

4.2.3 The weighted fit method

The weighted fit method is based on the idea that in order
to determine whether a specific measurement is inconsistent
with the global dataset one should produce a PDF determi-
nation that provides the best agreement to this dataset. One
may then check whether this best agreement does or does not
lead to the deterioration of the agreement with one or more
of the other data included in the global dataset. This idea was
recently used in Ref. [206] as a means of studying the deter-
mination of standard model parameters, such as the strong
coupling αs(m Z ), from a global PDF fit. Related methods
were previously discussed in Ref. [207].

The way the idea is implemented is by performing a
weighted fit, in which the selected dataset is given a weight
that is large enough for it to carry about the same weight as
the rest of the global dataset. To this goal, the figure of merit
optimized in the fit is modified as

χ2 = 1

Ndat

nexp∑

i=1

N (i)
datχ

2
i −→

χ2 = 1

Ndat − N ( j)
dat

nexp∑

i �= j

N (i)
datχ

2
i + ω( j)χ2

j , (4.4)

where N (i)
dat is the number of data points in the dataset i and

χ2
i is the contribution to the total χ2 from the given dataset.

The value of ω( j) is then chosen as

ω( j) = Ndat/N ( j)
dat . (4.5)

The last column of Tables 12, 13, 14 and 15 lists the values
of ω( j) for the datasets that we have singled out according to
the criteria discussed above. We have explicitly checked that
the choice of the precise value of ω( j) does not change the
general conclusions, by repeating several weighted fits with
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Table 12 The DIS datasets in
the NNPDF4.0 fit to the
extended dataset. For each
dataset we show the number of
data points, the χ2 per data
point, the corresponding number
of standard deviations nσ and
the stability metric Z , and the
value of the weight ω used in the
definition of the weighted fit χ2

in Eq. (4.4). In the last column,
we also indicate whether this
dataset is retained in the
NNPDF4.0 baseline dataset

Dataset Ndat χ2 nσ Z ω Decision

NMC Fd
2 /F p

2 121 0.87 −1.02 1.098 –

NMC σNC,p 204 1.53 +5.33 2.743 23 Retain

SLAC F p
2 33 0.96 −0.16 1.731 –

SLAC Fd
2 34 0.62 −1.55 1.566 –

BCDMS F p
2 333 1.42 +5.42 4.456 14 Retain

BCDMS Fd
2 248 1.01 +0.13 3.468 –

CHORUS σν
CC 416 0.95 −0.66 4.132 –

CHORUS σ ν̄
CC 416 0.87 −1.85 2.073 –

NuTeV σν
CC (dimuon) 39 0.35 −2.88 1.092 –

NuTeV σ ν̄
CC (dimuon) 37 0.58 −1.80 1.043 –

HERA I+II σ
p

NC e− 159 1.40 +3.54 1.647 –

HERA I+II σ
p

NC e+ (460 GeV) 204 1.08 +0.78 1.739 –

HERA I+II σ
p

NC e+ (575 GeV) 254 0.90 −1.11 1.639 –

HERA I+II σ
p

NC e+ (820 GeV) 70 1.11 +0.62 2.004 –

HERA I+II σ
p

NC e+ (920 GeV) 377 1.30 +4.06 1.845 –

HERA I+II σ
p

CC e+ 42 1.27 +1.23 1.165 –

HERA I+II σ
p

CC e− 39 1.23 +1.01 1.101 –

HERA I+II σ c
NC 37 2.03 +4.45 1.629 127 Retain

HERA I+II σ b
NC 26 1.43 +1.56 1.299 –

Table 13 Same as Table 12 for
fixed-target DY data

Dataset Ndat χ2 nσ Z ω Decision

E866 σ p (NuSea) 89 1.60 +3.95 1.789 53 Retain

E866 σ d/2σ p (NuSea) 18 0.53 −1.30 1.428 –

E605 σ p 85 0.45 −3.56 1.627 –

E906 σ d/2σ p (SeaQuest) 6 0.87 −0.22 1.963 –

two more choices of ω( j), namely, twice or half the default
value defined by Eq. (4.5).

The possible outcomes of a weighted fit, and the corre-
sponding conclusions on dataset compatibility, are the fol-
lowing:

• The value of χ2
j does not improve significantly while

the χ2
i of the rest of the datasets remain essentially unaf-

fected. In this case we conclude that the dataset j exhibits
internal inconsistencies that however do not distort the
global fit. We keep dataset j in the baseline.

• The value of χ2
j does not improve significantly and the χ2

i
of several of other datasets, including those belonging to
the same process type of dataset j , worsen significantly.
In this case we conclude that the internal inconsisten-
cies of the given dataset distort the global fit. We remove
dataset j from the baseline.

• The value of χ2
j improves significantly and the χ2

i of the
rest of the dataset is unchanged within statistical fluctua-
tions. In this case we conclude that the dataset j was not

fitted properly because it carries a small weight in the fit.
We keep dataset j in the baseline.

• The value of χ2
j improves significantly but the χ2

i of
several of other datasets, including those belonging to the
same process type of dataset j , worsen significantly. In
this case we conclude that the given dataset is inconsistent
with the global dataset. We remove dataset j from the
baseline.

The appraisal, to be presented in Sect. 4.2.4 below, must
be done on a case-by-case basis, as there are several factors,
rather than a single figure of merit, that determine whether or
not the fit quality to other datasets worsens significantly, such
as, for instance, whether the χ2 that worsens corresponds to
data from the same process type or sensitive to the same PDF,
whether there are known issues related to missing higher
order or resummation corrections, etc. In all cases which are
not clear-cut, we keep the dataset under consideration.
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Table 14 Same as Table 12 for
collider (Tevatron, top, and
LHC, bottom) inclusive gauge
boson production data

Dataset Ndat χ2 nσ Z ω Decision

CDF Z differential 29 1.23 +0.87 5.966 –

D0 Z differential 28 0.65 −1.31 1.000 –

D0 W electron asymmetry 11 3.54 +5.97 1.939 429 Remove

D0 W muon asymmetry 9 1.64 +1.35 1.402 –

ATLAS low-mass DY 7 TeV 6 0.89 −0.18 3.696 –

ATLAS high-mass DY 7 TeV 5 1.67 +1.06 3.110 –

ATLAS W, Z 7 TeV (L = 35 pb−1) 30 0.94 −0.24 3.451 –

ATLAS W, Z 7 TeV (L = 4.6 fb−1) central 46 1.86 +4.13 9.013 102 Retain

ATLAS W, Z 7 TeV (L = 4.6 fb−1) forward 15 1.04 +0.10 2.838 –

CMS W electron asymmetry 7 TeV 11 0.97 −0.07 1.061 –

CMS W muon asymmetry 7 TeV 11 1.69 +1.61 1.246 –

CMS DY 2D 7 TeV 110 1.34 +2.50 8.785 –

LHCb Z → ee 7 TeV 17 1.25 +0.72 1.436 –

LHCb W, Z → μ 7 TeV 29 2.32 +5.04 2.890 162 Retain

ATLAS W 8 TeV 22 3.50 +8.29 11.28 214 Remove

ATLAS low-mass DY 2D 8 TeV 60 1.26 +1.42 1.120 –

ATLAS high-mass DY 2D 8 TeV 48 1.11 +0.53 2.568 –

CMS W rapidity 8 TeV 22 1.20 +0.65 13.51 –

LHCb Z → ee 8 TeV 17 1.25 +0.72 1.436 –

LHCb W, Z → μ 8 TeV 30 1.39 +1.51 2.542 –

LHCb W → e 8 TeV 8 2.61 +3.22 1.005 590 Remove

ATLAS σ tot
W,Z 13 TeV 3 0.97 −0.03 4.961 –

LHCb Z → ee 13 TeV 16 0.94 −0.16 2.354 –

LHCb Z → μμ 13 TeV 15 1.66 +1.80 1.608 –

4.2.4 Appraisal and selection

Table 16 reports the values of the χ2 obtained in the weighted
fits for both the weighted dataset and for the rest of the
datasets in the fit, grouped by process. In the latter, the χ2

includes the contribution coming from the weighted dataset
(if the weighted dataset belongs to the process), but with
ω(i) = 1 in Eq. (4.4). For ease of reference, we also repro-
duce (in parenthesis) the values of the χ2 in the unweighted fit
originally used to assess each dataset, as given in Tables 12,
13, 14 and 15.

Based on Table 16, we reach to the following conclusions,
which are also summarized in the last column of Tables 12,
13, 14 and 15.

• NMC σ NC,p. The χ2 of this dataset improves from 1.53
to 1.28. The χ2 of the other datasets and the total χ2 fluc-
tuate only marginally. These results are consistent with
those reported in [208–210] and confirm that this dataset
is internally inconsistent. Because such an inconsistency
does not alter the global fit significantly, we keep this
dataset in the baseline.

• BCDMS F p
2 . The χ2 of this dataset improves from 1.42

to 1.05. The total χ2 worsens, however this worsening is
moderate and it does not seem to come from any specific
process. These results confirm a mild inconsistency of
this dataset with the rest of the datasets in the fit, which
however does not appear to be significant enough to jus-
tify its removal from the fit. We thus keep this dataset in
the baseline.

• HERA I+II σ c
NC. The χ2 of this dataset improves from

2.03 to 1.37, but the agreement with all the other HERA
data, driven by the inclusive structure function measure-
ments, deteriorates, with a χ2 increase from 1.20 to
1.45. The χ2 of all of the other datasets fluctuate only
marginally. We therefore conclude that this dataset is
in tension with the small-x HERA inclusive structure
function, as also observed in the CT18 and MSHT20
analyses [143,144]. This tension will possibly be alle-
viated once small-x resummation effects are accounted
for [211], though only a resummed PDF determination
could tell whether this is the case or not. Nevertheless the
PDFs in the global fit remain unchanged if the dataset is
removed. Furthermore, this dataset is required in order
to stabilize the charm PDF, especially in a DIS-only fit,
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Table 15 Same as Table 12 for
other LHC processes (listed in
Table 5)

Dataset Ndat χ2 nσ Z ω Decision

ATLAS W ++jet 8 TeV 15 0.76 −0.65 4.020 –

ATLAS W −+jet 8 TeV 15 1.50 +1.36 5.679 –

ATLAS Z pT 8 TeV (pT , m��) 44 0.91 −0.42 3.325 –

ATLAS Z pT 8 TeV (pT , yZ ) 48 0.89 −0.52 8.815 –

CMS Z pT 8 TeV 28 1.38 +1.41 9.521 –

CMS σ tot
t t 5 TeV 1 0.42 −0.41 1.000 –

ATLAS σ tot
t t 7 TeV 1 3.66 +1.88 1.000 –

CMS σ tot
t t 7 TeV 1 0.58 −0.30 1.000 –

ATLAS σ tot
t t 8 TeV 1 0.03 −0.71 1.000 –

CMS σ tot
t t 8 TeV 1 0.07 −0.66 1.000 –

ATLAS σ tot
t t 13 TeV (L=139 fb−1) 1 0.33 −0.47 1.000 –

CMS σ tot
t t 13 TeV 1 0.13 −0.61 1.000 –

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dpt
T ) 7 4.11 +5.82 5.165 674 Remove

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt ) 4 3.61 +3.69 1.653 1180 Retain

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) 4 3.81 +3.97 2.185 1180 Retain

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dmtt̄ ) 6 1.86 +1.50 8.070 786 Remove

ATLAS t t̄ 2� 8 TeV (1/σdσ/dyt t̄ ) 5 1.53 +0.84 1.907 –

CMS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) 9 1.35 +0.74 1.628 –

CMS t t̄ 2D 2� 8 TeV (1/σdσ/dyt dmtt̄ ) 16 0.93 −0.19 2.908 –

CMS t t̄ �+jet 13 TeV (dσ/dyt ) 10 0.53 −1.05 5.163 –

CMS t t̄ 2� 13 TeV (dσ/dyt ) 11 0.69 −0.72 7.486 –

ATLAS incl. jets 8 TeV, R=0.6 171 0.71 −2.68 5.476 –

CMS incl. jets 8 TeV 185 1.20 +1.96 6.273 –

ATLAS dijets 7 TeV, R=0.6 90 2.16 +7.76 9.936 52 Retain

CMS dijets 7 TeV 54 1.85 +4.42 4.695 87 Retain

ATLAS isolated γ prod. 8 TeV 49 2.03 +5.09 7.277 – Remove

ATLAS isolated γ prod. 13 TeV 53 0.75 −1.31 1.304 –

ATLAS single t Rt 7 TeV 1 0.40 −0.42 1.000 –

CMS single t σt + σt̄ 7 TeV 1 0.71 −0.20 1.000 –

CMS single t Rt 8 TeV 1 0.13 −0.61 1.000 –

ATLAS single t Rt 13 TeV 1 0.04 −0.68 1.000 –

CMS single t Rt 13 TeV 1 0.31 −0.49 1.000 –

ATLAS single t 7 TeV (1/σdσ/dyt ) 3 0.95 −0.06 1.281 –

ATLAS single t 7 TeV (1/σdσ/dyt̄ ) 3 0.06 −1.15 1.385 –

ATLAS single t 8 TeV (1/σdσ/dyt ) 3 0.25 −0.92 1.197 –

ATLAS single t 8 TeV (1/σdσ/dyt̄ ) 3 0.19 −0.99 1.230 –

as we will discuss in Sect. 7. For these reasons we keep
the measurement in the baseline.

• E866 σ p (NuSea). The χ2 of this dataset improves from
1.59 to 0.90. The χ2 of inclusive gauge boson production
deteriorates somewhat, from 1.48 to 1.65. A possible rea-
son for this is the lack of large-x resummation in the treat-
ment of the theoretical predictions for this dataset [203].
Mild inconsistency of this experiment with NMC was
argued in Ref. [212]. Nevertheless, the fit quality of this
dataset in the original unweighted fit is only marginally

above our selection criteria, and the deterioration of the
global χ2 is also marginal. We keep it in the baseline.

• D0 W electron asymmetry. The χ2 of this dataset
improves from 3.54 to 1.94, a value that remains sub-
optimal. The χ2 of all of the other datasets, in particular
of those belonging to the same process (including the D0
W muon asymmetry), deteriorates very significantly. The
dataset is surely inconsistent, though perhaps the incon-
sistency can be traced to a single data point. We discard
the dataset from the baseline.
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• ATLAS W, Z 7 TeV (L = 4.6 fb−1) (central rapidity
range). The χ2 of this dataset improves from 1.86 to 1.23
while the overall χ2 of collider gauge boson production
data deteriorates slightly, from 1.48 to 1.60. However,
this deterioration is very moderate, and furthermore, as
we will show in Sect. 8, a small amount of regulariza-
tion of experimental correlations significantly improve
the description of the dataset while leaving the PDFs
unchanged. There is thus no evidence that this dataset
is inconsistent, and we keep it in the baseline.

• LHCb Z → ee 7 TeV. The χ2 of this dataset improves
from 2.32 to 0.77. At the same time the χ2 of all collider
gauge boson production data deteriorates slightly from
1.48 to 1.65. Given the moderate amount of deterioration
it is unclear that this dataset is inconsistent and we keep
it in the baseline.

• ATLAS W 8 TeV. The χ2 of this dataset improves from
3.50 to 1.11 but the description of the other datasets,
except top pair production, deteriorates quite signifi-
cantly. As in the case of the companion measurement at
7 TeV, given the large value of Z , we will investigate in
Sect. 8 whether the description of this experiment could
be improved by regularization of its covariance matrix.
However, in unregularized form it is inconsistent and we
discard the measurement from the baseline.

• LHCb W → e 8 TeV. The χ2 of this dataset improves
from 2.61 to 0.19, while the χ2 for all of the inclusive
gauge boson production measurements (including other
LHCb data) deteriorates significantly from 1.48 to 1.79.
We discard the dataset from the baseline.

• ATLAS t t̄ �+jets 8 TeV. Here we have four differ-
ent observables, that behave somewhat differently upon
being given large weight. The χ2 of any of these distri-
butions significantly improves when given large weight.
For the top transverse momentum and top pair invariant
mass distributions this improvement is accompanied by
a rather significant deterioration of the global fit quality,
in which the agreement with all other datasets is spoiled
by a greater or lesser extent. In the case of the top and
top pair rapidity distributions the global fit quality is very
similar and only the description of jets deteriorates mod-
erately. This is consistent with the results of previous
studies by NNPDF [154,170], suggesting that the rapid-
ity distributions, despite being described less well than in
NNPDF3.1 [5], remain largely compatible with the rest
of the dataset. It is also consistent with previous stud-
ies concluding that the simultaneous description of all
of the ATLAS 8 TeV top distributions is problematic,
possibly also because of ill-defined correlations within
individual distributions and between different distribu-
tions [152,154], and indeed other recent PDF determina-
tions [143,144] include only a pair out of the four dis-
tributions (though their choice of pair differs from our

own). We thus keep the two rapidity distributions (yt and
yt t̄ ) and discard the transverse momentum and invariant
mass distributions from the baseline.

• ATLAS and CMS dijet 7 TeV. The χ2 of these datasets
improves from 2.16 to 1.84 and from 1.85 to 1.34, respec-
tively, while the global fit quality is very similar and only
the description of the top pair data deteriorates mod-
erately. We accordingly keep these two datasets in the
baseline. The reason why the improvement of the χ2 is
moderate is likely related to the large value of the stabil-
ity metric Z , rather than to internal inconsistencies. Also
in this case we will investigate the effect of regularizing
the covariance matrix in Sect. 8, where we will show that
upon regularization the χ2 becomes close to unity but the
PDFs are essentially unaffected.

Inspection of the PDFs resulting from the weighted fits can
provide additional guidance in assessing consistency. This
information is used to support, dataset by dataset, the con-
clusions summarized above. As an example we display the
gluon and antidown PDFs in Fig. 14. The PDFs are shown at
the input scale Q0 = 1.65 GeV as a function of x in linear
scale for the unweighted fit and for two weighted fits, specifi-
cally those in which the ATLAS W, Z 7 TeV (L = 4.6 fb−1)
(central) and the ATLAS t t̄ �+jets 8 TeV datasets are assigned
large weight. It is clear that for the ATLAS t t̄ �+jets 8 TeV
(1/σdσ/dpt

T ) data, which are considered inconsistent based
on the χ2 analysis, the PDFs in the weighted fit display a
significant inflation of PDF uncertainties and an unnatural
distortion of the overall PDF shape, including an unphysical
valence-like structure of the antidown PDF. Conversely, for
the ATLAS W, Z 7 TeV (L = 4.6 fb−1) (central) data, which
are considered consistent, the PDFs in the weighted fit have
the same shape as the default and only moderately inflated
uncertainties. A systematic analysis for all of the weighted
fits shows that the behavior of the best fit PDFs confirms the
conclusion of the χ2 analysis.

4.3 Choice of jet datasets

As discussed in Sect. 2.2.7, in NNPDF4.0 we consider both
single-inclusive jet and dijet production datasets. However
the two observables cannot be included simultaneously in
the fit because full knowledge of experimental correlations
is not available. This also means that we cannot assess their
inclusion in the dataset based on weighted fits.

We therefore select the optimal set of jet observables by
repeating the analysis carried out in [9]. Specifically, we start
from a fit based on the baseline dataset identified above from
which we remove all jet measurements. We then compare
it to a series of NNLO fits that include, one at a time, the
single-inclusive jet or dijet datasets discussed in Sect. 2.2.7,
with the theory settings discussed there. The decorrelation
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Fig. 14 The gluon (left) and antidown (right) PDFs at Q = 1.65 GeV at large x , for the unweighted fit and the weighted fits in which the ATLAS
W, Z 7 TeV (L = 4.6 fb−1) (central) and the ATLAS t t̄ �+jets 8 TeV datasets are assigned large weight

model recommended in [88] is used in the case of the ATLAS
8 TeV single-inclusive jet measurement, while systematic
uncertainties are decorrelated across rapidity bins in the case
of the ATLAS 7 TeV single-inclusive jet measurement.

In Table 17 we report the values of the χ2 for all of these
fits. Values are shown for all the data grouped by process type
and for all single-inclusive jet and dijet data, for both those
that are and those that are not included in each fit. The values
corresponding to the datasets that are not included in each fit
are indicated in square brackets. In Fig. 15 we compare the
gluon PDF from all the fits, separately for those that include
single-inclusive jet or dijet data, at a scale Q = 100 GeV.
The gluon PDF is normalized to the fit that does not include
any jet data. We have explicitly checked that all other PDFs
are unaffected by the inclusion of jet data.

Inspection of Table 17 and of Fig. 15 leads to the following
conclusions.

• All of the 7 TeV data have a rather moderate impact and
the global fit quality is essentially unchanged in com-
parison to the baseline. There is a moderate pull on the
large-x gluon, consistent between ATLAS and CMS and
between single-inclusive jets and dijets, and also consis-
tent with the baseline within uncertainties.

• The 8 TeV single-inclusive jet data have a moderate pull
on the large-x gluon, consistent between ATLAS and
CMS, and consistent within uncertainties with the base-
line. This pull is in qualitative agreement with but slightly
stronger than that of the 7 TeV jet data. The fit quality to
all the other data in the global fit is essentially unchanged.

• The only available 8 TeV dijet measurement, from CMS,
has a strong pull on the gluon, leading to a result which
deviates by about two sigma from the baseline, though
the pull is perhaps similar in shape to that of the single-

inclusive 8 TeV jet data. The global fit quality deterio-
rates, but the deterioration is not due to hadron collider
data that are sensitive to the gluon, like top and Z pT ,
whose description actually improves, but rather to DIS
and DY data.

In general, the 8 TeV ATLAS and CMS single-inclusive
jet measurements and the 7 TeV ATLAS and CMS dijet mea-
surements have a very similar effect on the gluon PDF for
x � 0.2; dijet datasets seem to suppress the gluon PDF at
slightly more moderate value of x than their single-inclusive
jet counterparts. This does not seem to affect the description
of the rest of the datasets included in the fits.

However, whereas all jet data are broadly consistent with
each other, the CMS 8 TeV dijet data are somewhat prob-
lematic, as they lead to a gluon that is in disagreement with
the baseline in the region around x ∼ 0.3 and to a visible
deterioration in global fit quality. This measurement is pecu-
liar in that it is the only one which is associated to a triple-
differential distribution, it leads to the largest reduction of
PDF uncertainty, and it is possibly the one that carries most
of the experimental information among all of jet measure-
ments. The fact that no corresponding ATLAS measurement
is available, and that the global χ2 deteriorates noticeably
in comparison to all of the other fits, leads us to conclude
that it is more conservative to include the companion single-
inclusive jet data in the baseline. For 8 TeV data we thus
include in the baseline the single-inclusive jet measurements.

Given the fact that dijet data are preferred on theoreti-
cal grounds [9,137,213] we include the 7 TeV dijet mea-
surements in the baseline. We will investigate the effect of
replacing the 7 TeV ATLAS and CMS dijet measurements
with their single-inclusive jet counterparts in Sect. 7.3.3.
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Fig. 15 The gluon PDF, at Q = 100 GeV, for some of the fits of Table 17: the baseline variant with no jets, and the fits with each of the
single-inclusive jet data (left) or each of the dijet data (right). Results are shown normalized to the central value of the no jets variant

5 The NNPDF4.0 parton set

We now present the main result of this work: the NNPDF4.0
parton set. We first discuss fit quality, then present the PDFs,
and finally show a comparison of the quality of the fit to
a selection of fitted data for a variety of different fits. The
NNPDF4.0 PDFs presented here are determined from the
baseline dataset of Sect. 4 with the methodology of Sect. 3.
We use αs(m Z ) = 0.118 at all perturbative orders. All PDF
sets are Monte Carlo ensembles of 100 replicas, except in the
case of the NNLO NNPDF4.0 baseline, which is a set of 1000
replicas. Additional comparisons, beyond those reported in
this section, can be obtained by the reader using the open
source NNPDF software framework described in [31], and
summarized in Appendix A. For all PDF determinations
presented below a last iteration has been performed, in
which both the range of the preprocessing exponents (see
Sect. 3.1.1) and the t0 covariance matrix (recall Sect. 3.2)
have been recomputed, and it has been checked explicitly
that the results for PDFs are unchanged: this ensures that
iterative procedures have achieved convergence.

5.1 Fit quality

Table 18 presents an overview of the fit quality for the LO,
NLO and NNLO NNPDF4.0 baseline fits. As in previous
NNPDF releases, χ2 values are obtained using the published
experimental covariance matrix; this is thus not the figure of
merit that is minimized in the fit, which is the χ2 computed
using the t0 covariance matrix (see Ref. [14], specifically
Table 9, for a discussion of this issue). The χ2 values that
were reported for NNLO PDFs in the NNPDF3.1 analysis of
Ref. [5] are also given for comparison.

Datasets are grouped by process type: fixed-target DIS,
NC and CC; collider DIS, NC and CC; fixed-target DY; inclu-
sive gauge boson production, separately for the Tevatron and

the LHC; LHC gauge boson production with additional jets
(including Z pT and W +jets); LHC single-inclusive jet and
dijet production (for NNPDF3.1 this also includes Tevatron
single-inclusive jet production); LHC top pair production;
LHC direct photon production; and LHC single top produc-
tion. The number of data points included in each fit is indi-
cated in parentheses, and χ2 values are provided only for
fitted data. A detailed assessment of the compatibility of the
NNPDF3.1 PDFs with the full NNPDF4.0 dataset will be
presented in Sect. 6.2 below. A graphical representation of
the NLO and NNLO values of Table 18 is provided in Fig. 16.

First, one can observe how fit quality markedly improves
with perturbative order: the χ2 decreases from 3.35 at LO
to 1.24 at NLO and 1.16 at NNLO. The significant improve-
ment in fit quality from NLO to NNLO was already reported
in NNPDF3.1 (see specifically Sect. 3.2 in [5]) and it is
chiefly due to the large number of high-precision LHC data,
for which the χ2 improves most: specifically gauge boson
and top pair production. Fit quality is generally good: specif-
ically, both the value of χ2 and the value of nσ Eq. (4.3) cor-
responding to the global fit are similar to those of other recent
global PDF determinations CT18 [143] and MSHT20 [144],
despite the fact that this PDF determination includes a larger
number of datapoints and of different processes. Of course,
comparison of χ2 values between different PDF sets should
be taken with care, given differences in dataset and theory
settings: the recent PDF4LHC study [214,215] has shown
that fit quality in NNPDF3.1 is similar to that of CT18 and
MSHT20. The largest χ2 value (χ2 = 1.37) is found for
LHC inclusive gauge boson production, which has by far the
highest precision. The opposite extreme is single top datasets,
which have relatively low precision and a very low χ2 value.

The quality of the NNLO NNPDF4.0 fit is comparable to
that of its NNPDF3.1 counterpart. This is especially remark-
able in view of the substantial extension of the dataset from
NNPDF3.1 to NNPDF4.0. A comparative analysis of the
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Table 18 Overview of χ2 value by process type for the LO, NLO, and NNLO NNPDF4.0 baseline fits; NNLO NNPDF3.1 is also shown for
comparison

Dataset NNPDF4.0 NNPDF3.1

LO NLO NNLO NNLO

DIS NC (fixed-target) 3.63 (973) 1.40 (973) 1.26 (973) 1.21 (973)

DIS CC (fixed-target) 1.87 (907) 0.87 (907) 0.86 (908) 1.08 (908)

DIS NC (collider) 2.26 (930) 1.18 (980) 1.19 (1127) 1.15 (1130)

DIS CC (collider) 2.48 (81) 1.30 (81) 1.28 (81) 1.18 (81)

Drell–Yan (fixed-target) 0.74 (195) 0.87 (195) 1.00 (195) 1.25 (189)

Tevatron W, Z production (inclusive) 2.11 (64) 1.18 (64) 1.09 (65) 1.29 (74)

LHC W, Z production (inclusive) 7.44 (437) 1.53 (437) 1.37 (483) 1.37 (314)

LHC W, Z production (pT and jets) 4.17 (37) 1.72 (153) 0.98 (150) 1.00 (120)

LHC top-quark pair production 13.4 (66) 1.84 (66) 1.21 (66) 1.08 (19)

LHC jet production 1.95 (500) 1.02 (500) 1.26 (500) 0.94 (470)

LHC isolated γ production 9.95 (53) 0.57 (53) 0.77 (53) –

LHC single t production 0.82 (17) 0.36 (17) 0.36 (17) –

Total 3.35 (4260) 1.24 (4426) 1.16 (4618) 1.15 (4285)

Table 19 Values of the χ2 for
each individual experiment
included in the NNPDF4.0 PDF
determination at LO, NLO, and
NNLO; NNPDF3.1 NNLO is
also shown for comparison. A
dash denotes that the dataset
was not included in the specific
determination

Dataset NNPDF4.0 NNPDF3.1

LO NLO NNLO NNLO

NMC Fd
2 /F p

2 0.93 (121) 0.87 (121) 0.87 (121) 0.94 (121)

NMC σNC,p 6.60 (204) 1.82 (204) 1.56 (204) 1.51 (204)

SLAC F p
2 4.87 (33) 1.67 (33) 0.95 (33) 0.81 (33)

SLAC Fd
2 2.00 (34) 1.01 (34) 0.63 (34) 0.71 (34)

BCDMS F p
2 3.88 (333) 1.52 (333) 1.41 (333) 1.28 (333)

BCDMS Fd
2 1.76 (248) 1.02 (248) 1.01 (248) 1.11 (248)

CHORUS σν
CC 1.26 (416) 0.96 (416) 0.96 (416) 1.12 (416)

CHORUS σ ν̄
CC 1.60 (416) 0.90 (416) 0.87 (416) 1.06 (416)

NuTeV σν
CC (dimuon) 5.54 (39) 0.24 (39) 0.35 (39) 0.60 (39)

NuTeV σ ν̄
CC (dimuon) 12.0 (36) 0.43 (36) 0.56 (37) 1.06 (37)

HERA I+II σ
p

NC,CC 2.29 (1011) 1.18 (1011) 1.17 (1145) 1.16 (1145)

HERA I+II σ c
NC – 2.04 (24) 2.03 (37) 1.45 (37)

HERA I+II σ b
NC – 1.38 (26) 1.43 (26) 1.11 (29)

impact of different data and an assessment of the role played
by the methodology will be respectively presented in Sect. 7
and Sect. 8 below. Specifically, we will see that a NNLO fit
to the NNPDF3.1-like dataset (see Sect. 7.1.1 below) leads
to χ2 = 1.145 if NNPDF4.0 methodology is used, while
the significantly worse value χ2 = 1.186 is found using
NNPDF3.1 methodology.

In Tables 19, 20, 21 and 22 we provide the details of the χ2

value for each dataset included in each PDF determination.
We make the following observations.

• The impact of NNLO QCD corrections is apparent for
several of the LHC datasets, in particular for Z pT and top

pair production, whose χ2 improves significantly when
moving from NLO to NNLO.

• Fit quality at NNLO is good and uniform across differ-
ent datasets, with variations compatible with statistical
fluctuations.

• A good description of the inclusive gauge boson produc-
tion data is achieved, irrespective of the kinematic region
probed by specific datasets, despite their extremely high
precision.

• Measurements with poor fit quality are those already sin-
gled out in Sect. 4 that have been retained for the rea-
sons explained there: specifically the combined HERA
charm cross section, the D0 muon asymmetry, the LHC
W, Z → μ 7 TeV rapidity distributions and the ATLAS

123



428 Page 40 of 119 Eur. Phys. J. C (2022) 82 :428

Fig. 16 Graphical
representation of the results of
Table 18, comparing the χ2 of
the NNPDF4.0 NLO and NNLO
baseline fits

Table 20 Same as Table 19 for
fixed-target DY datasets

Dataset NNPDF4.0 NNPDF3.1

LO NLO NNLO NNLO

E866 σ d/2σ p (NuSea) 0.68 (15) 0.60 (15) 0.49 (15) 0.41 (15)

E866 σ p (NuSea) 1.14 (89) 1.30 (89) 1.60 (89) 1.43 (89)

E605 σ p 0.35 (85) 0.43 (85) 0.46 (85) 1.21 (85)

E906 σ d/2σ p (SeaQuest) 0.55 (6) 1.28 (6) 0.93 (6) —

top pair 8 TeV rapidity distributions in the lepton+jet
final state and 7 TeV total cross-section. For some of
these, fit quality is somewhat worse in NNPDF4.0 than
NNPDF3.1, due to the larger number of competing
datasets included in the NNPDF4.0 determination. We
have checked explicitly that if we exclude in turn exper-
iments with the worse fit quality, and we combine the
ensuing replicas into a single set, we obtain results that
are compatible within statistical fluctuations with those
of the default global fit.

5.2 Parton distributions

We now examine the baseline NNPDF4.0 parton distribu-
tions. We first show the full set of PDFs, compared to their
NNPDF3.1 predecessors. We then discuss sources of theoret-
ical uncertainties: the dependence on the perturbative order

and on the value of the strong coupling. We finally compare
the NNLO NNPDF4.0 baseline PDFs to CT18 [143] and
MSHT20 [144]. A further comparison with these PDF sets
in terms of phenomenology, i.e. specifically for parton lumi-
nosities and theoretical predictions for LHC observables, will
be presented in Sect. 9.

5.2.1 Comparison to NNPDF3.1

The full set of NNLO NNPDF4.0 and NNPDF3.1 PDFs are
shown in Fig. 17, and the associated relative one-sigma uncer-
tainties are displayed in Fig. 18. Specifically, we show the
up, antiup, down, antidown, strange, antistrange, charm and
gluon PDFs as a function of x at Q = 100 GeV. Results are
normalized to the NNPDF4.0 central value.

There is remarkable consistency between the new
NNPDF4.0 PDF set and the previous NNPDF3.1 analysis.
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Fig. 17 The full set of NNLO NNPDF4.0 PDFs: the up, antiup, down, antidown, strange, antistrange, charm and gluon PDFs at Q = 100 GeV,
compared to NNPDF3.1. Results are normalized to the central NNPDF4.0 value. Solid and dashed bands correspond to 68% c. l. and one-sigma
uncertainties, respectively
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Fig. 18 Same as Fig. 17 but for one-sigma relative uncertainties
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Table 21 Same as Table 19 for
inclusive gauge boson
production datasets

Dataset NNPDF4.0 NNPDF3.1

LO NLO NNLO NNLO

CDF Z differential 2.52 (28) 1.27 (28) 1.28 (28) 1.48 (29)

D0 Z differential 1.35 (28) 0.69 (28) 0.64 (28) 0.60 (28)

D0 W electron asymmetry – – – 2.71 (8)

D0 W muon asymmetry 3.31 (8) 2.58 (8) 1.91 (9) 1.56 (9)

ATLAS low-mass DY 7 TeV 4.14 (4) 0.70 (4) 0.88 (6) 0.90 (6)

ATLAS high-mass DY 7 TeV 4.29 (5) 1.82 (5) 1.68 (5) 1.54 (5)

ATLAS W, Z 7 TeV (L = 35 pb−1) 3.92 (30) 1.09 (30) 0.98 (30) 0.96 (30)

ATLAS W, Z 7 TeV (L = 4.6 fb−1) 17.2 (53) 2.91 (53) 1.67 (61) 2.14 (34)

CMS W electron asymmetry 7 TeV 2.50 (11) 0.92 (11) 0.84 (11) 0.78 (11)

CMS W muon asymmetry 7 TeV 2.10 (11) 1.98 (11) 1.70 (11) 1.75 (11)

CMS DY 2D 7 TeV 4.08 (88) 1.31 (88) 1.36 (110) 1.27 (110)

LHCb Z → ee 7 TeV 3.38 (9) 1.47 (9) 1.65 (9) 1.48 (9)

LHCb W, Z → μ 7 TeV 5.38 (29) 1.59 (29) 1.97 (29) 1.76 (29)

ATLAS low-mass DY 2D 8 TeV 19.4 (47) 1.37 (47) 1.22 (60) –

ATLAS high-mass DY 2D 8 TeV 5.25 (48) 1.53 (48) 1.11 (48) –

CMS W rapidity 8 TeV 3.86 (22) 0.93 (22) 1.38 (22) 1.00 (22)

LHCb Z → ee 8 TeV 6.97 (17) 1.64 (17) 1.33 (17) 1.14 (17)

LHCb W, Z → μ 8 TeV 5.37 (29) 1.06 (29) 1.42 (30) 1.37 (30)

ATLAS σ tot
W,Z 13 TeV 2.69 (3) 0.26 (3) 0.80 (3) –

LHCb Z → ee 13 TeV 2.36 (15) 1.70 (15) 1.72 (15) –

LHCb Z → μμ 13 TeV 2.85 (16) 1.17 (16) 0.99 (16) –

The only noticeable differences appear in the strange and
antistrange PDFs and in the gluon. As we shall show in
Sect. 7.1, in the former case this is mainly due to the inclu-
sion of NNLO corrections in the treatment of the NuTeV data
(see Sect. 2.1): indeed, this same effect was already observed
in a recent dedicated study of strangeness [10]. In the latter
case, the difference, i.e. the suppression of the gluon around
x ∼ 0.1, is mainly due to the extra physical constraints pro-
vided by additional single-inclusive jet, dijet and top pair
measurements included in NNPDF4.0, see also the discus-
sion of Sect. 7.

The precision of the PDFs in the NNPDF4.0 set increases
significantly in comparison to NNPDF3.1. Depending on the
kinematic region and on the parton, the reduction of the PDF
relative uncertainty ranges from 30% to more than 50%. The
relative uncertainty of almost all of the NNPDF4.0 PDFs is
of the order of 1-2% in the region probed by experimental
data. In Sects. 7 and 8 we will disentangle how much of this
reduction is due to the improved fitting methodology and how
much to the extended dataset.

5.2.2 Dependence on the perturbative order and on the
strong coupling

In Fig. 19 the up, antiup, charm and gluon NNPDF4.0 PDFs
are compared for the three perturbative orders, LO, NLO
and NNLO, as a function of x at Q = 100 GeV. Results are
normalized to the central value of the NNLO set. As expected,
a large shift is observed from LO to NLO due to the large
NLO corrections, as is also clear from the poor quality of the
LO fit seen in Tables 18, 19, 20, 21 and 22. This is consistent
with previous NNPDF studies.

However, the difference between NLO and NNLO PDFs
is also noticeable. While the NLO and NNLO PDFs are very
compatible within uncertainties for the up quark, in the case
of the charm quark PDF at intermediate values of x and in
the case of the gluon PDF at large values of x the shift in
central value is comparable or even somewhat larger than
the uncertainty band. This means that at NLO the missing
higher order uncertainty is no longer negligible in compari-
son to the PDF uncertainty, unlike in previous PDF determi-
nations, including NNPDF3.1 (see Fig. 3.12 in [5]), where
NLO and NNLO PDFs generally agreed within their larger
errors. Interestingly, the shift in central value in the NLO
PDFs observed in Refs. [23,24] when missing higher order
corrections are added during the fit seems to be of the same
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Table 22 Same as Table 19 for
all other LHC datasets

Dataset NNPDF4.0 NNPDF3.1

LO NLO NNLO NNLO

ATLAS W ± + c 7 TeV 3.24 (22) 0.61 (22) – –

CMS W ± + c 7 TeV 7.52 (10) 1.42 (10) – –

CMS W ± + c 13 TeV 1.60 (5) 0.74 (5) – –

ATLAS W ±+jet 8 TeV – 1.21 (30) 0.96 (30) –

ATLAS Z pT 8 TeV (pT , m��) – 1.11 (40) 0.91 (44) 0.93 (44)

ATLAS Z pT 8 TeV (pT , yZ ) – 2.78 (18) 0.90 (48) 0.94 (48)

CMS Z pT 8 TeV – 4.14 (28) 1.41 (28) 1.32 (28)

CMS σ tot
t t 5 TeV 16.7 (1) 1.95 (1) 0.54 (1) –

ATLAS σ tot
t t 7 TeV 117. (1) 10.3 (1) 4.59 (1) 2.06 (1)

CMS σ tot
t t 7 TeV 127. (1) 5.19 (1) 1.06 (1) 0.04 (1)

ATLAS σ tot
t t 8 TeV 81.9 (1) 1.70 (1) 0.02 (1) 0.27 (1)

CMS σ tot
t t 8 TeV 119. (1) 3.43 (1) 0.26 (1) 0.08 (1)

ATLAS σ tot
t t 13 TeV (L=139 fb−1) 82.7 (1) 3.75 (1) 0.51 (1) 0.01 (1)

CMS σ tot
t t 13 TeV 52.4 (1) 0.72 (1) 0.06 (1) 0.45 (1)

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt ) 7.43 (4) 3.68 (4) 3.22 (4) 1.45 (4)

ATLAS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) 17.8 (4) 6.88 (4) 3.77 (4) –

ATLAS t t̄ 2� 8 TeV (1/σdσ/dyt t̄ ) 2.51 (5) 1.85 (5) 1.61 (5) –

CMS t t̄ �+jets 8 TeV (1/σdσ/dyt t̄ ) 4.40 (9) 1.89 (9) 1.23 (9) 0.94 (9)

CMS t t̄ 2D 2� 8 TeV (1/σdσ/dyt dmtt̄ ) 2.11 (16) 1.06 (16) 1.03 (16) –

CMS t t̄ �+jet 13 TeV (dσ/dyt ) 5.50 (11) 0.71 (11) 0.63 (11) –

CMS t t̄ 2� 13 TeV (dσ/dyt ) 5.47 (10) 0.79 (10) 0.52 (10) –

CDF incl. jets – – – 0.87 (76)

ATLAS incl. jets 2.76 TeV, R = 0.6 – – – 1.03 (59)

CMS incl. jets 2.76 TeV – – – 1.02 (81)

ATLAS incl. jets 7 TeV, R = 0.6 (2010) – – – 0.95 (90)

ATLAS incl. jets 7 TeV, R = 0.6 (2011) – – – 1.07 (31)

CMS incl. jets 7 TeV – – – 0.84 (133)

ATLAS incl. jets 8 TeV, R = 0.6 1.47 (171) 0.66 (171) 0.69 (171) –

CMS incl. jets 8 TeV 1.36 (185) 0.96 (185) 1.19 (185) –

ATLAS dijets 7 TeV, R = 0.6 3.21 (90) 1.47 (90) 2.15 (90) –

CMS dijets 7 TeV 3.43 (54) 1.57 (54) 1.81 (54) –

ATLAS isolated γ prod. 13 TeV 9.95 (53) 0.57 (53) 0.77 (53) –

ATLAS single t Rt 7 TeV 0.02 (1) 0.04 (1) 0.50 (1) –

CMS single t σt + σt̄ 7 TeV 6.63 (1) 0.88 (1) 0.73 (1) –

CMS single t Rt 8 TeV 0.01 (1) 0.14 (1) 0.17 (1) –

ATLAS single t Rt 13 TeV 0.22 (1) 0.05 (1) 0.06 (1) –

CMS single t Rt 13 TeV 0.61 (1) 0.33 (1) 0.36 (1) –

ATLAS single t 7 TeV (1/σdσ/dyt ) 0.52 (3) 0.83 (3) 0.96 (3) –

ATLAS single t 7 TeV (1/σdσ/dyt̄ ) 0.22 (3) 0.06 (3) 0.06 (3) –

ATLAS single t 8 TeV (1/σdσ/dyt ) 1.13 (3) 0.38 (3) 0.25 (3) –

ATLAS single t 8 TeV (1/σdσ/dyt̄ ) 0.26 (3) 0.19 (3) 0.19 (3) –
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Fig. 19 Comparison between the LO, NLO and NNLO NNPDF4.0 PDFs. The up, antiup, charm and gluon are shown at Q = 100 GeV. All results
are normalized to the central value of the NNLO set. Solid and dashed bands correspond respectively to 68% c. l. and one-sigma uncertainties

size and sign as the shift between NLO and NNLO results
seen in Fig. 19. This suggests that the inclusion of the miss-
ing higher order uncertainty along the lines of Refs. [23,24]
would be highly desirable also at NNLO.

An important source of theory uncertainty that is rou-
tinely included is that related to the variation of αs . The
default value of the strong coupling adopted for NNPDF4.0
at all perturbative orders is αs(m Z ) = 0.118, in agree-
ment with the latest PDG value of αs(m Z ) = 0.1179 ±
0.0010 [141]. In order to properly include correlated PDF+αs

uncertainties [216] in the computation of LHC observ-
ables, we also provide sets corresponding to different val-
ues of αs . Specifically, we provide PDFs obtained with
αs(m Z ) = 0.116, 0.117, 0.1175, 0.1185, 0.119, 0.120.
They are shown in Fig. 20, along with the baseline, nor-
malized to the central value of the latter. Only the change in
central value is shown: relative PDF uncertainties are essen-
tially unchanged when αs is varied. Note that the change
in central value as αs is varied by one-sigma is smaller or
much smaller than the PDF uncertainty. Of course, the gluon

displays the strongest dependence on αs , and it decreases at
small x and increases at large x as the value of αs is increased.

In Table 23 we show the value of the χ2 per data point
obtained in the NNLO fit corresponding to each value of αs .
Whereas a full determination of αs should be done [206]
by using the correlated replica method of Ref. [138], and
also including theory uncertainties, these values suggest that
the best-fit value of αs within the NNPDF4.0 framework
is consistent with the NNPDF3.1-based determination of
Ref. [206] and with the current PDG value.

As already discussed in Ref. [5], the remaining parametric
uncertainties, related to the values of the quark masses, are
expected to be very small, since the dependence on the charm
mass is almost entirely removed by parametrizing the charm
PDF, and the dependence on the bottom quark mass is very
small (except on the b-PDF itself and processes specifically
sensitive to it).
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Fig. 20 Same as Fig. 17, now comparing PDFs obtained using different values of αs(m Z ) = 0.116, 0.117, 0.1175, 0.118, 0.1185, 0.119, 0.120,
normalized to the αs(m Z ) = 0.118 baseline, with only the central value shown for other sets
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Table 23 Values of the total χ2

per data point for the NNLO
global fit with different values of
αs(m Z )

αs(m Z ) 0.1160 0.1170 0.1175 0.1180 0.1185 0.1900 0.1200

χ2 1.183 1.169 1.165 1.162 1.161 1.162 1.168

5.2.3 Comparison to other PDF sets

The NNPDF4.0 NNLO PDFs are compared to other recent
global sets, namely CT18 [143] and MSHT20 [144], in
Fig. 21. Note that there are substantial differences in the
underlying dataset: the CT18 dataset is very close to that
of NNPDF3.1 while the MSHT20 dataset is somewhere
in between NNPDF3.1 and NNPDF4.0 (see Appendix. B
for a detailed comparison). All results are shown at Q =
100 GeV, normalized to the central NNPDF4.0 value. Rel-
ative uncertainties are compared in Fig. 22. Note that while
for NNPDF4.0 there are eight independently parametrized
PDFs, for CT18 the strange and antistrange are not indepen-
dently parametrized, and for both CT18 and MSHT20 charm
is not independently parametrized.

The three parton sets are overall in fair agreement within
their respective uncertainties, though some differences in
shape are observed. Interestingly, these follow the pattern
already observed in [5] when comparing NNPDF3.1 [5] to
CT14 [217] and MMHT2014 [218] (see in particular Fig. 12
in Ref. [5]) . The up and down PDFs are in good agree-
ment, in particular the NNPDF4.0 result is always within
the envelope of the CT18 and MSHT20 uncertainties. More
marked differences are observed for the antiup and antidown
PDFs: note, however, that the CT18 and MSHT20 PDF sets
do not include the E906/SeaQuest and the LHCb 13 TeV mea-
surements, which provide additional constraints on sea quark
flavor separation at mid- and large-x values, as discussed in
Sect. 7 (see Ref. [212] for a discussion of the SeaQuest data
in the CT18 framework). The NNPDF4.0 strange and anti-
strange PDFs agree very well with MSHT20: in both these
PDF sets, strangeness is enhanced in comparison to CT18.
As suggested in [10,144], this is likely due to the fact that the
ATLAS W, Z 7 TeV data are not included in the default CT18
fit (though they are included in the CT18A variant set), and
that NNLO massive corrections to the neutrino DIS dimuon
cross-sections are also not accounted for.

The NNPDF4.0 charm PDF is suppressed at intermedi-
ate values of x in comparison to CT18 and MSHT20, as a
consequence of the fact that charm in CT18 and MSHT20 is
determined by perturbative matching conditions and is not
independently parametrized. The gluon is in fair agreement
in the region of x � 0.03 which is relevant for Higgs pro-
duction though the NNPDF result is at the upper edge of the
MSHT20 and CT18 uncertainty; this was already the case
when comparing NNPDF3.1 to CT14 and MMHT2014. At
larger values of x , the NNPDF4.0 gluon is suppressed in com-

parison to CT18 and MSHT20. This behavior is likely due to
the LHC top pair and jet data that are included in NNPDF4.0
but not in the other sets.

Concerning the associated PDF uncertainties, NNPDF is
generally more precise, while CT18 has generally larger
uncertainties. This is consistent with the observation that
CT18 is based on a somewhat smaller dataset than NNPDF4.0,
with MSHT20 being in between, see Appendix B for more
details.

5.3 Comparison to experimental data

In Fig. 23 we present for illustrative purposes a compari-
son between a selection of data included in the NNPDF4.0
baseline fits and the corresponding NLO and NNLO best-
fit results, with the main goal of providing a visual assess-
ment of the fit quality and of the relative size of the data and
PDF uncertainties. The data shown are selected as represen-
tative of the global dataset; specifically we show results for
the following data: the lowest Q bin of the combined HERA
charm cross-section [145]; the SeaQuest (DYE906) differen-
tial cross section [117]; the central rapidity bin of the ATLAS
7 TeV W + rapidity distribution [54]; the highest dilepton
invariant mass bin for ATLAS 8 TeV high-mass DY [79];
the 0.5 ≤ |y| ≤ 1.0 dijet rapidity bin for the CMS 7 TeV
dijets [76]; the lowest pZ

T bin of the CMS 8 TeV Z pT distri-
bution [66]; the ATLAS 8 TeV normalized single top rapidity
distribution [98]; and the top rapidity distribution for CMS
13 TeV top pairs in the lepton+jets final state [93]. All results
are normalized to the central experimental value. Data error
bars correspond to the sum in quadrature of all uncertainties.
Correlated systematic uncertainties are large or even domi-
nant in several cases, therefore the plots displayed in Fig. 23
should be viewed as a qualitative indication, while a quanti-
tative assessment is provided by the χ2 values of Tables 19,
20, 21 and 22. A full set of comparisons of the NNLO PDF
to all the data included in the fit are linked to the NNPDF
website https://nnpdf.mi.infn.it/nnpdf4-0/ and can be found
in [219].

It is clear that NNLO corrections are significant in many
cases as already noticed: specifically for combined HERA
charm, SeaQuest, the CMS 7 TeV dijets, CMS 8 TeV Z pT

and the CMS 13 TeV top pairs. In all these cases, the quality of
the best fit visibly improves at NNLO. PDF uncertainties are
generally smaller than data uncertainties. This is in part due to
the fact that experimental uncertainties are correlated while
the diagonal uncertainty is shown in the plots, but also to
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Fig. 21 Comparison between the NNPDF4.0, CT18 and the MSHT20
NNLO PDF sets. The up, antiup, down, antidown, strange, antistrange,
charm and gluon PDFs are shown at Q = 100 GeV, normalized to

the central NNPDF4.0 value. For NNPDF4.0, solid and dashed bands
correspond respectively to 68% c. l. and one-sigma uncertainties
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Fig. 22 Same as Fig. 21 but for one-sigma relative uncertainties
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Fig. 23 Comparison between data points and NLO and NNLO best-fit
results for a selection of fitted data points (see text). Results are gener-
ally shown as ratios to the central experimental value, with one-sigma

experimental and PDF uncertainties. The experimental uncertainty is
the sum in quadrature of all statistical and systematic uncertainties
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the fact that PDFs are simultaneously constrained by several
datasets. Indeed, PDF uncertainties become comparable to
data uncertainties when the data shown are the only ones to
constrain the relevant PDFs: an example is the SeaQuest data
at very large x2 (momentum fraction of the struck parton),
which is essentially the only dataset that constrains the d̄/ū
ratio in this region.

6 Validation of the methodology

We perform here a detailed validation of the NNPDF4.0 fit-
ting methodology, with the main goal of verifying that the
resulting PDF uncertainties have been faithfully estimated. A
validation technique through closure tests was introduced by
us in Ref. [14], in order to validate the NNPDF3.x method-
ology. This technique checks for the faithfulness of PDF
uncertainties in the region in which PDFs are constrained
by the data. We will apply it systematically to NNPDF4.0
in Sect. 6.1.1: thanks to the greater computational efficiency
of the NNPDF4.0 methodology (see Sect. 3.4) we can now
perform much more extensive and systematic tests than was
previously possible. Furthermore, we can now also test for
faithfulness of uncertainties in the extrapolation region, i.e.
where PDFs are not directly constrained by data, by means of
future tests, introduced recently in Ref. [15]. Future tests of
the NNPDF4.0 methodology will be presented in Sect. 6.2.
This extensive validation, both in the data and the extrapola-
tion regions, is especially desirable given the small, percent-
level PDF uncertainties that NNPDF4.0 achieves.

6.1 Closure testing NNPDF4.0

The closure testing methodology was introduced for global
PDF fits in Ref. [14], following a suggestion in Ref. [220] and
previous studies in Ref. [221]. Here we follow the original
approach of Ref. [14] and supplement it with a wider variety
of estimators and more systematic studies. First, we review
the closure testing methodology and describe the settings
adopted for the closure tests of NNPDF4.0. Then we intro-
duce the statistical estimators used to validate the outcome
of these tests, including the definition of some new estima-
tors. Finally, we present a detailed closure test analysis of the
NNPDF4.0 methodology, based on the statistical estimators
introduced previously. A discussion of the limitations of the
closure testing methodology is also given in conclusion. A
more detailed theoretical discussion of the statistical under-
pinnings of the closure testing methodology that we adopt
can be found in Ref. [222].

6.1.1 The closure test setup

The basic idea of closure testing is to perform a PDF deter-
mination based on artificial data that have been generated
with perfect statistical properties from a known underlying
law. Comparing results to the known truth then allows one to
check for statistical consistency.

Specifically, assume that we have Ndat experimental mea-
surements, normally distributed around the true values f
with covariance matrix C . The central values of the experi-
mental data z will then be given in terms of their true values
as

zi = fi + ηi , i = 1 . . . , Ndat , (6.1)

where the vector of shifts η is drawn from a multi-Gaussian
distribution with covariance C , N (0, C). Within the Monte
Carlo replica method for error propagation adopted in this
work, the pseudodata which are used as actual input for the
PDF fit, y(k), are generated by adding a further layer of fluc-
tuations,

y(k)
i = fi + ηi + ε

(k)
i , i = 1 . . . , Ndat , k = 1 . . . , nrep ,

(6.2)

where the index k indicates that each Monte Carlo replica is
generated by drawing an independent noise vector ε from the
same multi-Gaussian distribution N (0, C). In the NNPDF
approach, for each Monte Carlo replica k defined in Eq. (6.2)
a neural network such as that displayed in Fig. 11 is trained
from the minimization of a figure of merit, see also the discus-
sion in Sect. 3. This means that the neural network parameters
are chosen by optimizing

E (k) = 1

Ndat

∑

i j

(g(k)
i − y(k)

i )C−1
i j (g(k)

j − y(k)
j ) , (6.3)

where we denote by g(k) the predictions for the experimental
data obtained from the neural network model fitted to the k-th
replica.

In a fit to actual experimental data we have access to the
measured central values z and to the covariance matrix C as
estimated by the experimentalists. In a closure test we instead
use a given set of PDFs and associated theoretical calcula-
tion as input for the central values. Hence, the starting point
of the closure test is a known proxy of the true underlying
observable values, f . Subsequently, a proxy for the exper-
imental central values is generated following Eq. (6.1). A
closure test thus amounts to applying to closure test data the
NNPDF methodology as it would be used in a fit to actual
experimental data.
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6.1.2 Statistical estimators

A successful closure test must be such that the resulting PDF
fit yields a faithful statistical description of the known under-
lying law. In order to assess quantitatively the degree of suc-
cess of the NNPDF4.0 closure tests presented here, we have
extended and systematized the set of estimators introduced
in previous studies [14]. Here we provide a summary of the
estimators and their justification; for more detailed deriva-
tions and arguments showing of how they fit into a Bayesian
approach to inverse problems we refer the reader to [222].
Bias, variance, and noise in closure tests We define an
error function as the expectation value across PDF repli-
cas, denoted as Eε [·], of the χ2 evaluated between the data
predictions obtained from the k-th PDF replica, g, and the
corresponding experimental central values, z,

Eε

[
χ2(k)

]
≡ 1

Ndat
Eε

⎡

⎣
∑

i j

(g(k)
i − zi )C

−1
i j (g(k)

j − z j )

⎤

⎦ .

(6.4)

It is easy to check [222] that this expression can be decom-
posed as

Eε

[
χ2(k)

]
= noise + bias + variance − cross term

= noise + variance + �χ2 ,

= χ2 + variance, (6.5)

where each of the quantities on the right-hand side is defined
as follows.

First of all, the noise is defined as

noise = 1

Ndat

∑

i j

( fi − zi ) C−1
i j

(
f j − z j

)
(6.6)

and represents the fluctuations of the experimental data z
around the true value f . Eq. (6.6) is clearly independent of
the model adopted, being an intrinsic property of the exper-
imental measurements. Note that by construction the noise
will tend to one in the limit of large Ndat.

The bias is defined as the difference between the central
value of the model replica predictions, Eε [g], and the true
observable values f , in units of the experimental covariance
matrix, i.e.

bias = 1

Ndat

∑

i j

(Eε [g] − f )i C−1
i j (Eε [g] − f ) j . (6.7)

The bias measures the deviation between the result of the fit
and the underlying law. In general, it is desirable for a PDF
fit to exhibit a smaller bias because that indicates that the
fit results are closer to the truth. However, consistency of a

PDF fit does not depend on the size of the bias, but rather,
on whether the size of the bias is correctly reproduced by the
PDF uncertainty, as we discuss below.

Finally, the variance term describes the fluctuations of the
model replica predictions around their mean value again in
units of the experimental covariance matrix,

variance =
1

Ndat
Eε

⎡

⎣
∑

i j

(
Eε [g] − g(k)

)

i
C−1

i j

(
Eε [g] − g(k)

)

j

⎤

⎦ ,

(6.8)

which can be interpreted as the projection of the PDF uncer-
tainty to the space of experimental data. We note that this
variance as defined in Eq. (6.8) actually corresponds to the
square of the estimator φ introduced in [14]. For a discussion
of the cross term in Eq. (6.5) we refer to [222].

Since the variance can be determined purely from the
model predictions and the experimental covariance matrix, it
can also be calculated for fits to real experimental data. This
is in contrast to the noise Eq. (6.6) and bias Eq. (6.7), which
depend on the true law f and hence can only be evaluated in
closure tests. It is also important to note here that both vari-
ance and bias can be computed without using any knowledge
of statistical fluctuations that enter closure tests.

One can observe that the second line of the decomposition
of the error function in Eq. (6.5) is expressed as the sum of
the noise, the variance, and of �χ2 . This last quantity was
introduced in [14] and is defined as the difference between
the χ2 evaluated from comparing the expectation value of
the model predictions Eε [g] and the level one data z, that is
χ2

[
Eε

[
g
]
, z

]
, and the χ2 evaluated between the underly-

ing observable values f and the same level one data, that is
χ2

[
f , z

]
. We note that the latter coincides with the noise in

Eq. (6.6). Here we slightly redefine �χ2 as compared to [14]
by normalizing by the number of data points, such that

�χ2 ≡ χ2 [
Eε

[
g
]
, z

] − χ2 [
f , z

]

= χ2 − noise .
(6.9)

With this definition, constant values of �χ2 define elliptical
contours in data space centered on the pseudodata Eq. (6.1).

The value of �χ2 can be interpreted as a qualitative mea-
sure of over- or under-fitting, when it is evaluated on data
included in the fit. In particular, �χ2 = 0 defines a con-
tour which is centered on the fitted level one data and passes
through the underlying observables. If �χ2 < 0 then the
expectation value of the model predictions fit the level one
data better than the underlying observables: this then suggests
an overfitting of the shift η. Similarly, �χ2 > 0 indicates
underfitting of the level one data. As discussed in Ref. [222]
however, the replica distribution can be perfectly sampled
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from the posterior distribution in model space and �χ2 can
still be negative. The overall shift of the PDF predictions is
thus not an issue as long as the uncertainties account for it.
The bottom line is that finding values of �χ2 ≤ 0 in the
closure test remains acceptable provided their magnitude is
sufficiently small, which would indicate some combination
of a smaller correlation with the level one data and a smaller
bias. Assuming that in such a case one finds that the PDF
uncertainties are faithful, this result can be interpreted as
passing the closure test.

In summary, the closure tests provide us with indicators
that allow us to assess whether PDF uncertainties are faithful,
and furthermore how close the fit is to the truth, i.e. whether
the final result is optimal fit, or an over- or under-fit. This
provides a criterion for comparing methodologies: given two
methodologies that both produce a faithful result, an over- or
under-fitted methodology is disfavored in comparison to one
that leads to a proper fit. We now turn to our main indicator
for faithfulness, the bias-to-variance ratio.
The bias-to-variance ratio for closure tests In the context of
a closure test fit, the experimental central values (or level one
data) defined in Eq. (6.1) are viewed as stochastic variables.
When one performs fits to experimental data, z is fixed at
the published central value which will be to some extent
shifted from the true observable value due to the experimental
uncertainties. However, in closure fits we are free to generate
several instances of the shift η, and use this feature to design
our estimators — these would correspond to “runs of the
universe” in the real world.

Considering the data which are included in the fit, the bias
Eq. (6.7) is potentially driven by two methodology related
features which we are aiming to validate with the closure test.
The first mechanism is broadly described as under-fitting,
and covers inflexibility of the model or inability for the opti-
mization algorithm to sufficiently minimize the cost function.
The second mechanism would be over-fitting of the level one
shift, which means that the central value of the observables
is systematically shifted towards the level one data by an
amount that is not properly accounted for by the PDF uncer-
tainties, which are thus underestimated. Note that in order
for the testing of these effects to be nontrivial it is necessary
to select the underlying truth as sufficiently flexible and in a
model-independent way.

Due to its dependence on the shift vector, η, �χ2 is a
stochastic variable. In order to characterize the regime our
model is in, we need to understand its probability distribu-
tion, rather than computing a single instance of it. For this
purpose, we run multiple closure fits, each time with different
shifts; we then reconstruct the distribution, and determine the
expectation value of �χ2 across fits. It is worth noting that,
compared to previous NNPDF studies, a study using multiple
full replica closure fits has only been made possible by the
computational speed up from deployment of state-of-the-art

machine learning algorithms detailed in Sec. 3. Results for
the distribution of the �χ2 estimator over fits are presented
in Sect. 6.1.4.

The main question to be addressed by the closure test
is whether the uncertainty of the PDFs, represented by an
ensemble of PDF replicas, is a faithful propagation of the data
uncertainty into the space of PDFs. In the context of running
multiple closure fits this question can be answered either by
looking at the PDFs directly (as was done in Ref. [14]), or
by looking at predictions for physical observables obtained
using these PDFs. The latter choice offers the distinct advan-
tage that the space of physical observables always has a finite
dimension, equal to the number of data points for which pre-
dictions are computed. In order for the test to be nontrivial,
we choose to evaluate the estimators on data which were not
included in the fit, so that we are assessing whether uncer-
tainties are faithful on new observables.

From a Bayesian perspective, the PDF replicas obtained
from a fit to a given set of data can be treated as a sample from
the prior model distribution for data which was not used in
that fit, similarly to the concept of Bayesian reweighting [155,
156]. For the present study, we will perform fits on a subset of
the full NNPDF4.0 dataset and then calculate the estimators
discussed below on some test data which were not included
in each fit.

In order to evaluate the faithfulness of the PDF uncertain-
ties, one can first take the expectation of the bias across fits
with different shifts in Eq. (6.1), namely

Eη [bias] = 1

Ndat
Eη

⎡

⎣
∑

i j

(Eε [g] − f )i C−1
i j (Eε [g] − f ) j

⎤

⎦

= 1

Ndat
tr

(
	biasC−1

)
, (6.10)

where the subindexEη [.] indicates that we are averaging over
fits with different level-one shifts η. In Eq. (6.10) we intro-
duced 	bias, the covariance matrix of the difference between
the central value of the predictions and the true observable
values estimated from the sample of fits,

	bias ≡ Eη

[
(Eε [g] − f ) (Eε [g] − f )T

]
. (6.11)

The expectation of the bias across fits is then the expected
distance between the central predictions and the true values in
units of the covariance matrix averaged across all data. If the
fluctuations over fits reproduce the experimental covariance
C exactly, then the estimator defined in Eq. (6.10) should be
equal to one.

Similarly, we can take the expectation value of the variance
across fits with different shifts Eq. (6.1),

Eη [variance]

= 1

Ndat
Eη

⎡

⎣Eε

⎡

⎣
∑

i j

(
Eε [g] − g(k)

)

i
C−1

i j

(
Eε [g] − g(k)

)

j

⎤

⎦

⎤

⎦
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= 1

Ndat
Eη

[
tr

(
	varC−1

)]
, (6.12)

which, in analogy to Eqs. (6.10) and (6.11), has introduced
	var which is the covariance of the fitted model predictions
about their central value,

	var ≡ Eε

[(
Eε [g] − g(k)

) (
Eε [g] − g(k)

)T
]

. (6.13)

Since it is independent of the shift η, 	var is expected to
be constant across fits. However, in practice we prefer to
take the expectation value across fits, since there are sure to
be fluctuations in the variance due to the finite number of
replicas in each fit.

We can then interpret the expectation of the variance
across fits, Eq. (6.12), to be the uncertainty of the predic-
tions propagated from PDFs when averaged across all data
in units of the experimental covariance matrix. If the uncer-
tainty associated to the PDF replicas is faithful, the bias-to-
variance ratio (averaged over fits) is

Eη [bias]

Eη [variance]
= 1 , (6.14)

i.e. the average distance between the central prediction from
the replicas and the true value is of the same order as the
variance across replicas. We note that both bias and variance
are squared quantities and so in practice we shall instead
consider the square root of the ratio,

Rbv ≡
√

Eη [bias]

Eη [variance]
. (6.15)

The bias-to-variance ratio Eq. (6.15) is somewhat coarse:
it checks that the mean-square difference between central
predictions and underlying law is the same as the mean-
square difference between replica predictions and their cen-
tral values. The value of Rbv is a measure of how much the
uncertainty has been over- or under-estimated, e.g., the uncer-
tainty for a given fit is, on average, over- or under-estimated
by a factor of 1/Rbv .

This measure can be be made more fine-grained in two
different ways. First, one can evaluate Eq. (6.15) separately
for specific subsets or groups of processes, in addition to
the total dataset: this then effectively tests faithfulness for
different PDFs or different kinematic regions, namely, those
to which the specific chosen processes are most sensitive.
Second, one can view the bias and variance as measures of
one-sigma deviations, and extend them to generic quantile
statistics measures, as we now discuss.
Quantile statistics in PDF and data space In order to demon-
strate that the PDF uncertainties were faithfully estimated, in
the NNPDF3.0 closure test studies estimators ξ1σ , ξ2σ , etc.
were defined, which provide the fraction of fits for which the

input PDF falls within one-sigma, two-sigma, etc. intervals
of the central PDF, averaged over PDF flavors and values of
x , where the standard deviation is estimated as usual from
the ensemble of PDF replicas. Specifically, the definition of
these estimators was the following:

ξ
(pdf)
nσ = 1

nflav

1

nx

1

nfit

nflav∑

i=1

nx∑

j=1

nfit∑

l=1

I[−nσ i(l)(x j ),nσ i(l)(x j )]

(
Eε

[
qi(l)(x j )

]
− qi

in(x j )
)

,

(6.16)

where IA(x) denotes the indicator function of the interval
A: it is only non-zero, and equal to one, if its argument lies
in the interval A, while it vanishes for all other values of
its argument. Here qi

in indicates the true value of the i-th
flavor PDF used to generate the pseudodata and qi(l) the
corresponding fitted PDF from the l-th fit, and where both
PDFs are evaluated at the input parametrization scale Q0.
The average is carried out over the nflav non-zero flavors at
Q0 over a grid {x j } with nx nodes. Finally, σ i(l)(x j ) is the
standard deviation of the replicas of the l-th fit for flavor i
estimated at x j from the fitted replica distribution.

The estimators defined in Eq. (6.16) can be evaluated in
the closure test fits which reproduce the methodology of an
actual fit, and is thus where the replica distribution should
give faithful uncertainties. For a successful closure test one
should find that ξ1σ � 0.68 if the PDF uncertainties are cor-
rectly estimated. An important caveat here is that one relies
on the assumption that both the PDF replicas and expectation
values of the PDFs across fits both are distributed normally.
This assumption holds by construction for the closure test
data Eqs. (6.1, 6.2), so for PDFs it likely only holds in the
region where the PDFs are constrained by the normally dis-
tributed data. The measure Eq. (6.16) is thus only significant
if computed for well constrained PDFs qi(l)(x j ): it can then
be defined by choosing a suitable sampling of PDFs in the
relevant region.

One can also define an analogous estimator, now in the
space of experimental data as opposed to the PDF-space def-
inition of Eq. (6.16), as follows

ξ (data)
nσ = 1

Ndat

1

nfit

Ndat∑

i

nfit∑

l

I[−nσ
(l)
i ,nσ

(l)
i ]

(
Eε [gi ]

(l) − fi

)
,

(6.17)

where σ
(l)
i is the standard deviation (PDF uncertainty) of the

theory predictions for the i-th observable estimated from the
nrep replicas of the l-th fit. Here, if the test is performed by
computing the estimator for data not used for PDF fitting,
in order to make sure that the Gaussianity assumption holds
one must choose testing data which are sensitive to PDF
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combinations and kinematic regions that are well constrained
by the fitting data.

This ξ
(data)
nσ estimator provides the desired generalization

to quantile statistics of the bias-to-variance ratio Rbv . To see
this, note first that we can calculate ξ

(data)
nσ in different bases

and that, unlike χ2 or other quantities with bilinear forms,
ξ

(data)
nσ is not basis independent. Then, in order to compare

ξ
(data)
nσ to Rbv , compute ξ

(data)
1σ in the basis which diagonal-

izes the experimental covariance matrix. The sum across data
points then becomes the sum across eigenvectors of the exper-
imental covariance matrix.

In this basis, one can then evaluate [222] Eq. (6.17) by
means of the approximation

ξ (data)
nσ ≈ erf

(
nRbv√

2

)
, (6.18)

which is the standard result of integrating a Gaussian over
some finite symmetric interval, assuming that the ratio of
uncertainties is approximately constant across all eigenvec-
tors of the experimental covariance matrix. Clearly, if the
distribution of central predictions about the underlying law
matches the distribution of the replica predictions around
the central predictions (Rbv � 1), then the expected value
of ξ

(data)
1σ is 0.68. This shows that the bias-to-variance ratio

tests for accuracy of quantile statistics, just like the estimator
Eq. (6.17), and its counterpart in PDF space Eq. (6.16).

Once again, note that the computation of the estimators
Eqs. (6.16, 6.17) requires running multiple replica closure fits
based on different underlying data Eq. (6.1). This, as men-
tioned, is only possible now, thanks to the much greater com-
putational efficiency of the current methodology. Indeed, in
Ref. [14] the estimator Eq. (6.16) was only evaluated approx-
imately, based on a single closure test run and a suitable
approximation. We have in fact now verified a posteriori that
the approximation of Ref. [14] is reasonably accurate, but
only now it is possible to compute the estimator exactly.

6.1.3 Closure test settings

We have performed a closure test by assuming as input PDF
set used to produce the true observable values f a spe-
cific replica randomly selected out of the Nrep replicas of
the NNPDF4.0 NNLO global determination. The reason for
this choice is that on the one hand, it automatically satis-
fies known theoretical constraints, such as the sum rules of
Sect. 3.1.2. On the other hand, thanks to it being randomly
selected out of a replica sample, it satisfies the criteria of
flexibility and model-independence of Sect. 6.1.2. In partic-
ular, individual replicas have generally more structure than
the final central PDF, so by choosing a repica, rather than
the central fit from either NNPDF or any other PDF set, we
are making the closure test somewhat more stringent. The

specific replica that we chose is shown in Fig. 24 (gluon and
quark singlet), together with the NNPDF3.1 central value and
uncertainty.

We have produced nfit = 25 sets of data Eq. (6.1), each
of which has been used to produce a fit with Nrep = 40
replicas. Results are then bootstrapped [223,224] in order
to improve stability. We have checked that increasing the
number of replicas or the number of fits results are unchanged
within the bootstrap uncertainty. The fits are produced using
the NNPDF3.1-like dataset discussed in Sect. 2.1.

Data space estimators, such as the bias-to-variance ratio
Rbv , are produced by selecting out of the full datasets that
enter the NNPDF4.0 determination all data that were not
already used for fitting. An advantage of this choice is that
the kinematic coverage of the fitting dataset and the testing
dataset are then reasonably similar, thus ensuring Gaussian-
ity, as discussed above,

In PDF space, we perform tests for PDFs in the evolution
basis at the PDF parametrization scale and over a grid of x
points, chosen for the gluon and singlet as logarithmically
spaced for 10−3 < x < 0.1 and linearly spaced for 0.1 <

x < 0.5, and for nonsinglet quark distributions V , V3, T3,
and T8 as purely linearly spaced for 0.1 < x < 0.5. We do
not consider the V8 and T15 nonsinglet combinations that are
too noisy at the initial scale. Furthermore, we evaluate ξ1σ

in Eq. (6.16) with nx = 4 to reduce the correlations between
points, and we also rotate into the basis which diagonalizes
the covariance estimated on the PDF replicas as an extra
precaution.

6.1.4 Validation of the NNPDF4.0 methodology

We now turn to the validation of the NNPDF4.0 methodol-
ogy. First of all, we evaluate the expectation value of �χ2 ,
Eq. (6.9), over the nfit fits that constitute the NNPDF4.0
closure tests and present in Table 24 the results separated
into groups of datasets. As mentioned, the input dataset is
NNPDF3.1-like. One can observe how Eη

[
�χ2

]
< 0 for all

datasets considered, indicating the absence of under-fitting.
Furthermore, its small absolute magnitude, typically at the
per-mille level or at most being a couple of percent, corre-
sponds to a negligible amount of overfitting, and it is thus
consistent with proper learning.

We now turn to the bias-to-variance ratio Rbv , Eq. (6.15),
which is shown in Table 25, evaluated for testing datasets
that were not used as input to the closure test fits, with results
divided by groups of processes. The combination of the fitting
set used to evaluate Table 24 and the testing set shown here
add up to the complete NNPDF4.0 baseline dataset. The last
column indicates the uncertainty of the Rbv , determined as
its standard deviation over a bootstrap sample of both fits and
replicas.
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Fig. 24 The replica (solid green line) chosen as the true underlying PDF f for the closure test: the gluon (left) and quark singlet (right) are
displayed. The NNPDF4.0 central value and 68% confidence interval (same as in Fig. 17) are also shown for reference

Table 24 The expectation value
of �χ2 , Eq. (6.9), evaluated over
the nfit fits that constitute the
NNPDF4.0 closure test. Results
are presented separated into
different processes

Dataset Ndat Eη

[
�χ2

]

DIS NC 2100 −0.0059

DIS CC 989 −0.0112

DY 712 −0.0148

Top 19 −0.0054

Jets 273 0.0001

Total 4093 −0.0087

Table 25 The bias-to-variance ratio Rbv , Eq. (6.15), divided by groups
of processes and evaluated for the testing datasets that were not used
as input to the NNPDF4.0 closure test fits. The last column indicates
the uncertainty associated to Rbv , determined as its standard deviation
over a bootstrap sample of both fits and replicas

Dataset Rbv Bootstrap error

DY 0.99 0.08

Top pair 0.75 0.06

Jets 1.14 0.05

Dijets 0.99 0.07

Direct photon 0.71 0.06

Single top 0.87 0.07

Total 1.03 0.05

For the total testing set, it is found that Rbv � 1 within
the bootstrap error, demonstrating the faithfulness of the esti-
mated PDF uncertainties.

In order to gain some more understanding of the results
from Table 25, it is instructive to plot the full distributions
of both the total bias, Eq. (6.7), and of the total variance,
Eq. (6.8), over the nfits constituting the NNPDF4.0 closure
tests. From these two distributions, displayed in Fig. 25, one
can observe that not only are their means consistent, but also
that they exhibit a similar shape. The only difference is that
the distribution over the variances is somewhat broader, with
a small tail towards large values of the estimator. Since each
of the nfit fits has 40 replicas, one expects better statistics

Fig. 25 The normalized distribution of the total bias, Eq. (6.7), and
of total variance, Eq. (6.8), over the nfits constituting the NNPDF4.0
closure tests. The square root of the mean of these two distributions
defines Rbv , the bias-to-variance ratio

in the distributions over variances as compared to that over
biases, which is why the tail of the former is better sampled.
Furthermore, we performed checks that the results in Table 25
are stable upon removing selected fits and replica within the
bootstrap uncertainty, and hence we are confident that the
results are not subject to finite size effects.

The fact that the bias-to-variance ratio satisfies Rbv � 1
both for the total testing dataset and at the level of groups
of processes indicates that the PDF uncertainties in the
NNPDF4.0 methodology are being faithfully estimated. Fur-
ther confirmation of this property can be obtained by eval-
uating the quantile estimators in both PDF and data space,
respectively defined in Eqs. (6.16, 6.17). First of all, Table 26
displays the one-sigma quantile estimator in the space of
experimental data, ξ

(data)
1σ , evaluated for the same testing

dataset as that used for Table 25, together with the corre-
sponding bootstrap error. In addition, we also indicate the
value of erf(Rbv/

√
2) evaluated using the corresponding

bias-to-variance ratio. As indicated by Eq. (6.18), for a suc-
cessful closure test one expects that these two quantities coin-
cide, that is, ξ

(data)
1σ � erf(Rbv/

√
2).
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Table 26 The one-sigma
quantile estimator in the space
of experimental data, ξ

(data)
1σ

Eq. (6.17) and evaluated for the
same testing dataset as used for
Table 25, together with the
corresponding bootstrap error.
For each group of processes, we
also display the value of
erf(Rbv/

√
2) evaluated using

the corresponding
bias-to-variance ratio

Experiment ξ
(data)
1σ Bootstrap error erf(Rbv/

√
2) Bootstrap error

DY 0.69 0.02 0.69 0.04

Top 0.75 0.03 0.82 0.03

Jets 0.63 0.03 0.62 0.02

Dijets 0.70 0.03 0.69 0.04

Direct photon 0.81 0.03 0.84 0.03

Single top 0.69 0.04 0.75 0.04

Total 0.68 0.02 0.67 0.03

It is clear that ξ
(data)
1σ and erf(Rbv/

√
2) agree well with

each other within the bootstrap error, which provides a non-
trivial consistency test. Furthermore, ξ

(data)
1σ = 0.68 for

the total dataset as expected, with reasonable fluctuations
between different process types. The observed deviations
between the two indicators may be explained by quantile
statistics being more robust to outliers, or because the value
of erf(Rbv/

√
2) can be dominated by a few eigenvectors of

the experimental covariance matrix.
In order to provide a graphical representation of the infor-

mation contained in Table 26, it is instructive to evaluate
the difference between the mean value (over replicas) of the
theory predictions and the corresponding truth observable
values normalized by the PDF uncertainties, that is

δ
(l)
i ≡

(
Eε

[
gi

](l) − fi
)

σ
(l)
i

, i = 1, . . . , Ndat , l = 1, . . . , nfit.

(6.19)

The normalized distribution of these relative differences δ
(l)
i

is displayed in the left panel of Fig. 26 together with a uni-
variate zero-mean Gaussian for reference. The fraction of the
histogram entries which fall inside the 1-sigma confidence
interval of the scaled Gaussian is then equal to the value of
the total ξ

(data)
1σ displayed in Table 26.

From Fig. 26 it is apparent that the central values of the
model predictions for physical observables fluctuate around
the true values by an amount which is consistent with the
expectations of the associated PDF uncertainties. Indeed,
there is excellent agreement between the distribution of δ

(l)
i

and that of the reference Gaussian, consistently with the value
of ξ

(data)
1σ = 0.68 reported in Table 26.

We now compute the quantile estimator in PDF space,
defined in Eq. (6.16). This estimator, ξ

(pdf)
nσ , was already

introduced as part of the original study in [14]. However, as
mentioned it was only possible to evaluate it approximately,
as performing multiple closure test fits was computationally
infeasible. The values of ξ

(pdf)
1σ are presented in Table 27,

along with their bootstrap error. In general, there is reason-
able agreement within bootstrap errors between the com-
puted value of ξ

(pdf)
1σ and the expected value of 0.68. How-

Table 27 The values of the quantile estimator in PDF space, ξ
(pdf)
1σ

Eq. (6.16), separated into the contributions from individual flavor com-
binations together with the corresponding bootstrap uncertainty

Flavor ξ
(pdf)
1σ bootstrap error

	 0.82 0.04

g 0.70 0.05

V 0.65 0.05

V3 0.63 0.05

V8 0.72 0.04

T3 0.71 0.05

T8 0.71 0.05

Total 0.71 0.02

ever, in comparison to the corresponding estimator in data
space larger fluctuations are observed, specifically for the
singlet PDF 	, and the average value ξ

(pdf)
1σ = 0.71±0.02 is

somewhat overestimated. It should be noticed that the PDF-
space estimator is somewhat less stable and accurate than
that in data space, due to the need to pick a grid of points that
corresponds to the measured region, and also because of the
very high correlation between PDFs at neighboring points
which may lead to an unstable covariance matrix. The fact
that the average ξ

(pdf)
1σ is slightly more than 0.68 suggests that

anyway PDF uncertainties are conservatively estimated.
Finally, in Fig. 26 the histogram of relative differences is

also shown using a PDF space definition:

δ̃
(l)
i, j ≡

(
Eε

[
qi(l)(x j )

] − qi
in(x j )

)

σ i(l)(x j )
,

i = 1, . . . , nflav , j = 1, . . . , nx , l = 1, . . . , nfit,

(6.20)

We see that, even though also in this case there is excellent
agreement with the expected univariate Gaussian behavior,
results are indeed rather noisier than in data space.
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Fig. 26 The normalized distribution of relative differences δ
(l)
i in data data space Eq. (6.19 (left) or δ̃

(l)
i, j Eq. (6.20 in PDF space (right). In both

cases, a univariate zero-mean Gaussian distribution is plotted for reference

6.1.5 Extent and limitations of closure testing.

The closure tests presented in this section are entirely suc-
cessful, thereby validating the NNPDF4.0 methodology in
the data region. However, it is important to understand what
the closure tests do and do not verify.

The closure test, at least in its present incarnation, makes
two assumptions. The first is that the underlying distribution
of the experimental data is known exactly. Specifically, if
the data are Gaussian, it is assumed that their distribution
is unbiased and that the covariance that characterizes this
multi-Gaussian distribution is fully known. In realistic situa-
tions, of course, this, even in the best of hypotheses, can only
be approximately the case, since the experimental covariance
matrix is itself an observable which is extracted from the data,
and thus it is characterized by an uncertainty on the uncer-
tainty. Furthermore, some sources of systematic uncertainty
are based on theoretical estimates and thus subject to theo-
retical uncertainties which are difficult to estimate. Finally,
in the worst case it may happen that some data or the associ-
ated uncertainty are simply incorrect: this would correspond
to a biased distribution (wrong central value) or an incorrect
uncertainty or correlations (wrong covariance matrix).

The second assumption is that the data are obtained from
the PDF using a known underlying physical law. In realistic
situations this is surely not the case, since theoretical predic-
tions are computed at finite perturbative accuracy, and thus
data predictions are affected by an uncertainty corresponding
to the very least to missing higher order perturbative correc-
tions, and generally also to other possible corrections such as
nuclear effects, electroweak corrections, heavy quark mass
effects, limited knowledge of standard model parameters, and
so on.

Therefore, the closure test presented here checks for faith-
fulness of the component of the PDF uncertainty which is
induced by the data uncertainty, assuming the latter is per-

fectly known. It does not check for other sources of uncer-
tainty, such as theory uncertainties: this would have to be
added separately. A methodology for doing so was discussed
and applied to missing higher order perturbative uncertainties
in Refs. [23,24], but is not implemented in a global NNLO
PDF determination yet. Also, it does not account for possible
“data inconsistencies”, i.e., incorrectly estimated experimen-
tal values and uncertainties. This motivates the need to select
a maximally consistent dataset, as we have done in Sect. 4,
that guarantees that no major inconsistencies are present in
the baseline dataset. However, remaining small inconsisten-
cies might still lead to a certain amount of uncertainty under-
estimation, whose exact assessment will require performing
closure tests with artificial inconsistent data.

6.2 Future testing NNPDF4.0

The closure tests presented in Sect. 6.1 allow for an assess-
ment of the faithfulness of PDF uncertainties in the region
covered by available experimental data. However, they are
ill-suited for an assessment of the behavior of PDFs and their
uncertainties in the extrapolation regions where little or no
experimental constraints are available, for a variety of rea-
sons, the most obvious of which is that the multi-Gaussian
assumption is likely to fail outside the data region

Hence, closure tests have limited applicability to study the
generalization power of the resulting PDF fit to new, unex-
plored kinematic regions. A more suitable strategy to assess
this generalization power are the so-called “future tests” pro-
posed in [15]. The main idea underlying future tests is that
what we ask for in an extrapolation region is that PDF uncer-
tainties correctly reflect the lack of information. Whereas
in principle in the absence of information uncertainties are
infinite, in practice PDF uncertainties not too far from the
data region are constrained by requirements of continuity and
smoothness. Whereas in the absence of direct information we
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cannot expect to be able to achieve a full and detailed knowl-
edge of the covariance between any two PDFs (or indeed any
two predicted data points), we do wish for PDF uncertainties
to reproduce the possible deviation of the best-fit PDFs, and
of physical predictions obtained using them, from the true
value that would be obtained if the PDF was known say as
accurately as it is known in the data region.

The future test verifies explicitly whether this is the case:
a “future test PDF” is determined from a restricted subset of
the full dataset that only covers a limited region. This future
test PDF is then used to predict all the rest of the dataset.
The restricted datasets can be thought of as representative of
the limited knowledge that was available at some point in the
past, (hence the name “future test”) but this is of course just
a manner of speaking, as any partitioning of the dataset into
restricted and full may be considered. Because future tests
of NNPDF3.1 were never performed, here we will present
future tests of both the NNPDF3.1 and NNPDF4.0 method-
ologies. This allows us to simultaneously validate the new
methodology, and also put it in context.

6.2.1 Future testing methodology

Following the discussion in [15] we test the NNPDF3.1 and
NNPDF4.0 methodologies by choosing as input specific sub-
sets of the complete NNPDF4.0 baseline dataset, and deter-
mining corresponding PDF sets from them. The predictions
obtained using these PDFs are then compared to the data not
included in their fit, in order to assess whether the uncertainty
in the prediction correctly accounts for the correspondingly
missing information.

This is done by evaluating the χ2 to the datasets not used
in the fit with PDF uncertainties also included along with
the data uncertainties in the χ2 definition. Indeed, we expect
in general that the χ2 evaluated including data uncertainties
only should be larger than one, as soon as the deviation of
the PDF from its true value is larger than the experimental
uncertainty, which is bound to happen for sufficiently accu-
rate data in an extrapolation region. However, if the deviation
from the true value is correctly reproduced by the PDF uncer-
tainty, the χ2 should then become again close to one once
the PDF uncertainty is included. Note that the test is only
nontrivial if the χ2 value before inclusion of the PDF uncer-
tainty is significantly larger than one: otherwise, the data are
not precise enough to test for faithfulness of the PDF uncer-
tainty.

Specifically the χ2 with PDF uncertainties included is
computed using the covariance matrix

cov(tot)
i j = cov(exp)

i j + cov(pdf)
i j , (6.21)

where cov(exp)

i j is the usual experimental covariance matrix,

while the covariance matrix cov(pdf)
i j corresponding to PDF

uncertainties can be determined as

cov(pdf)
i j = 〈FiF j

〉
rep − 〈Fi 〉rep

〈F j
〉
rep , (6.22)

where F (k)
i is the i-th physical prediction found using the

k-th replica of a given PDF set, and the average is performed
over replicas. Simply combining the two covariance matrices
according to Eq. (6.21) is justified when the corresponding
sources of uncertainty are uncorrelated [24]. This is clearly
the case since the experimental uncertainty on data which are
not fitted is completely independent of the PDF uncertainty,
as the latter is driven by the uncertainty on the fitted data.

6.2.2 Future testing datasets

We choose three subsets of the full NNPDF4.0 datasets,
inspired by the chronological order in which actual measure-
ments became available, respectively chosen to correspond
approximately to a “pre-HERA” and “pre-LHC” dataset, and
to the NNPDF3.1-like dataset that was used as fitting dataset
in the closure tests of Sect. 6.

They are defined as follows:

• Pre-HERA. Only fixed-target DIS structure function
data and fixed-target Drell–Yan cross-sections data are
included.

• Pre-LHC. This is a superset of the pre-HERA dataset,
which is extended to also include HERA collider inclu-
sive and charm structure function data, and Tevatron W
and Z production data.

• NNPDF3.1-like. This is the dataset defined in Ref. [10]
and used as fitting dataset in the closure tests presented
in Sect. 6.

It is important to draw a distinction between the NNPDF3.1-
like dataset and the other two subsets; while going from
pre-HERA to pre-LHC to NNPDF4.0 consecutively adds
data in new kinematic regions, going from NNPDF3.1-like
to NNPDF4.0 instead adds more data points in regions for
which data already exist. So we can think of the transition
from NNPDF3.1 to NNPDF4.0 as an interpolation rather
than an extrapolation. This is reflected in scatter plots in
Fig. 27, where the difference between the first two subsets and
NNPDF4.0 are shown on the left, and the difference between
the NNPDF3.1-like subset and NNPDF4.0 is shown on the
right.

More specifically, first (left) we compare the pre-HERA,
pre-LHC and full NNPDF4.0 datasets. Note that the pre-
LHC dataset contains the points marked with an orange tri-
angle as well as the pre-HERA points, and the NNPDF4.0
dataset contains all points: the three datasets are each a super-
set of the previous one. It is also clear that each dataset
probes an increasingly wide kinematic region. Specifically,
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Fig. 27 Scatter plots comparing various future test data subsets to the
full NNPDF4.0 of Fig. 2. Left: comparison of the pre-HERA, pre-LHC
and NNPDF4.0 datasets. Note that each dataset is a superset of the pre-
vious one, so all the pre-HERA data are included in the pre-LHC set,

and all data are included in the NNPDF4.0 set. Right: the data points
which are included in NNPDF4.0 but not in the NNPDF3.1-like dataset,
grouped by process type

pre-HERA data are restricted to x ∼> 0.01 and Q2 ∼< 200
GeV, while pre-LHC data cover the complete range of x but
only Q2 ∼< 105 GeV. Furthermore, each dataset provides
an increasingly wide handle on specific PDFs or PDF com-
binations: for instance, pre-HERA data provide little han-
dle on quark flavor decomposition, and pre-LHC data pro-
vide essentially no handle on the large-x gluon. The pre-
HERA and pre-LHC allow us to test for far-extrapolation
(pre-HERA) and near-extrapolation (pre-LHC).

Then (right) we show all the data that are included in
NNPDF4.0 but not in the NNPDF3.1-like dataset, classified
by process type. In this case the kinematic region covered
by the new datasets included in NNPDF4.0 essentially over-
laps with the NNPDF3.1-like dataset, though with a lower
density. Hence, in this case it is interpolation, rather than
extrapolation, what is being tested.

6.2.3 Future test results

We now present results of future testing both the NNPDF4.0
and NNPDF3.1 methodologies. We first discuss the case of
near and far extrapolation, namely, the pre-HERA and pre-
LHC datasets. The χ2 values for all data, divided by process
type, are collected in Table 28. For either methodology we
have determined three PDF sets from the three datasets, and
we show χ2 values obtained using each of them. The process-
type classification is made in such a way that the data for any
given process type are either all included, or all excluded
in the determination of each of the three PDF sets. When a
process type is not included in the PDF determination both
the χ2 value without PDF uncertainty (in italic) and the PDF
value with PDF uncertainty (in boldface) are shown. All other

χ2 values correspond to fitted data. We also tabulate χ2 val-
ues for the full set of data which in each case is not fitted,
denoted as out-of-sample data.

First, we note that the total χ2 for out-of-sample data
is very large (of order twenty) for pre-HERA PDFs while
it is moderately large (of order three) for pre-LHC PDFs.
This shows that the test is nontrivial in both cases, and it
indeed tests for far-extrapolation for pre-HERA and near-
extrapolation for pre-LHC. A similar pattern is observed for
all process types: HERA, that probes the small x gluon, top
and jets, that probe the large x gluon, and Drell–Yan, that
probes quark flavor separation.

When the PDF uncertainties are introduced, all χ2 values
become of order one, thereby showing that the future test is
successful. This is especially remarkable given that in some
cases (such as HERA data or collider Drell–Yan data for the
pre-HERA PDFs) the reduction in χ2 is by almost a factor 30.
This means that the PDF uncertainty accounts for a deviation
between data and theory which is over five times bigger than
the data uncertainty.

Finally, comparing the two methodologies it is clear that
both are equally successful in satisfying the future tests.
However, with NNPDF3.1 methodology χ2 values computed
without PDF uncertainty for out-of-sample data are rather
larger than with NNPDF4.0 methodology. This means that
while both methodologies lead to faithful uncertainties in the
extrapolation region, NNPDF4.0 has smaller extrapolation
uncertainties, i.e., it provides a more efficient generalization
of the fitted data.

We then turn to fits based on the NNPDF3.1-like dataset.
In this case, each process type is represented both in the fitted
and extrapolation dataset, hence in Table 29 we only show χ2
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Table 28 Values of the χ2 per datapoint for the total dataset and for spe-
cific process types obtained for NNPDF4.0 and for the pre-HERA and
pre-LHC future test PDFs, determined using NNPDF3.1 or NNPDF4.0
methodology. All the data in each process type are either fully included
or fully excluded from each PDF determination. Values in regular font
correspond to fitted datasets, evaluated with the experimental covari-

ance matrix. Values in bold or italics correspond to data that are not
fitted. The value in italic is evaluated with the experimental covari-
ance matrix, while the value in bold also includes PDF uncertainties,
Eqs. (6.21, 6.22). Values of χ2 for the full set of data that are not fitted
(denoted as total out-of-sample) is also given in each case

Process Ndat NNPDF3.1 methodology NNPDF4.0 methodology

pre-HERA pre-LHC Global pre-HERA pre-LHC Global

Fixed target NC DIS 973 1.07 1.21 1.27 1.05 1.18 1.23

Fixed target CC DIS 908 0.97 1.06 1.14 0.80 0.85 0.87

Fixed target Drell–Yan 89 0.87 1.03 1.28 0.92 1.27 1.59

HERA 1208 35.75 (1.18) 1.21 1.20 27.20 (1.23) 1.22 1.20

Collider Drell-Yan (Tevatron) 65 16.95 (0.98) 0.93 1.00 5.52 (1.02) 0.99 1.11

Collider Drell–Yan (LHC) 116 22.96 (1.03) 3.39 (1.31) 1.61 18.91 (1.31) 2.63 (1.58) 1.53

Top quark production 83 9.63 (0.63) 1.31 (0.65) 0.90 20.01 (1.06) 1.30 (0.87) 1.01

Jet production 500 4.92 (0.88) 3.13 (0.99) 1.43 2.69 (0.98) 2.12 (1.10) 1.26

Total out-of-sample 25.46 (1.07) 2.96 (1.00 ) − 19.48 (1.16) 2.10 (1.15) −
Total 3942 13.20 1.47 1.24 10.21 1.28 1.15

values for the total fitted and out-of-sample datasets. In this
case, the out-of-sample χ2 is smaller than two, and smaller
than 1.5 for NNPDF4.0 methodology consistent with the fact
that the out-of-sample data are now in an interpolation region.
Also in this case, upon inclusion of the PDF uncertainty all
χ2 value become of order one, and close to the χ2 value for
the fitted dataset.

We conclude from this analysis that the future test is fully
successful for both methodologies, and that for the same
datasets near- and far-extrapolation and interpolation uncer-
tainties are smaller with NNPDF4.0 methodology as com-
pared to its NNPDF3.1 counterpart.

By construction, the performance of future tests should
always be assessed at the level of χ2. However, for the sake
of visualization, we also provide some comparisons, both
at the PDF level and at the data level, between future-test
PDFs and PDFs determined from the global NNPDF4.0 base-
line dataset. In Figs. 28 and 29 we compare future test pre-
HERA and pre-LHC PDFs at the parametrization scale to
those determined using the full dataset, using respectively
the NNPDF3.1 and NNPDF4.0 fitting methodologies. The
inflation of PDF uncertainties when a particular x range for
a given PDF changes from data to extrapolation between dif-
ferent sets is apparent. The smaller extrapolation uncertainty
found using NNPDF4.0 methodology in comparison to the
NNPDF3.1 methodology is also visible. Finally, it is clear
that there is good overall compatibility of all PDFs when
comparing the data region of one set to the extrapolation
region of a different set, in agreement with the χ2 values of
Table 28. A possible exception is the gluon from the pre-
HERA future test which, while compatible with the global
result when using NNPDF3.1 methodology, disagrees with it

at the two sigma level or even more when using NNPDF4.0
methodology in the x � 0.002 region. This might be due to
the poor internal consistency of the BCDMS and NMC data
already noted in Sect. 4.2.4: if so, this would indicate that the
NNPDF4.0 methodology is sensitive enough to pick up this,
while the NNPDF3.1 methodology is not.

Finally, in Fig. 30 we compare predictions obtained using
the pre-HERA, pre-LHC, and global (NNPDF4.0) PDFs to
a representative selection of data included in the global fit
but not in the pre-LHC fit. Specifically, we consider the
HERA NC structure functions at

√
s = 920 GeV in the

Q = 1.871 GeV bin; the dimuon rapidity distributions in
forward Z → μμ production at LHCb; the top quark rapid-
ity distributions in the ATLAS t t̄ lepton+jet measurement at
8 TeV; and the dilepton rapidity distribution for M�� = 25
GeV and the CMS double-differential Drell–Yan measure-
ment at 7 TeV. Of these, only the HERA structure function
data are included in the pre-LHC fit, though of course not
in the pre-HERA fit, while all other data are predictions for
both future-test PDF sets. All results displayed in these com-
parisons have been obtained using NNPDF4.0 methodology.
A historical curiosity here is the observation that the rise of
the F2 structure function at HERA, which came as a sur-
prize (see e.g. Refs. [225,226]) is correctly reproduced by
the pre-HERA fit based on its onset in pre-HERA data. Note
however that this should not be taken as a prediction: both
methodologies that we are testing here have been developed
based on later datasets, and thus do encode to some extent
some of the information contained in the later data.

The very large difference between fitted and extrapola-
tion PDF uncertainty is apparent, and so is the hierarchy
between near-extrapolation uncertainties (pre-LHC) and far-
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Table 29 Same as Table 28,
now for the NNPDF3.1-like
future test

NNPDF3.1 methodology NNPDF4.0 methodology

NNPDF3.1-like Global NNPDF3.1-like Global

χ2
exp 1.74 1.29 1.46 1.20

χ2
exp+pdf 1.12 − 1.17 −

extrapolation uncertainties (pre-LHC), e.g. for the top pair
production data. The good compatibility between data and
predictions including PDF uncertainties is also clear, again
confirming the success of the future test as summarised in
Table 28.

7 Dataset dependence of the NNPDF4.0 parton set

Having established the reliability of the NNPDF4.0 determi-
nation, we now study in detail the impact on the PDFs of the
data (in this section) and of the methodology (in the next sec-
tion). This also provides us with further a posteriori checks
of the stability and reliability of our results.

In this Section, we first assess the global impact of
the change in dataset when going from NNPDF3.1 to
NNPDF4.0, and then we present variants of the baseline
NNPDF4.0 fit, in which the impact of specific datasets is
studied by removing them from the baseline. Finally, we
assess the impact of datasets that have not been included
in the NNPDF4.0 baseline, with the main aim of checking
the stability of our results. Whereas the analysis presented in
this section gives some indication on the pull of some data
on individual PDFs, a full assessment of the impact of var-
ious data on the PDFs would require the use of correlation
tools such as presented in Ref. [27], as well as systematic
studies of PDFs based on partial datasets, such as presented
in Sect. 2.3 of Ref. [227] in the context of the NNPDF2.3
determination.

Except otherwise stated, all the fits presented in this sec-
tion utilize the methodology discussed in Sect. 3 and corre-
spond to Monte Carlo ensembles of 100 replicas.

7.1 Impact of the updated dataset

As explained in Sect. 2.1, the NNPDF4.0 dataset differs from
NNPDF3.1 not only because of the addition of a signifi-
cant amount of measurements not included in NNPDF3.1,
but also because of changes in the treatment of some of
the data already included in NNPDF3.1, mostly related to
updates in the data and in the corresponding theory calcu-
lations. These changes are incorporated in a dataset called
NNPDF3.1-like in Sect. 2.1 and used throughout this paper
whenever comparisons to NNPDF3.1 are required, e.g. in
the code benchmarks of Sect. 3.4 or in the future tests of

Sect. 6.2. However, in Sect. 5.2.1 (specifically in Fig. 17) we
compared NNPDF4.0 to the published NNPDF3.1 set. We
must therefore start this discussion of dataset dependence
with an assessment of the differences between the published
NNPDF3.1 fit and its update based on this NNPDF3.1-like
dataset.

7.1.1 The NNPDF3.1-like dataset and PDFs

The impact of the alterations made to the NNPDF3.1 dataset
are studied by comparing the original NNPDF3.1 determina-
tion [5] to a PDF fit based on same NNPDF3.1 methodology
but using the NNPDF3.1-like dataset discussed in Sect. 2.1.
The corresponding PDFs are compared in Fig. 31.

As expected, the two PDF sets are overall well consis-
tent, with the PDF central values of each set being almost
always included in the PDF uncertainties of the other across
the entire range of x . Some differences are nevertheless seen
for individual PDFs. These are the largest for the strange
quark and antiquark PDFs. In this case, differences are mostly
explained by the improved treatment of the NuTeV data: the
NNPDF3.1-like dataset incorporates NNLO massive QCD
corrections to the dimuon cross-sections [139], which were
not available at the time the original NNPDF3.1 set was pro-
duced, and an update of the value for the branching ratio of
charmed hadrons into muons (see Sect. 2.1 and the discussion
of [10].)

The combined effect of these two updates is an enhance-
ment of the strange quark and antiquark PDFs in compari-
son to the original NNPDF3.1 analysis, already reported in
Ref. [10]. To compensate for this effect, the down quark and
antiquark PDFs are correspondingly suppressed. In the case
of the charm PDF, a different behavior of the central value is
observed for x � 0.01, possibly because of the replacement
of the HERA charm cross-section data with their final com-
bined version, see Sect. 2. Finally, slight differences in the
gluon PDF are likely due the different treatment of single-
inclusive jet data: Tevatron and 2.76 TeV ATLAS and CMS
measurements are no longer included in the NNPDF3.1-like
dataset, and NNLO K -factors, computed with the recom-
mended choice of scale, are incorporated for the remaining
7 TeV ATLAS and CMS measurements (no NNLO K -factors
were used in NNPDF3.1, as they were not yet available).
The precision of the PDFs in the two parton sets is almost
identical. We conclude that the difference in strange PDFs
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Fig. 28 Some pre-HERA and pre-LHC PDFs compared to PDFs based on full NNPDF4.0 dataset, in all cases obtained using the NNPDF3.1
fitting methodology. The up (top left), antidown (top right), strange (bottom left) and gluon (bottom right) are shown at the input parametrization
scale of Q = 1.65 GeV

between the published NNPDF3.1 and NNPDF4.0 observed
in Sect. 5.2.1 is due to these reasons.

We conclude that the NNPDF3.1-like dataset is compati-
ble with NNPDF3.1 but not identical to it, with differences
due to updates in either the data, or their theoretical treatment
after the original NNPDF3.1 PDF set was produced. Hence-
forth, in this and the next section, we will always compare
to this updated NNPDF3.1-like PDF set and dataset, and by
“NNPDF3.1 baseline” will always refer to the PDFs obtained
with NNPDF3.1 methodology and NNPDF3.1-like dataset.
For completeness, these NNPDF3.1 baseline PDFs are also
shown in Fig. 32, compared now to the NNPDF4.0 base-
line. Of course, the overall pattern is very similar to that
of the comparison between NNPDF4.0 and the published
NNPDF3.1 previously shown in Fig. 17. Figure 32 will serve
as a reference when assessing the relative impact of data and
methodology in driving the differences between NNPDF3.1
and NNPDF4.0.

7.1.2 Impact of the new data in NNPDF4.0

The impact of the new measurements included in the
NNPDF4.0 dataset is studied by comparing the baseline
NNPDF4.0 parton set to a PDF determination based on the
same NNPDF4.0 methodology (presented in Sect. 3), but
using the NNPDF3.1-like dataset defined in Sect. 2.1. In
Fig. 33 we compare the corresponding up, antiup, down,
antidown, strange, antistrange, charm and gluon PDFs as
a function of x at Q = 100 GeV. Results are normalized
to the NNPDF4.0 central value. In Fig. 34 we compare the
corresponding one-sigma PDF uncertainties.

Interestingly, even though there is compatibility within
uncertainties, the central values of all PDFs change, often
almost at the one-sigma level, with the largest differences
seen in the gluon, as noted in Sect. 5.2.1. This means that
the new data are bringing in new experimental information.
In the case of the light quark and antiquark PDFs, the new
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Fig. 29 Same as Fig. 28, but now showing PDFs determined using the NNPDF4.0 methodology

data (mostly from LHC inclusive gauge boson production,
as we will see in Sect. 7.2.1) produce an enhancement of up
to 3% for 0.01 � x � 0.1 of the up and down PDFs, and a
milder suppression of the strange PDF. In the case of charm,
a suppression of about 4-5% is seen for 0.01 � x � 0.1 and
an enhancement of about 10% for x � 0.1. In the case of the
gluon, the impact (mostly from single-inclusive jet and dijet
production, as we will see in Sect. 7.2.3) is a suppression
of about 2-3% around x ∼ 0.1 and a similar enhancement
around x ∼ 0.3.

While shifts of central values are typically of the size of the
PDF uncertainties, it is clear from Fig. 34 that the uncertain-
ties themselves are unchanged, except possibly for a reduc-
tion of the uncertainty in charm in the region 0.01 � x � 0.1.
On the other hand, comparing to the PDFs determined using
the NNPDF3.1-like dataset and methodology, Fig. 32, one
observes that the pattern in change of central values is the
same. Therefore we conclude that the differences in the shape
of PDFs between NNPDF3.1 and NNPDF4.0 are mostly
data-driven, but with little or no impact on uncertainties. It

follows that when comparing to the published NNPDF3.1,
the overall effect of the new data is to improve the accuracy
of the parton set while not significantly affecting its precision.

7.2 PDFs from reduced datasets

We now discuss a number of PDF sets determined by remov-
ing specific measurements from the baseline, with the goal
of assessing their impact. We consider in turn: LHC inclusive
gauge boson production; LHC single top-quark and SeaQuest
data; LHC jet, top pair, Z pT , and direct photon; all the LHC
data altogether; collider data; and DIS data.

7.2.1 The impact of LHC inclusive gauge boson production
data

In the global fit, quark flavor separation is driven by charged-
current DIS structure functions and by inclusive gauge boson
production in hadronic collisions. In the latter case, the bulk
of the data comes from the LHC. The ATLAS and CMS data
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Fig. 30 Comparison of the theoretical predictions including PDF
uncertainties from the pre-HERA and pre-LHC PDF sets based on
NNPDF4.0 methodology and those of the global fit to four represen-
tative measurements: t HERA NC structure functions, dimuon rapidity
distributions in Z production at LHCb, top rapidity distributions in
ATLAS t t̄ production, and the dilepton rapidity distribution for CMS

double-differential Drell–Yan (see text for details). Note that only the
HERA structure function data enter the pre-LHC fit (but not the pre-
LHC fit), and all the remaining data do not enter either the pre-HERA
or pre-LHC fit. The uncertainty in the data corresponds to the total
diagonal experimental error

are mostly in the central rapidity region, sensitive to quarks
and antiquarks in the intermediate-x region, while the LHCb
data cover the forward rapidity region, sensitive to quarks
and antiquarks at large x and small x .

In order to assess the impact of this data we have produced
two PDF sets removing from the baseline all of the inclusive
gauge boson production measurements, either from ATLAS
and CMS, or from LHCb. Figure 35 compares these PDFs to
the baseline. The effect of removing the ATLAS and CMS
data is a suppression of the light quarks and antiquarks (by 2-
4%) and an enhancement of the charm (by up to 10%) around
0.01 � x � 0.1. The effect of removing the LHCb data is
more moderate and predominately affects the down, charm
and gluon at around x � 0.1. Specifically, the former is
suppressed while the latter two are enhanced in comparison to
the baseline (in both cases by up to 10%). The shift of central
values is generally within the PDF uncertainty, except for the
up, antiup, antidown and charm when excluding the ATLAS
and CMS data, and for the down quark when excluding LHCb
data. As expected, and as mentioned in Sect. 7.1.2, this data

is thus responsible for the bulk of the changes in light quark
PDFs between NNPDF3.1 and NNPDF4.0.

7.2.2 The impact of LHC single-top production data and of
SeaQuest data

Additional constraints on quark flavor separation at large x , in
particular on the d/u and d̄/ū ratios, are in principle provided
by single top-quark production at the LHC and by fixed-target
DY production recently measured by the SeaQuest experi-
ment. Because these measurements are included for the first
time in NNPDF4.0 (see Sects. 2.2.9 and 2.2.3) it is interest-
ing to study their impact. To this purpose, we have produced
two PDF sets, respectively removing from the baseline either
all of the single top data, or the SeaQuest measurement.

In Fig. 36 we compare the d/u and d̄/ū ratios, at Q =
10 GeV; in the former case we show results obtained from
the fit without single top data, and in the latter we show
results obtained omitting SeaQuest data, both compared to
the NNPDF3.1 and NNPDF4.0 baselines.
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Fig. 31 The up, antiup, down, antidown, strange, antistrange, charm
and gluon PDFs from NNPDF3.1 and from a fit based on the same
NNPDF3.1 methodology but on the NNPDF3.1-like dataset defined in

Sect. 2.1. Results are displayed at Q = 100 GeV, normalized to the
NNPDF3.1 central value. Solid and dashed bands correspond to 68%
and one-sigma uncertainties, respectively
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Fig. 32 Same as Fig. 17 but now comparing NNPDF4.0 to NNPDF3.1-like instead of the published NNPDF3.1. The NNPDF3.1-like PDFs shown
here define the NNPDF3.1 baseline which will be used in all subsequent plots in this section
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Fig. 33 Same as Fig. 31 now comparing to the NNPDF4.0 baseline a PDF set based on the same NNPDF4.0 methodology but on the NNPDF3.1-like
dataset defined in Sect. 2.1

123



Eur. Phys. J. C (2022) 82 :428 Page 69 of 119 428

Fig. 34 Same as Fig. 33 but for one-sigma relative uncertainties
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Fig. 35 Same as Fig. 31 comparing the baseline to PDFs determined removing either all of the ATLAS and CMS, or all of the LHCb inclusive
gauge boson production data

123



Eur. Phys. J. C (2022) 82 :428 Page 71 of 119 428

Fig. 36 The d/u (left) and d̄/ū (right) ratios, at Q = 10 GeV, computed, respectively, from a NNPDF4.0 fit without single top-quark data or
without SeaQuest data. In both cases we show results obtained with the NNPDF3.1 and NNPDF4.0 baseline fits

Single-top data have essentially no impact on the d/u
ratio and more generally on the whole PDF determination.
This is due to the relatively large experimental uncertain-
ties of the corresponding measurements, as already noted in
Sect. 5.1 and in Ref. [8]. The significant reduction in uncer-
tainty on the d/u ratio between NNPDF3.1 and NNPDF4.0
is methodology-driven, as we will show explicitly in Sect. 8
below. Indeed, we will show (see Fig. 46) that the uncer-
tainty on the large-x up and down quark distributions is
significantly reduced when switching from NNPDF3.1 to
NNPDF4.0 methodology with fixed NNPDF4.0 data, while
we have seen (compare Fig. 34) that the same uncertainty
is essentially unchanged when reducing the dataset to the
NNPDF3.1 one with fixed NNPDF4.0 methodology. It is
interesting to note that the expectation for the d/u ratio seems
to converge to a finite value between 0 and 1. This result may
be used to discriminate non-perturbative models of nucleon
structure [228].

The SeaQuest data have a moderate impact on the d̄/ū
ratio, and essentially no impact on other PDFs. They lead to
a moderate reduction in the PDF uncertainty, but they leave
the baseline central value almost unchanged. In comparison
to NNPDF3.1, the d̄/ū ratio is enhanced by 50% around
x ∼ 0.3 but remains compatible with the larger NNPDF3.1
uncertainties. We therefore conclude that the SeaQuest data
have very little impact on NNPDF4.0 due to their overall
consistency with other data. Interestingly, the d̄/ū ratio in
NNPDF4.0 differs somewhat from that in NNPDF3.1, due
to the updated flavor separation driven by the gauge boson
production data discussed in Sect. 7.2.1. The SeaQuest data
thus provide, for the particular case of the d̄/ū ratio, an inde-
pendent confirmation of the improved knowledge on flavor
separation obtained in NNPDF4.0 thanks to LHC data.

7.2.3 The impact of LHC jet, top-quark pair, Z pT and
direct photon data

Various LHC processes in the NNPDF4.0 dataset constrain
the gluon PDF: top pair and single-inclusive jet or dijet pro-
duction, at large values of x ; and Z pT and direct photon
production at intermediate values of x . In order to assess the
impact of these measurements, we have produced four fits
by removing each of them in turn from the baseline.

In Fig. 37 we compare to the baseline the gluon from each
of these determinations. All other PDFs are essentially unaf-
fected by these changes in dataset, with only small changes
in the quark PDFs when removing the jet observables. For
clarity, we display separately PDFs without top pair produc-
tion and jet data, and PDFs without Z pT and direct photon
data. Only the gluon PDF is shown, normalized to the central
value of the NNPDF4.0 baseline.

The effect of the data is hierarchical. Single-inclusive jet
and dijet data have the largest impact: if they are removed,
the gluon is slightly enhanced (by 2-3%) around 0.01 � x �
0.1 and then more strongly suppressed (by up to 15%) for
x � 0.1. This suggests that the other datasets, specifically top
pair data, tend to pull in the opposite direction, suppressing
somewhat the gluon at large x . Top pair data have a moderate
impact: if they are removed, the gluon is slightly enhanced
for x � 0.1, but within the baseline uncertainty. Z pT data
have a yet smaller impact: if they are removed, the gluon is
again a little enhanced for x � 0.1. The size of this shift
is smaller than that observed in the case of the fit without
top-quark pair data and it remains compatible with baseline
uncertainty. Direct photon data have no effect: if they are
removed, the gluon does not change at all.

These results indicate that single-inclusive and dijet pro-
duction data, which are the most abundant and precise, drive
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Fig. 37 The gluon PDF obtained removing single-inclusive jet and dijet data or top pair data (left), or Z pT data or direct photon data (right)

the features of the gluon in the global fit. Other data provide
some generally consistent and complementary information,
particularly the top pair production data.

7.2.4 The impact of LHC data

It is clear from Sects. 7.2.2 and 7.2.3 that the impact of LHC
data on NNPDF4.0 is non-negligible. In order to assess their
cumulative effect, we have produced a PDF set by remov-
ing all of the LHC measurements. Figure 38 compares this
PDF set to the baseline. It is clear that the LHC data have a
substantial impact, both on central values and uncertainties:
PDF central values change by up to two sigma in the region
0.01 � x � 0.4. This change is qualitatively similar to,
but rather more significant than, the change when removing
LHC data from NNPDF3.1 (see Sect. 4.10 in Ref. [5]). The
change in central value is well within the PDF uncertainty
in the large-x region, x � 0.4, except for the charm PDF.
We conclude that NNPDF4.0 PDFs are significantly more
accurate than PDFs obtained omitting LHC data, except at
very large-x , where the loss of precision may be not greater
than the loss of accuracy.

It is clear that the role of the LHC data has now substan-
tially changed in comparison to PDFs determined before the
LHC Run II. Indeed, for NNPDF3.0 the impact of the LHC
data was still moderate, and subdominant in comparison to
that of the combined HERA data (see in particular Sect. 5.2.2
of Ref. [14]).

7.2.5 The impact of collider data

We have previously [5,14,229] suggested that collider-only
PDFs could be more accurate than global PDFs: retain-
ing only collider data excludes low-energy datasets, which
may be subject to potentially large perturbative and non-
perturbative corrections, and datasets for which the reliabil-

ity of experimental uncertainties has sometimes been ques-
tioned. However, in the NNPDF3.1 analysis (see Sect. 4.12 in
Ref. [5]) it was observed that in practice collider-only PDFs
are not competitive due to their very large uncertainties: the
increase in uncertainty when fitting only collider data was
generally much larger than the change in central value, thus
suggesting that the loss of precision was much greater than
any possible gain in accuracy.

We revisit this state of affairs in the context of NNPDF4.0,
where the amount of LHC data has been significantly
expanded. The collider-only PDFs are compared to the base-
line in Fig. 39. It is clear that now, unlike in the case of
NNPDF3.1, some PDFs are almost as precise in the collider
only and global fit: this is the case for the up, charm, and
gluon. However, there is still a very considerable loss of pre-
cision on the other PDFs at large x , most likely due to the
impact of neutrino data and of data with deuterium targets
on the down and strange quark and antiquark PDFs. We con-
clude that even though we are approaching a situation in
which collider-only PDFs might be competitive, we are not
quite there yet.

7.2.6 The impact of DIS data

Deep-inelastic scattering measurements have provided the
bulk of the experimental information in global fits for a long
time, and DIS-only PDFs have been widely used as a possibly
more accurate and only marginally less precise alternative to
global fits. As with collider-only PDFs, the situation is now
worth revisiting. To this purpose, we have produced a PDF
determination in which only DIS data are retained; and one
in which all the HERA data are removed from the dataset.
They are compared to the baseline in Fig. 40.

Comparing the DIS-only PDFs to the baseline, large dif-
ferences are seen, for both central values and uncertainties.
It is only in the small x region, where quark PDFs are con-
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Fig. 38 Same as Fig. 31 now comparing the baseline to PDFs determined removing from the dataset all LHC data
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Fig. 39 Same as Fig. 31 now comparing the baseline to PDFs determined excluding all fixed-target data from the dataset (collider-only PDFs)
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Fig. 40 Same as Fig. 31 now comparing the baseline to PDFs determined from DIS data only, or removing all HERA data
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trolled by the mixing of the dominant singlet component with
the gluon, that there is good agreement between DIS-only
and global PDFs. The only PDFs which remain essentially
unchanged are the strange quark and antiquark. This con-
firms the key role played by neutrino DIS (dimuon) data in
constraining them.

Interestingly however, the no-HERA PDFs are in perfect
agreement with the baseline, with only a moderate increase
in uncertainty, with the exception of charm. This means that
whereas the small-x behavior of the gluon and singlet deter-
mined from HERA is in agreement with that coming from
the LHC data, the HERA data are no longer required in order
to determine the correct behavior of PDFs at small x . An
exception is charm, which at small x is constrained by the
combined HERA σ c

NC data. As mentioned in Sect. 4.2.4 this
is the reason why this data is retained in the baseline, despite
its poor fit quality, which is possibly due to missing higher
order corrections.

We conclude that on the one hand, unlike in previous
NNPDF determinations, for NNPDF4.0 it is no longer true
that a DIS-only fit is competitive, and on the other hand the
HERA data are no longer needed in order to fix the small
x behavior of PDFs (with the exception of charm). This is
consistent with our previous conclusion in Sect. 7.2.4 that
the NNPDF4.0 PDF determination is largely controlled by
LHC data.

7.3 PDFs from extended datasets

We now discuss a number of PDF sets determined by adding
specific measurements to the baseline. We consider in turn:
the ATLAS 8 TeV W ± lepton rapidity distributions [81]; the
EMC charm structure function data [44]; the 7 TeV ATLAS
and CMS single-inclusive jet data [75,147] (in lieu of dijets);
the NOMAD neutrino dimuon data [111]; and the HERA
single-inclusive and dijet data [112,113,115,116]. In the last
two cases, the impact of the additional measurements is stud-
ied by means of Bayesian reweighting [155,156], for the rea-
sons explained in Sect. 2, starting from a prior PDF ensemble
of 1000 replicas.

7.3.1 The ATLAS 8 TeV W ± data

As discussed in Sect. 4, the ATLAS measurement of the
8 TeV lepton rapidity differential cross-section for W ± pro-
duction [81] is not included in the baseline dataset because
it does not pass our selection criteria. Nevertheless we study
its impact by performing a fit in which it is added to the
NNPDF4.0 baseline dataset. It turns out that the impact
on PDFs of these data is tiny. The down and strange anti-
quarks are the most affected: their central values are respec-
tively suppressed and enhanced by half a sigma in the region
0.01 � x � 0.1. The PDFs, normalized to the central value

of the NNPDF4.0 baseline, are displayed at Q = 100 GeV
in Fig. 41. We conclude that this dataset is in fact consistent
with the baseline, and its pathological behavior upon being
given a large weight is likely related to its poorly behaved
covariance matrix. This will be shown to be indeed the case
in Sect. 8.7 below. A poor fit quality to this dataset was also
found in the MSHT20 analysis [144].

7.3.2 The EMC charm structure function data

In previous NNPDF studies [5,230], it was found that EMC
charm structure function data [44] significantly reduce the
uncertainty on the charm PDF at large x , which in this region,
upon inclusion of this data, deviates significantly from the
result (compatible with zero) of perturbative matching, and
exhibits a behavior similar to models of intrinsic charm [231].
These data however have not been included in the baseline
because the reliability of the EMC estimate of systematic
uncertainties has been questioned, even though not for this
specific measurement (see Refs. [230,232] for details). We
revisit this issue here by adding the EMC data to the base-
line dataset. Furthermore, nuclear uncertainties related to the
use of a Fe target are now taken into account following the
procedure explained in Sect. 2.3.

A good fit quality is obtained overall and specifically for
the EMC measurement, with a value of the χ2 of 0.62. The
charm PDFs for this determination is compared to the base-
line in Fig. 42 (left) at Q = 1.65 GeV, just above the charm
threshold. Remarkably, the inclusion of this data leaves the
central charm PDF unchanged: there is perfect consistency
between the EMC data and the global dataset. Thanks to
this consistency, a reduction of the charm PDF uncertainty
is found around x ∼ 0.03 and x ∼ 0.3, by a moderate
amount. A much more significant uncertainty reduction upon
the inclusion of the EMC data was observed in Ref. [5] (see
Sect. 4.9). This means that the extension of the dataset from
NNPDF3.1 to NNPDF4.0 leads to a charm PDF whose uncer-
tainty is greatly reduced, and whose central value is in perfect
agreement with that determined by the EMC data.

These findings suggests that the NNPDF4.0 analysis
favors a non-zero intrinsic charm component in the proton.
A more quantitative assessment of this statement requires
however a determination of the PDFs in the n f = 3 scheme,
which is left to future studies [233].

7.3.3 ATLAS and CMS single-inclusive jet data

In Sect. 4.3 as a part of dataset selection we had to choose
between single-inclusive jets and dijets, given that the lack of
information on their correlation prevents their simultaneous
inclusion. Whereas we concluded that 8 TeV CMS dijet data
has potential issues and thus decided in favor of the inclu-
sion of single-inclusive jets, for 7 TeV data we concluded
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Fig. 41 Comparison to the baseline of the antidown and antistrange PDFs obtained adding to the baseline the ATLAS lepton rapidity distributions
from W ± production at 8 TeV [81]

Fig. 42 (Left) Comparison to the baseline of the charm PDF at Q =
1.65 GeV from a determination in which the EMC charm structure func-
tion data [44] are included. (Right) The gluon PDF at Q = 100 GeV

compared and normalized the baseline from a determination replacing
7 TeV ATLAS and CMS dijet data with single-inclusive jets

that the single-inclusive jets and dijets are consistent and we
decided for the inclusion of dijets due to the fact that the dijet
observable is favored theoretically [9,137].

We now consider a variant of the baseline in which the
7 TeV dijet data are replaced by single-inclusive jets. In the
case of the ATLAS data, we decorrelate systematic uncer-
tainties across different rapidity bins according to the proce-
dure recommended in [88]. Results remain unchanged if we
include any of the individual rapidity bins, as we had already
observed in the context of NNPDF3.1 [234]. The fit quality
is as good as the baseline, with statistically equivalent PDFs.
The gluon from this set is compared to the baseline in Fig. 42
(right). We observe a mild distortion of the large-x shape: a
slight suppression around x � 0.3 followed by an enhance-
ment at larger x , well within the PDF uncertainty. We thus
confirm compatibility between jets and dijets at 7 TeV.

7.3.4 The NOMAD neutrino dimuon data

As discussed in Sect. 7.2.6, the strange quark PDF is mostly
constrained by the neutrino-DIS charm dimuon data from
NuTeV. LHC data, namely W and Z boson production, pos-
sibly in association with jets, provide additional, consistent
constraints. In Ref. [10], the NOMAD measurement [111]
of the dimuon to inclusive neutrino-nucleus CC DIS cross-
section ratio, Rμμ, was shown to further pin down the uncer-
tainty of the strange quark PDF.

Here we assess whether or not the same conclusion holds
within the reduced uncertainties of the NNPDF4.0 determi-
nation. To this purpose, we repeat the reweighting analysis
of Ref. [10], but now starting from the NNPDF4.0 baseline
as a prior. No nuclear corrections are taken into account,
despite the fact that the NOMAD experiment utilized a Fe
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target, as nuclear corrections cancel in the cross-section ratio
measured by this experiment (see Ref. [10]). We find that
the NOMAD data are very well described by the NNPDF4.0
prior before reweighting: the χ2 per data point is equal to
0.66. The impact of the data is therefore expected to be lim-
ited. After reweighting, the χ2 improves to 0.61. The number
of effective replicas is Neff = 622, out of Nrep = 1000 in
the prior set. The strange quark PDF, the only one to to be
affected, is displayed before and after reweighting in Fig. 43
(left). It is clear that the NOMAD data leave unchanged the
central value and only contribute to a moderate uncertainty
reduction in the region around x ∼ 0.1. Similar conclusions
can be drawn from the comparison of the ratio Rμμ as a
function of the neutrino energy Eν , also shown in Fig. 43
(right).

7.3.5 The HERA DIS jet data

Additional constraints on the gluon are provided by deep-
inelastic jet production. We study the impact of the selection
of available measurements performed by ZEUS and H1 dis-
cussed in Sect. 2.2.2, by means of Bayesian reweighting, for
the reasons discussed there. All the datasets are included at
once in the reweighting; results are given in Table 30, where
for each dataset we give the number of data points and the
χ2 value before and after reweighting, along with the total
χ2 values for the full DIS jet dataset. Experimental correla-
tions between single-inclusive jet and dijet production mea-
surements are taken into account whenever provided (specifi-
cally for Refs. [115,116]). However, because DIS jet data are
included via reweighting, their correlations with the inclusive
DIS data used in the baseline fit cannot be included. This is
a partial limitation of the reweighting analysis.

The number of effective replicas after reweighting is
Neff = 530, out of Nrep = 1000 in the prior set. In
Fig. 44 we compare the reweighted gluon PDF to the base-
line NNPDF4.0 result, shown as a ratio to the latter at
Q = 100 GeV. We show both the central gluon obtained
when reweighting with each of the datasets listed in Table 30
(left) and the central value and uncertainty obtained when
reweighting with the full set of DIS jet data (right). Single-
inclusive jet and dijet measurements from H1 (separately for
low-Q and high-Q) are considered as a single dataset, given
that experimental correlations are completely known.

It is clear that the impact of the DIS jet data is very mod-
erate. Indeed, the fit quality of this data is already quite good
before their inclusion and does not change substantially: this
is also apparent from the small reduction of the effective num-
ber of replicas upon reweighting. We conclude that this data
is consistent with the baseline and, if fully included in the
baseline dataset would not affect significantly the outcome
of the PDF determination.

8 Methodology dependence and stability

After assessing, in the previous section, the impact of the
new data on NNPDF4.0, we now turn to the corresponding
assessment of the impact of the new methodology. This has
the dual aim of, on the one hand, complementing the analysis
of the previous section and providing a full understaning of
the differences between NNPDF4.0 and previous PDF sets,
specifically NNPDF3.1, and on the other hand, providing
detailed tests of the stability and robustness of our results.

We first assess the impact of the new NNPDF4.0 method-
ology, by comparing PDF sets based on the same underlying
dataset, but using either the new NNPDF4.0 or the previ-
ous NNPDF3.1 methodology. We then study specifically the
impact of the new positivity and integrability constraints,
respectively discussed in Sects. 3.1.3 and 3.1.4. Next, we
then turn to the explicit demonstration of the independence of
results on the choice of parametrization basis of Sect. 3.1.1,
we discuss the impact of independently parametrizing the
charm PDF (which is the NNPDF default since NNPDF3.1),
and we study the impact of the new implementation of nuclear
corrections presented in Sect. 2.3. Finally, we study the pos-
sibility of regularizing the covariance matrix for datasets for
which it is poorly conditioned, and use the result to reassess
the impact of some of the problematic datasets considered in
Sect. 4.2.4.

8.1 Impact of the NNPDF4.0 methodology

We complement the comparison between NNPDF3.1 and
NNPDF4.0 presented in Sect. 7.1.2, where the impact of
the NNPDF4.0 dataset was analyzed, by now studying the
impact of the NNPDF4.0 methodology. This is done by com-
paring to the NNPDF4.0 baseline a PDF set determined from
the NNPDF4.0 dataset, but using NNPDF3.1 methodology.
Results are shown in Figs. 45 and 46.

It is clear that PDFs obtained by the two methodolo-
gies are in perfect agreement: given a common dataset, the
NNPDF4.0 and NNPDF3.1 methodologies produce consis-
tent results. This confirms the conclusions of Sect. 6, where
the two methodologies were compared specifically in the
framework of closure and future tests. However, it is clear
that the NNPDF4.0 methodology leads to significantly more
precise results, as is apparent from Fig. 46. This also agrees
with the conclusions of Sect. 6: the old and new methodology
are both faithful (accurate within their stated precision), but
the new methodology is more precise.

Putting this together with the results of Sect. 7.1.2 we con-
clude that the change in PDF central values from NNPDF3.1
to NNPDF4.0 is due to the much expanded dataset, espe-
cially because of LHC data, but the reduction in uncertainty
is almost entirely due to the improved methodology.
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Fig. 43 (Left) Comparison between the baseline and PDFs in which
the NOMAD neutrino DIS data are included by reweighting. The
strange PDF is shown at Q = 100 GeV. (Right) The same compar-

ison for the measured ratio Rμμ as a function of the neutrino energy
Eν . The inset displays quantities normalized to the central experimental
value

Table 30 The number of data points Ndat and the χ2 value before and after reweighting the NNPDF4.0 baseline PDF set with the full set of DIS
jet data (see Sect. 2.2.2 for details). The total χ2 values are also shown

ZEUS 820
(HQ) (1j)

ZEUS 920
(HQ) (1j)

H1 (LQ)
(1j)

H1 (HQ)
(1j)

ZEUS 920
(HQ) (2j)

H1 (LQ)
(2j)

H1 (HQ)
(2j)

Total
DIS+jets

Ndat 30 30 48 24 22 48 24 226

χ2

(NNPDF4.0,
before
reweight-
ing)

0.96 1.75 1.86 1.78 1.82 1.62 1.98 1.80

χ2

(NNPDF4.0,
after
reweight-
ing)

0.96 1.45 1.59 1.62 1.67 1.53 1.65 1.68

Fig. 44 The gluon PDF obtained reweighting the NNPDF4.0 baseline
with DIS jet data, shown as a ratio to the former at Q = 100 GeV. We
show the central gluon obtained when reweighting with each of the DIS

jet data of Table 30 in turn (left), and the central gluon and uncertainty
obtained when reweighting with the full DIS jet dataset considered here
(right)
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Fig. 45 Same as Fig. 33 but now presenting the complementary comparison of the baseline of PDFs to a set based on the same NNPDF4.0 dataset,
but using the old NNPDF3.1 methodology
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Fig. 46 Same as Fig. 45 but showing the one-sigma relative uncertainties
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8.2 Impact of PDF positivity

As discussed in Sect. 3.1.3, strict positivity of the gluon
and the light quarks and antiquarks PDFs is enforced in
NNPDF4.0, based on the results of Ref. [21]. This implies
that there is an extra set of positivity constraints, on top of
those that were already implemented in NNPDF3.1 where
positivity of several observables or pseudo-observables (such
as DIS structure functions for individual quark flavors) was
required. In order to assess the impact of these new PDF pos-
itivity constraints, we have produced a PDF determination in
which only the previous NNPDF3.1 positivity constraints
are implemented, while everything else is identical to the
NNPDF4.0 baseline in terms of both data and methodology.

In Fig. 47 we compare to the NNPDF4.0 baseline fit some
of the ensuing PDFs: we show the antiup, antidown, strange
and antistrange at the parametrization scale Q = 1.65 GeV.
It is clear that the new PDF positivity constraints have a
substantial impact in the large-x region, x � 0.3, both in
terms of reducing the uncertainty and of preventing PDF
replicas from going negative. This latter property ensures
positivity of cross-sections for the production of final states
even for very large invariant masses m X .

8.3 Impact of nonsinglet integrability

As explained in Sect. 3.1.4, in NNPDF4.0 additional inte-
grability constraints are added to those already imple-
mented in NNPDF3.1. First, integrability of the Gottfried
and strangeness sums, i.e. integrability of T3 and T8, is
imposed through Lagrange multipliers. Second, the range of
preprocessing exponents is determined self-consistently as
for NNPDF3.1, but it is no longer allowed to extend into the
non-integrable region. Finally, integrability is imposed at the
post-fit selection level. This ensures that all replicas remain
integrable, so nonsinglet sum rules are finite and with finite
uncertainty.

We assess the impact of these new integrability constraints
by comparing to the NNPDF4.0 baseline the PDFs obtained
by removing both of them, i.e. with no Lagrange multipliers
for T3 and T8 and unconstrained preprocessing range, and
the PDFs determined by keeping the constraint on the pre-
processing range but removing the Lagrange multipliers for
T3 and T8.

In Fig. 48 we compare the PDFs obtained in this way to
the NNPDF4.0 baseline: we show the T3 and T8 nonsinglet
PDFs at the parametrization scale Q = 1.65 GeV. It is clear
that the effect of the new constraints is seen only in the small
x � 10−3 region, where there is limited experimental infor-
mation on quark flavor separation (see Fig. 2). The effect
of the new integrability constraints is significant for T3, but
moderate for T8: in particular, T8 remains integrable even
when both constraints are removed, while integrability of T3

is enforced when constraining the preprocessing, but would
otherwise fail. The effect of the Lagrange multiplier is mostly
to reduce somewhat the small-x uncertainties by removing
some outliers. It is important to note, however, that these
constraints can be rather more significant when PDFs are
determined from a restricted dataset, such as those consid-
ered in Sect. 7. Indeed, inspection of T8 in the no-LHC and
DIS-only fits respectively discussed in Sect. 7.2.6 and 7.2.4
shows a rather different small-x behavior and larger uncer-
tainties, that could well extend into the nonintegrable region
in the absence of an explicit constraint.

It is interesting to compare these results to those of the
CT18 and MSHT20 determinations, shown in Fig. 49. In the
case of the triplet T3, the central CT18 and MSHT20 xT3

PDF combination also vanishes as x → 0, but for MSHT20
the uncertainty band extends into the nonvanishing (positive)
range. In the case of the octet, for both CT18 and MSHT20
xT8 does not vanish as x → 0, resulting in substantially
larger PDF uncertainties for light flavor separation in the
small-x region.

8.4 Parametrization basis independence

As discussed in Sect. 3.1, in the NNPDF4.0 determination
the PDFs are parametrized by default in the evolution basis
at the input scale Q0 = 1.65 GeV. This means that the eight
neurons of the final layer of the neural network displayed
in Fig. 11 correspond to the eight basis PDFs fk listed in
Eq. (3.4), up to preprocessing and normalization prefactors
as given in Eq. (3.5). However, results should be completely
independent of this basis choice. An alternative option, also
discussed in Sect. 3.1, is to use the flavor basis, in which the
eight neurons of the final layer now correspond instead to
the eight basis PDFs f̃k of Eq. (3.3). The results of a global
PDF analysis should in principle be the same irrespective
of whether PDFs are parametrized in the evolution basis,
Eq. (3.1), or in the flavor basis, Eq. (3.3), or indeed in any
other basis.

To demonstrate explicitly that this is the case for NNPDF4.0,
we have carried out a PDF determination in the flavor basis.
This is a significant modification of the fitting methodol-
ogy, so the hyperoptimization procedure has been repeated.
The final methodology settings in this case are provided in
Table 9, along with the baseline (evolution basis) settings.
The ensuing PDFs are compared to the baseline in Fig. 50.
PDFs are not shown in the far small-x extrapolation region
where, as discussed in Sect. 3.1.1, the behavior of flavor-basis
PDFs is the superposition of different powers and cannot be
preprocessed as in the evolution basis, and hence the cor-
responding integrability constraints cannot be enforced, see
Sects. 3.1.4 and 8.3.

It is clear from Fig. 50 that PDFs in the two bases are
in excellent agreement, with differences fully compatible
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Fig. 47 Comparison to the baseline NNPDF4.0 fit of the PDFs determined by removing the new PDF positivity constraints, and hence using only
the NNPDF3.1 positivity conditions. The antiup, antidown, strange and antistrange PDFs are shown at the input parametrization scale Q = 1.65 GeV

Fig. 48 Comparison to the baseline of PDFs obtained removing either or both the new integrability constraints on the triplet and octet PDFs (see
text). The triplet T3 and octet T8 are shown at Q = 1.65 GeV

within the PDF uncertainties. It is important to understand
that the results obtained from a flavor basis parametrization
correspond to an entirely new methodology: specifically, as
discussed in Sect. 3.1 they do not contain any small-x prepro-
cessing, and indeed this requires a considerably larger neural

net architecture, compare the first and third column in Table 9.
Hence we do not expect them to be trivially identical to those
obtained from the evolution basis parametrization, but rather
statistically compatible with them, as it is indeed the case.
We have in fact verified that if we combine replicas obtained
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Fig. 49 Same as Fig. 48 now comparing the NNPDF4.0 baseline to CT18 and MSHT20

using the flavor basis and evolution basis parametrization in
a single replica set uncertainties are essentially unchanged,
thus confirming compatibility of the two results.

The flavor basis parametrization is more unstable due
to the need of using a larger neural network architecture,
and it becomes unreliable at small x because of the diffi-
culty of enforcing the correct subleading Regge behavior,
as discussed in Sect. 3.1. Therefore, we have not pursued
the flavor basis parametrization further for the sake of pre-
cision phenomenology. However, the results presented here
demonstrate independence of the choice of the parametriza-
tion and provide a highly nontrivial test of the robustness of
the NNPDF4.0 framework.

8.5 Treatment of the charm PDF

Since the NNPDF3.1 analysis, in the NNPDF baseline fits the
charm PDF is parametrized alongside the light quark PDFs.
This has various advantages, specifically in absorbing into
the initial PDF possible higher-order contributions to per-
turbative matching conditions, thereby greatly reducing the
dependence of results on the value of the charm mass [230],
and also allowing for a possible non-perturbative intrinsic
charm component.

Here we assess the impact of parametrizing charm by com-
paring the baseline PDFs to PDFs in which charm is deter-
mined using standard NNLO perturbative matching. The fit
quality deteriorates somewhat, with the total χ2 per data
point increasing from the value 1.16 of Table 18 to 1.18. The
datasets that show a more marked deterioration are gauge
boson production and deep-inelastic scattering, which are
those most sensitive to quark flavor decomposition.

The PDFs obtained when charm is determined by per-
turbative matching are compared to the baseline in Fig. 51.
Results are qualitatively similar to those already observed

when the same comparison was performed in NNPDF3.1 [5].
It is particularly interesting to note the stability of the gluon
PDF, which in the perturbative charm approach is directly
responsible for driving the charm PDF. Light quark PDFs
are generally larger at small x � 0.003 and smaller at larger
x ∼ 0.1 when charm is not parametrized. The charm PDF is
of course most affected, with the PDF, when parametrized,
being rather larger at large x � 0.1, smaller for 0.01 ∼< x ∼<
0.1, and then larger again for 2 × 10−4 ∼< x ∼< 0.01 as
compared to its perturbatively determined counterpart. Note
however that if charm is not parametrized, its value in the
region 0.01 ∼< x ∼< 0.1 depends very strongly on the value
of the charm mass mc.

It is interesting to observe that the uncertainties of all PDFs
other than charm are quite similar whether or not charm is
parametrized. In fact, in several cases, such as the gluon at
small x ∼< 10−3 and light antiquark PDFs at intermediate
x ∼< 0.1, the PDF uncertainties are actually smaller when
charm is parametrized. This demonstrates the improved over-
all consistency of the global PDF determination when charm
is parametrized. Of course, the uncertainty on the charm PDF
itself is significantly larger when it is parametrized.

The charm PDF at the parametrization scale of Q0 =
1.65 GeV is directly compared in Fig. 52 to its perturbatively
generated counterpart, along with the gluon PDF that drives
the latter. The stability of the gluon PDF can be directly
appreciated, in particular for x ∼> 10−3. The charm PDF,
when independently parametrized, displays clear evidence
for a valence-like component at low scales and for x ∼> 0.1,
with a statistical significance approaching the 3σ level, while
in the x ∼< 0.1 region it is consistent with zero within uncer-
tainties. The shape of the perturbatively generated charm is
very different, and its very small uncertainty (which does not
include the charm mass uncertainty or missing higher order
corrections) looks unrealistic.

123



Eur. Phys. J. C (2022) 82 :428 Page 85 of 119 428

Fig. 50 Same as Fig. 33, but now comparing the baseline PDFs, parametrized in the evolution basis, to PDFs parametrized in the flavor basis and
determined with the corresponding hyperparameter settings of Table 9
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Fig. 51 Same as Fig. 33, comparing to the baseline PDFs in which charm is not independently parametrized but rather determined by perturbative
matching. The charm mass is taken to be mc = 1.51 GeV in both fits
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We conclude that parametrizing charm has a moderate
but non-negligible effect, especially on the light flavor sep-
aration, and it improves the overall fit quality and consis-
tency. The best-fit parametrized charm displays evidence for
a valence-like component at large x and low scale, which
could be identified with an intrinsic charm component of the
proton. A dedicated investigation of this issue will be pre-
sented in a follow-up publication [233].

8.6 Impact of nuclear corrections

As discussed in Sect. 2.3, the baseline NNPDF4.0 determi-
nation includes nuclear uncertainties as an extra contribution
to the covariance matrix, both for data taken on deuteron
and heavy nuclei targets. The impact of these corrections is
assessed here. To this purpose, we have produced dedicated
PDF sets with different settings for the treatment of deuteron
and heavy nuclear uncertainties, summarized in Table 31.
These correspond to including nuclear effects in either the
default way, as additional theory uncertainties (denoted as
“unc”), or in the alternative way briefly discussed in Sect. 2.3
in which they are included as a correction to the experimental
data, with a correspondingly reduced uncertainty, (denoted
as “shift”) or not at all, for either or both deuterium or heavy
nuclei.

The values of the χ2 per data point, for each process type
and for the complete dataset, for each of these PDF determi-
nations are collected in Table 31. The value of the φ estimator
(as defined in Eq. (4.6) of Ref. [14], also equal to the square-
root of the variance Eq. (6.8)) is also given. This is a measure
of the (correlated) PDF uncertainty in units of the data uncer-
tainty. A graphical representation of the results of Table 31
is provided in Fig. 53, where all datasets that are unaffected
by nuclear corrections are grouped as in the “other” category.

Upon including nuclear uncertainties, the χ2 for the global
fit improves rather significantly, from 1.27 to 1.17. This bet-
ter fit quality can be traced to the improved description of
the fixed-target CC DIS and Drell–Yan datasets, with similar
outcomes for the “unc” and “shift” options. This decrease in
χ2 may look unsurprising, since an extra source of uncer-
tainty is being added, which affects around one third of the
global dataset. However, note that the φ estimator is almost
unchanged: this means that PDF uncertainties remain almost
the same. The lowest total χ2 value is found for the baseline
fit. Indeed, the reduction in χ2 is a little more marked when
nuclear corrections are added as an extra uncertainty, rather
than a shift. In the latter case, the extra contribution to the
uncertainty only corresponds to the uncertainty in the shift
itself. This suggests that the baseline treatment of nuclear
corrections as uncertainties is a little more conservative than
the shift option. The reduction in χ2 from the fit with no
nuclear corrections to the baseline is roughly the sum of the

decreases observed when either the deuteron or the heavy
nuclear datasets are corrected.

The effect of nuclear corrections on PDFs is non-
negligible, in particular in the large-x region. In Fig. 54 the
antiup and antidown PDFs at Q = 30 GeV determined with-
out nuclear corrections, or with heavy nuclear corrections
only, are compared to the baseline (with the default treat-
ment of nuclear corrections). Inclusion of nuclear corrections
leads to an increase in uncertainty at large x ∼> 0.2, and also a
different shape, with in particular a significant enhancement
around x � 0.5. Heavy nuclear corrections have the largest
impact, especially on the antidown PDF. Nevertheless, all
PDFs agree well within their respective uncertainty bands.
This suggests that neglecting deuteron and heavy nuclear
uncertainties could distort the determination of the sea quark
PDFs at large-x .

PDFs obtained with either of the two alternative treatments
of nuclear corrections are compared in Fig. 55. First (top), we
compare to the baseline the antiup and antidown PDFs as in
Fig. 54 but now with all nuclear and deuterium corrections
included as shifts, and then (bottom) we compare directly
the antiup PDF when either the deuterium or the nuclear cor-
rections are included with either the uncertainty or the shift
method. It is clear that the impact of the nuclear corrections
on the PDF with either method is quite similar, the only dif-
ference being that uncertainties are somewhat smaller when
the shift method is adopted. This is in agreement with the
behavior of the χ2 values observed previously, and confirms
that the baseline prescription is somewhat more conservative.

As mentioned in Sect. 2.3, the evaluation of the deuterium
corrections with the method of Ref. [19] requires a self-
consistent determination of the deuterium PDF, which has
been performed here starting with the NNPDF4.0 set and
then proceeding as was done in Ref. [19] for NNPDF3.1. A
byproduct of this procedure is then, of course, an independent
determination of the deuterium PDFs and thus of deuterium
structure functions, with corresponding correlated uncertain-
ties, which we now discuss briefly.

In Fig. 56 we display the Fd
2 /F p,0

2 structure function ratio

at Q = 10 GeV, where by F p,0
2 we denote the isospin singlet

component of the proton structure function, so Fd
2 /F p,0

2 = 1
in the absence of nuclear corrections. The associated one-
sigma PDF uncertainty band is also shown, with correlations
between deuteron and proton PDFs taken into account. The
results from the nNNPDF2.0 nuclear PDF fit and from a
phenomenological determination in MSHT20 [144] are also
shown for comparison.

The deuteron corrections to Fd
2 /F p,0

2 are seen in Fig. 56
to be quite small, as expected since the deuteron is a loosely
bound nucleus. The three estimates for Fd

2 /F p,0
2 are con-

sistent with each other and agree within uncertainties. In all
three cases, one finds that the correction is only important at
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Fig. 52 Same as Fig. 51 for the gluon and the charm PDFs at the parametrization scale Q = 1.65

Table 31 The value of the χ2 per data point for the NNPDF4.0 baseline and its variants with different treatments of nuclear corrections. Values
are shown for each process type and for the complete dataset. The value of the φ estimator for the complete dataset is also provided (see text)

No nucl. unc. Deut. unc. Deut. shift HeavyN unc. HeavyN shift Shift NNPDF4.0

DIS NC (fixed-target) 1.27 1.27 1.27 1.26 1.27 1.26 1.26

DIS CC (fixed-target) 0.86 0.86 0.86 0.86 0.87 0.86 0.86

DIS NC (collider) 1.20 1.19 1.19 1.19 1.19 1.19 1.19

DIS CC (collider) 1.27 1.299 1.29 1.26 1.25 1.28 1.28

Drell–Yan (fixed-target) 0.94 0.93 0.92 1.00 1.01 0.96 0.98

Tevatron W, Z prod. (incl.) 1.22 1.25 1.27 1.15 1.14 1.12 1.10

LHC inclusive W, Z prod. (incl.) 1.51 1.49 1.48 1.40 1.40 1.37 1.37

LHC W, Z production (pT and jets) 1.13 1.14 1.14 1.14 1.14 1.14 1.14

LHC top-quark pair production 1.23 1.21 1.20 1.18 1.20 1.18 1.20

LHC jet production 1.30 1.27 1.26 1.30 1.30 1.25 1.26

LHC isolated γ production 0.74 0.74 0.73 0.77 0.76 0.76 0.76

LHC single t production 0.36 0.37 0.36 0.37 0.36 0.36 0.36

Total χ2 1.27 1.25 1.25 1.19 1.21 1.19 1.17

Total φ 0.15 0.16 0.16 0.16 0.16 0.16 0.16

large-x , with a dip of a couple percent for x � 0.4 and then
an enhancement at larger values of x . The uncertainties for
the NNPDF4.0-based determination are slightly larger in the
low-x region, reflecting that this determination is a somewhat
more conservative. This determination also has the smallest
correction factor, which is in general very close to one except
for x ∼> 0.6.

8.7 Regularized covariance matrices

The selection procedure of Sect. 4 revealed that several of
the datasets considered as potential candidates for the inclu-
sion in the global PDF analysis exhibit a large value of the
stability metric Z , Eq. (4.2), which may lead to artificially
high χ2 values due to ill-defined covariance matrices. As
discussed there, the value of (

√
2Z)−1 can be interpreted as

the precision at which correlations need to be estimated in
order to ensure that they affect the χ2 by less than one stan-
dard deviation. This implies e.g. that a dataset with Z = 10
requires correlations to be estimated with an absolute uncer-
tainty of less than 0.07, else the χ2 will be inflated. The
potentially problematic nature of publicly released experi-
mental covariance matrices is sometimes acknowledged by
the experimental collaborations, and alleviated by their pro-
vision of alternative decorrelation models characterized by a
different pattern of correlated systematics.

The stability analysis carried out in Sect. 4 focused on the
impact of large weight fits at the PDF level, and based on
the results of these fits, it established which datasets were
suitable for inclusion in the baseline dataset, essentially by
making sure that they would not distort the global fit. Here
we assess the effect on the global PDF fit when datasets
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Fig. 53 The values of the χ2 for individual datasets for the PDF fits listed in Table 31. The datasets unaffected by nuclear corrections are grouped
in the “other” category

Fig. 54 The antiup and antidown PDFs at Q = 30 GeV from the “No nucl. unc.” and “HeavyN unc.” PDF sets of Table 31 compared to the
baseline

exhibiting large values of Z have their covariance matrices
regularized by means of a tailored procedure. For datasets
that we did decide to include in NNPDF4.0, the purpose
of this is to confirm that our best-fit PDFs are indeed not
distorted by the inclusion of this data. For datasets that were
not included, the aim is to assess what would be their impact
if it was possible to safely include them.

The decorrelation procedure that we apply here is described
in more detail in Ref. [205]. It is based on clipping the eigen-
vectors until a target value of the stability metric, Zreg, is
achieved. For instance, if the target value is chosen to be
Zreg = 4, then the clipping algorithm transforms the orig-
inal experimental correlation matrix into a different matrix
with the same eigenvectors as the original one but such that
the eigenvalues that were smaller than 1/Z2

reg = 1/16 are
replaced by 1/16. The motivation for this decorrelation pro-

cedure is to give a decorrelated covariance matrix which is as
close as possible to the original one provided by the experi-
ments. This is in contrast to other approaches such as adding
a small diagonal contribution, or varying ad hoc the pattern of
correlations for specific sources of systematic uncertainties.

We have repeated the global NNPDF4.0 NNLO determi-
nation, but now regularizing in turn the covariance matrix of
those datasets that exceeded the threshold value of the sta-
bility metric (see Tables 12, 13, 14 and 15 in Sect. 4), with
the threshold value Zreg = 4 now chosen as target clipping
value. Results are shown in Table 32: in each case we dis-
play the number of data points, the value of Z for the given
experiment before regularization (Zorig), and the χ2 for the
experiment before and after regularization. Note that, based
on the dataset selection procedure of Sect. 4, the ATLAS W
8 TeV and CMS 3D dijets 8 TeV datasets are not part of the
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Fig. 55 Top: same as Fig. 54, but now with PDFs from the “Shift” set. Bottom: comparison to the baseline of the antidown PDF at Q = 30 from
the “Deut Unc” and “Deut shift” sets (left) or from the “HeavyN unc” and the “HeavyN shift” sets (right)

Fig. 56 The ratio of deuteron to the iso-singlet proton structure
functions, Fd

2 //F p,0
2 , evaluated using the proton and deuteron PDFs

obtained in the present NNPDF4.0 analysis at Q = 10 GeV as a func-
tion of x . Results are compared to the nNNPDF2.0 nuclear PDF fit and
the phenomenological correction factor from MSHT20

NNPDF4.0 baseline. In the former case, the regularization
has been applied to a dedicated PDF determination in which
the ATLAS data have been added to the baseline. In the lat-
ter case, the regularization has been applied to the the PDF
determination shown in Table 17, “CMS 3D dijets 8 TeV”
entry. All other datasets listed in Table 32 are already part of
the baseline. It is clear from Table 32 that after regularization
all χ2 values are of order unity, with the possible exception of
CMS 7 TeV dijets. Note that the improvement in the values
of the χ2 is not driven by an increase in the diagonal elements
of the covariance matrix, which remains smaller than 5%, but
rather from the regularization of the smallest eigenvectors.
It thus amounts to a minimal modification of the covariance
matrix.

Interestingly, one also finds that the best-fit PDFs are left
almost unchanged by the regularization procedure. Specifi-
cally, in Fig. 57 we compare PDFs obtained regularizing the
ATLAS W 8 TeV (left) and ATLAS 7 TeV dijet data (right)
to the baseline PDFs. In the former case, since the ATLAS
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Table 32 The values of the χ2 in NNPDF4.0 variants in which the
covariance matrices for selected datasets have been regularized follow-
ing the procedure discussed in the text. For each dataset, we indicate
the number of data points, the original values of the fit quality χ2

orig and

of the stability metric Zorig, and then the values of the χ2
reg obtained by

repeating the fit with the regularized covariance matrix for this dataset,
for a choice of the target metric of Zreg = 4. Datasets denoted by (*)
are not part of the baseline and have been obtained from dedicated PDF
fits (see text)

Dataset Ndat Zorig χ2
orig χ2

reg

ATLAS W, Z 7 TeV CC (L = 4.6 fb−1) 46 9.01 1.89 0.93

ATLAS W 8 TeV (*) 22 11.28 3.50 1.15

CMS dijets 7 TeV 54 4.70 1.81 1.73

ATLAS dijets 7 TeV 90 9.93 2.14 0.92

CMS 3D dijets 8 TeV (*) 122 4.47 1.50 0.92

Fig. 57 Comparison to the baseline of PDFs obtained by regularizing
the covariance matrix for the ATLAS W 8 TeV (left) and ATLAS 7
TeV dijet dataset (right). In each case, the PDF which is most affected

is shown: antistrange (left) and gluon (right). In the left plot both the
default baseline and a baseline with the unregularized data are shown

W 8 TeV are not part of the default dataset, we show both
the default baseline, and a modified version in which this
data has been added in unregularized form. In each case, we
show the PDF that is most affected by the regularization,
respectively the antistrange and the gluon. It is clear that,
despite the large differences at the χ2 level, the regulariza-
tion procedure leaves the PDFs mostly unaffected. This said,
the effects of regularization are not completely negligible in
all cases: for example, for the ATLAS 7 TeV dijets at x � 0.2
the gluon PDF is suppressed by around one-sigma as com-
pared to the baseline in the regularized fits. Nevertheless,
these remain quite moderate effects, a feature which might
appear somewhat counterintuitive given the large reduction
in the χ2 values.

Our general conclusion is that a poor χ2 does not neces-
sarily imply a genuine inconsistency, since it can arise from
ill-defined (unstable) covariance matrices. The specific con-
clusion for the datasets that have been examined here is that
we observe almost no difference between PDFs determined
with and without regularizing the corresponding covariance
matrices. For the datasets that we retained in the baseline
dataset, this analysis confirms that the global fit is not dis-

torted by the poorly behaved nature of their covariance matri-
ces.

For the two datasets that we did not retain, the situation is
somewhat different. In the case of the ATLAS W 8 TeV data
shown in Fig. 57, there is essentially no difference between
PDFs determined including or not including this dataset in
regularized or unregularized form. For the CMS 3D 8 TeV
dijets, we see no difference between PDFs determined with
regularized or unregularized covariance matrix, but both dif-
fer significantly from the baseline, as discussed in Sect. 4.3.
Hence, in both cases the poor χ2 is due to the properties of
the covariance matrix, and we confirm our decision not to
include these datasets in the baseline: in the former case on
the grounds that it would make no difference, and in the latter
case for the reasons discussed in Sect. 4.3.

9 Phenomenology

We present a first study of the implications of the NNPDF4.0
PDFs for hadron collider phenomenology. Specifically, we
compare the PDF luminosities at

√
s = 14 TeV from
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NNPDF4.0 to other available PDF sets, and we then present
theoretical predictions obtained using these PDF sets for rep-
resentative LHC inclusive cross-sections and differential dis-
tributions. Specifically, we consider inclusive gauge boson
production, Higgs boson production in different channels,
and top quark pair production. As we shall see, PDF uncer-
tainties found using NNPDF4.0 are typically of the order of
one percent for a broad range of observables and in a wide
kinematic region.

9.1 PDF luminosities

We evaluate here PDF luminosities for different parton initial
state combinations. We consider the parton luminosities as
a function of the invariant mass of the final state m X , both
integrated over rapidity and differential in rapidity, as defined
in Eqs. (1-4) of Ref. [235].

In Fig. 58 we compare the luminosities integrated over
rapidity, computed at

√
s = 14 TeV using NNPDF4.0 and

NNPDF3.1 PDFs, as a function of the final-state invariant
mass m X . For each parton combination, we show the ratio
to the central NNPDF4.0 and the relative one-sigma PDF
uncertainty. Then in Fig. 59 percentage uncertainties on the
parton luminosities differential in rapidity are shown as a
two-dimensional contour plot as a function of the invariant
mass m X and rapidity y of the final state. In this case, we also
show for reference the up-antidown luminosity (relevant e.g.
for W + production).

The first obvious observation is the significant reduction
of PDF uncertainties that was already observed in Sect. 5.2.
Indeed, it is clear, especially from Fig. 59, that the uncer-
tainty is now around 1% in a wide kinematic region and for
several parton channels. In terms of overall compatibility,
all luminosities agree at the one sigma level. While central
values for the quark–gluon and quark–antiquark luminosities
are almost unchanged, the quark–quark luminosity is some-
what enhanced and the gluon–gluon luminosity somewhat
suppressed in NNPDF4.0 compared to NNPDF3.1, in the
region m X � 3 TeV.

We next compare (Fig. 60) the NNPDF4.0 luminosities
integrated in rapidity to those obtained using PDFs from the
CT18 [143], MSHT20 [144] and ABMP16 [142] sets. When
comparing uncertainties, it should be kept in mind that while
CT18, MSHT20 and ABMP16 all adopt a Hessian method-
ology with a fixed functional form, their respective treat-
ments of uncertainties differ. Specifically, both CT18 and
MSHT20 adopt a “tolerance” [208,236] criterion and further
study functional form dependence in order to span adequately
the space of parametrizations, while ABMP do not. Hence,
CT18 and MSHT20 uncertainties are directly comparable to
those of NNPDF (which adopts a very general neural net-
work parametrization), while ABMP uncertainties generally
are not. The same common value of αs(m Z ) = 0.118 is used

in all cases. Note that this significantly differs from the value
αs(m Z ) = 0.113 adopted as default in Ref. [142]. Again as
already observed in Sect. 5.2, it is clear that NNPDF4.0 gen-
erally has the smallest uncertainty. An exception is ABMP16
in some regions (such as the gluon–gluon luminosity for low
invariant mass), possibly for the reason mentioned above (as
already pointed out in Ref. [5].

All luminosities agree within uncertainties in the region
around m X ∼ 100 GeV, relevant e.g. for Higgs and gauge
boson production. Furthermore, the quark–quark and quark–
antiquark luminosity are in good agreement within uncertain-
ties over the full mass range. For the gluon sector luminosi-
ties (gluon–gluon and gluon–quark), however, differences
are seen at large mass. Specifically, in the high-mass region,
m X ∼> 1 TeV, the gluon–gluon and quark–gluon luminosities
for NNPDF4.0 are rather smaller than MSHT20 and CT18,
though they agree with ABMP16. These differences are pos-
sibly a consequence of the fact that NNPDF4.0 includes a
variety of data which are sensitive to the gluon and are not
used by other groups, in particular the dijet cross-sections at
7 TeV and the t t̄ differential distributions from the LHC Run
II.

A full understanding of the origin of the differences
between PDFs determined by different groups and their
impact on LHC phenomenology would require a dedicated
benchmark study, such as the ones carried out for the
PDF4LHC15 [237] and PDF4LHC21 [214,215] combina-
tions for NNPDF3.0 and NNPDF3.1 respectively. In the
remainder of this section, we will assess how these differ-
ences at the level of parton luminosities translate into LHC
cross-sections and distributions.

9.2 Inclusive cross-sections

We present theory predictions for representative LHC pro-
cesses, first for integrated cross-sections and then for the cor-
responding differential distributions, based on the luminosi-
ties discussed in Sect. 9.1. In all cases, realistic acceptance
requirements and final state kinematic cuts are imposed, in
order to provide theoretical predictions which are as close as
possible to the associated experimental measurements. All
cross-sections are evaluated at

√
s = 14 TeV.

We consider the following processes: neutral and charged
current Drell–Yan production in the leptonic final state, top
pair production, gauge boson pair production (both in the
W+W− and the W±Z channels), inclusive Higgs produc-
tion via gluon fusion or vector boson fusion, and the associ-
ated production of Higgs and W±. Note that some of these
processes are already part of the NNPDF4.0 determination,
but at a different center-of-mass energy: specifically, neutral
current (dilepton) Drell–Yan production and top pair produc-
tion data are included for center-of-mass energies of 7, 8 and
13 TeV.
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Fig. 58 Comparison, as a function of the invariant mass m X , of the par-
ton luminosities at

√
s = 14 TeV computed using NNLO NNPDF4.0

and NNPDF3.1 PDFs, where the luminosities have been integrated over

the final-state rapidity y. The ratio to the NNPDF4.0 central value and
the relative one-sigma uncertainty are shown for each parton combina-
tion
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Fig. 59 The relative
uncertainty on the parton
luminosities of Fig. 58, now
plotted as a function of the
invariant mass m X and the
rapidity y of the final state; the
left plots show results for
NNPDF3.1 and the right plots
for NNPDF4.0; results for the
up-antidown luminosity are also
shown in the last row
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Fig. 60 Same as Fig. 58 but now comparing NNPDF40, ABMP16, CT18, and MSHT20 PDFs
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Calculational settings Results presented in this section have
been produced using MadGraph5_aMC@NLO [124,125]
and account for complete NLO corrections both in the QCD
and electroweak couplings. These mg5_aMC calculations
have been interfaced to PineAPPL [16], which produces
interpolation grids so that the LHC predictions can be quickly
evaluated for arbitrary PDF sets without redoing the MC inte-
gration. In the specific case of top pair production, our calcu-
lation include only the O(α2

s ) and O(αsα) terms at LO and
the O(α3

s ) and O(α2
s α) corrections at NLO. This is justified

since the pure-EW and mixed corrections that we neglect,
namely O(α2), O(αsα

2) and O(α3), are very small in the
kinematic regions under consideration [238].

For electroweak gauge boson production, we account for
their decays into leptons. In order to simplify the calcula-
tion, we choose the flavors of these final-state leptons to be
different from each other, so as to minimize the number of
Feynman diagrams. This, for example, avoids the overlap
of ZZ with W+W− diboson production, both of which can
decay into the ��̄ν�ν̄� final state, while only the later can
decay into the ��̄′ν�′ ν̄� final state, which is the one we have
selected.

For all calculations except Higgs production, we use the
model loop_qcd_qed_sm_Gmu with enabled complex-
mass scheme [239–241] as implemented by Ref. [124]. For
Higgs production we use the UFO model of [242,243] with
an effective Higgs–gluon–gluon coupling, for which EW cor-
rections vanish. The following are taken as independent input
parameters:

mW = 80.352 GeV, �W = 2.084 GeV,

mt = 172.5 GeV, �Z = 2.4943 GeV,

mZ = 91.1535 GeV, �H = 4.07468 × 10−3 GeV,

�t = 1.37758 GeV,

mH = 125.0 GeV,

Gμ = 1.166378 × 10−5 /GeV2,

(9.1)
which are directly fed into the mg5_aMC calculation. In the
case of top pair production we assume stable top quarks in
the final state, which corresponds to setting the top-quark
width to �t = 0. All calculations with final-state leptons
employ a dressed lepton definition which recombines leptons
with photons if their separation is smaller than �R�γ < 0.1.
Furthermore, in all cases each process is defined inclusively
with respect to additional particles such as jets and photons.

While all the results presented in this section have been
obtained using NNLO PDF sets, we note that they are based
on matrix elements evaluated at NLO accuracy in the QCD
coupling, i.e. NNLO QCD corrections are not included. This
procedure is adequate in order to discuss features and differ-
ences of PDF sets, which is our main goal here, but of course
not for precision phenomenology.

We now provide in turn specific information about the cal-
culational settings, acceptance requirements, and final-state
selection cuts for each of the processes under consideration.
Drell–Yan lepton-pair production For this process, mostly
dominated by the exchange of an off-shell Z, we require
exactly two same-flavor opposite-sign leptons. These two
leptons must satisfy the central acceptance cuts of p�

T >

15 GeV and |η�| < 2.4, while their invariant mass must fulfill
40 GeV < m��̄ < 3000 GeV, similar to the CMS 13 TeV
analysis [105]. The factorization and renormalization scales
are set dynamically to μ = 〈m��〉, where 〈m��〉 represents the
center of each bin in the dilepton invariant mass distribution
(see Fig. 65).
Charged vector-boson production This process is dominated
by the exchange of an off-shell W boson, hence the accep-
tance cuts imposed on the final-state charged lepton (of any
flavor) are p�

T > 20 GeV and |η�| < 2.5. In this case we
adopt fixed factorization and renormalization scales, set to
the value of the W-boson mass μ = mW.
Diboson production We consider gauge boson pair produc-
tion in the ZW± and W+W− channels, with bosons subse-
quently decaying leptonically. We impose cuts on the final-
state leptons of p�

T > 20 GeV and |η�| < 2.5. In the W+W−
channel, we require two opposite-sign charged leptons from
the boson decays with different lepton flavors. Also for this
process we set μ = mW.
Top pair production The simulation of this process is car-
ried out at the level of stable top quarks. We impose that the
invariant mass mtt̄ of the top-quark pair system be within the
range 300 GeV < mtt̄ < 2500 GeV, and adopt the same
choice of binning as that used for CMS in their 13 TeV anal-
ysis [93] based on the lepton+jet final state. The factorization
and renormalization scales depend on the event kinematics
and are set dynamically to

μ = HT/4 = 1

4

[√
m2

t + (pt
T)2 +

√
m2

t + (pt̄
T)2

]
, (9.2)

where pt
T and pt̄

T indicate the transverse momentum of the
top and antitop quarks, respectively.
Higgs production via gluon fusion For the simulation of all
the Higgs production processes we consider a stable Higgs,
since its decays do not contain relevant information on the
PDF sensitivity of the process. We require the Higgs to be
produced in the central region, |yH| < 2.5, and use fixed
scales of μ = mW.
Higgs production with associated W± boson For this Higgs
production channel, in addition to the central production
requirement |yH| < 2.5 we impose the same cuts on the
charged lepton arising from the W± decay as for charged-
current Drell–Yan production, namely p�

T > 20 GeV and
|η�| < 2.5.

Here we also set the scales to μ = mW.
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Higgs production in vector boson fusion In this case, in addi-
tion to the centrally produced Higgs we require a final state
with (at least) two anti-kt jets of radius R = 0.4. These for-
ward tagging jets must satisfy pj

T > 20 GeV, |yj| < 4.5,
with a dijet invariant mass of mj1j2 > 500 GeV and a rapid-
ity separation of |yj1 − yj2 | > 2.5, where j1 is the leading,
and j2 the subleading jet (ordered in pT ). As for the other
Higgs production processes, the scale is set to μ = MW.
Results Using the calculational settings described above, we
have computed differential distributions (to be discussed
below) and then combined the bins into integrated cross-
sections. Figures 61 and 62 display the integrated LHC cross-
sections at 14 TeV for the processes under consideration: neu-
tral and charged-current Drell–Yan production, gauge boson
pair production, top-quark pair production, and Higgs pro-
duction in different channels: gluon fusion, associated pro-
duction with a W± boson, and vector-boson fusion.

We compare results obtained using the NNPDF3.1,
NNPDF4.0, CT18, MSHT20, and ABMP16 PDFs, in all
cases with a common value of αs(m Z ) = 0.118. In order
to facilitate visualization of the statistical compatibility
between results obtained NNPDF4.0 and all other PDF sets,
we display vertical bands indicating the 1σ (dark) and 2σ

(light) uncertainty ranges of the NNPDF4.0 prediction. For
CT18 and MSHT20, PDF uncertainties are computed with
the asymmetric Hessian prescription so positive and negative
uncertainties generally differ.

For charged- and neutral-current DY production, we
observe good agreement at the 1σ level between NNPDF3.1
and NNPDF4.0, consistent with the comparisons at the lumi-
nosity level reported in Sect. 9.1. The NNPDF4.0 cross-
sections are found to be higher than those of MSHT20 and
CT18, as expected given the larger qq̄ luminosity in the
m X � mV region which dominates the integrated cross-
section shown in Fig. 60, with central values in agreement
at the 1σ or at most 2σ level. For these three cross-sections,
the smaller PDF uncertainties of NNPDF4.0 compared to
MSHT20 and especially CT18 that was observed in Sect. 9.1
is clearly visible.

For the diboson production cross-sections, the compar-
ison presents different features according to the specific
final state. Indeed, diboson production is generally dom-
inated by quark–quark scattering, so the specific partonic
combination depends on the final state, and the total quark–
quark luminosity Lqq only provides a crude average mea-
sure. While there is always excellent compatibility between
NNPDF3.1 and NNPDF4.0, the comparison to other groups
differs according to the specific process. For W+W− pro-
duction, NNPDF4.0 agrees well with CT18 and MSHT20,
while the ABMP16 result is significantly larger. For W−Z,
NNPDF4.0 is somewhat higher than the other groups, though
all except ABMP16 agree within uncertainties. For W+Z

NNPDF4.0 is higher than the other groups by about 2σ .
NNPDF4.0 uncertainties are in general markedly smaller
than those of the other groups, just as for DY production.

For top quark pair production, shown in Fig. 62, there is
general agreement at the 1σ level, with NNPDF4.0 some-
what lower than CT18 and MSHT10, as expected from
the luminosity comparison in the relevant invariant mass
m X � 450 GeV region. Here too NNPDF4.0 leads to rather
smaller PDF uncertainties.

For Higgs production we consider gluon fusion, associ-
ated production with vector bosons, and vector-boson fusion.
For gluon fusion there is excellent agreement within uncer-
tainties between all the groups. Interestingly, the NNPDF4.0
result, while still in excellent agreement with its NNPDF3.1
predecessor, now has a central value rather closer to that
of the other groups. For associated production with gauge
bosons, HW+ and HW−, the observed pattern is similar to
charged-current DY, as expected due to the closely related
underlying luminosities, with NNPDF3.1 and NNPDF4.0 in
agreement and higher than other groups. For vector-boson-
fusion, the NNPDF4.0 cross-section is higher than all the ear-
lier determinations, and agrees best within uncertainties with
MSHT20. In this case, NNPDF3.1 agreed better with other
groups. Here too NNPDF4.0 uncertainties are the smallest.

9.3 Differential distributions

The integrated fiducial cross-sections discussed in the previ-
ous section are typically dominated by a localized region of
the phase space corresponding to the bulk of the distribution,
and hence they are only sensitive to PDFs in a narrow range
of x and Q. Differential distributions, that we now discuss,
allow us to assess the compatibility between PDF sets also
in regions where experimental constraints are scarce, such
as the large x region, relevant for searches of new massive
particles, and the small-x region, relevant for calculations of
neutrino cross-sections for high-energy astrophysics [244].

For each differential distribution, we provide the absolute
cross-sections obtained using NNPDF4.0, with theory uncer-
tainties found by standard seven-point scale variation shown
as a band. As mentioned, all computations are performed
with NLO QCD accuracy: hence scale uncertainties would
be smaller at NNLO. We then display the percentage shift
between the pure QCD and the full QCD+EW computation,
compared to the PDF and scale variation uncertainties. We
next compare the relative PDF uncertainty found using all the
PDF sets discussed in this Section. Finally we show the pull
in units of the PDF uncertainty only between the result found
using NNPDF4.0 and any of the other PDF sets, defined as

P
(
σ2,i , σ1,i

) ≡ σ
(0)
2,i − σ

(0)
1,i√(

δσ2,i
)2 + (

δσ1,i
)2

, i = 1, . . . , nbin,

(9.3)
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Fig. 61 Integrated LHC
cross-sections at 14 TeV for
neutral and charged-current
Drell–Yan production (top) and
gauge boson pair production
(bottom) obtained with a variety
of different PDF sets, all with
αs(m Z ) = 0.118. The edges of
1σ and 2σ PDF uncertainty
bands for NNPDF4.0 are
indicated by dark and light lines
respectively

Fig. 62 Same as Fig. 61 for top
pair production and for Higgs
production in different channels:
gluon fusion, associated
production with a W± boson,
and vector-boson fusion
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where σ
(0)
1,i and σ

(0)
2,i are the central values of the theory pre-

dictions in the i-th bin and δσ1,i , δσ2,i are the corresponding
PDF uncertainties.

We consider differential distributions for the following
processes: charged current DY production (Figs. 63, 64),
neutral current DY (Fig. 65), gauge boson pair production
(Figs. 66, 67, 68), top pair production (Fig. 69), and then
Higgs production in the various channels (Figs. 70, 71, 72,
73). Recall that the fiducial cross-sections shown in the pre-
vious sections have been obtained by integrating the differ-
ential distributions shown here. Note also that in each case a
fully off-shell calculation is presented, including nonfactor-
izable diagrams, and e.g. for diboson production also single
and nonresonant contributions: so the heading in the diagram
merely indicates the dominant intermediate state.

While detailed conclusions can be reached by inspection
of the plots, we summarize here some generic features:

• PDF uncertainties are uniformly smallest for NNPDF4.0,
and largest for CT18, with ABMP16 uncertainties some-
times close to the NNPDF4.0 ones. However, when com-
paring uncertainties in different PDF sets recall the caveat
discussed in Sect. 9.1.

• The pull is essentially always below one for NNPDF3.1,
thus showing backward compatibility of NNPDF4.0 with
its predecessor.

• The pull is generally largest for ABMP16, especially in
regions sensitive to extrapolation where the uncertainties
are very small for this PDF set, such as for instance highly
boosted associate Higgs production with W ±, where in
the largest rapidity bins the pull can be as large as four.

• The pulls of CT18 and MSHT20 for the more inclusive
observables, single gauge boson production and Higgs in
gluon fusion, are generally below two and mostly below
one. However, pulls for double gauge-boson production
and associate Higgs production or Higgs in gauge fusion
are larger and sometimes exceed two.

• Large pulls with CT18 and MSHT20 are also seen for
top production at large invariant mass, where the gluon
at increasingly large x is probed, in agreement with the
comparison of gluon luminosities.

10 Deliverables, summary and outlook

The NNPDF4.0 PDF set presented in this paper consists of
two main classes of deliverables. The first class includes, as
customary, the public release of various PDF sets, delivered
in standard LHAPDF6 interpolation grid format [32]. The
other class is, for the first time, the release of the complete
NNPDF fitting framework as an open-source code, includ-
ing extensive documentation and user-ready examples. The

availability of the NNPDF code as open source guarantees
the complete reproducibility of any aspect of the PDF deter-
mination presented in this work: construction and hyperop-
timization of the methodology, computation of observables,
PDF determination, statistical validation of results, and visu-
alization through suitable tools. We believe that the full open-
source availability of our PDF fitting framework represents
a significant contribution to the LHC and QCD research
communities, as well as a major step towards the achieve-
ment of the FAIR (findability, accessibility, interoperabil-
ity, and reusability) principles [245]. As such, our code and
data should be fully and freely reusable by both humans and
machines.

The publicly available open-sourceNNPDF code is briefly
described in Appendix A and more extensively in a dedicated
companion paper [31]. Below we list the NNPDF4.0 PDF sets
that we are making available. We then provide a summary
and outlook of this work.

10.1 PDF grids

The NNPDF4.0 PDF sets are made publicly available via the
LHAPDF6 interface,

http://lhapdf.hepforge.org/ .

All sets are delivered as sets of Nrep = 100 Monte Carlo
replicas. In the case of the baseline NNLO, the 100-replica
set is obtained from compression of a larger Nrep = 1000
replica set, which is also made available, and a Hessian con-
version with Neig = 50 eigenvectors of the 1000-replica set
is also made available. We have checked that the 50 eigen-
vector set guarantees an accuracy comparable to that of the
PDF4LHC combined sets [215,237], namely at or better than
the 10–20% level on correlations and at the percent level on
uncertainties.

• Baseline LO, NLO and NNLO NNPDF4.0 sets.
The baseline LO, NLO, and NNLO NNPDF4.0 sets are
based on the global dataset, with αs(m Z ) = 0.118 and
a variable-flavor-number scheme with up to five active
flavors. These sets contain Nrep = 100 replicas each and
their file grid names are

NNPDF40_lo_as_01180

NNPDF40_nlo_as_01180

NNPDF40_nnlo_as_01180

The NNLO set has been obtained from the optimized
compression [28,29] of a dedicated Nrep = 1000 replica
set, which is also made also available

NNPDF40_nnlo_as_01180_1000
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Fig. 63 The differential distribution in charged lepton rapidity, η�,
for inclusive l ν̄� production. Note that the result of a fully off-shell
calculation is presented; the heading in the plot indicates the domi-
nant W − intermediate state. Predictions obtained using NNPDF3.1,
NNPDF4.0, CT18, MSHT20, and ABMP16 are compared. We show
the NNPDF4.0 absolute cross-sections (top left) with the band indicat-

ing the 7-point scale variation uncertainties; the percentage shift in cen-
tral values between pure QCD and QCD+EW along with the PDF and
scale variation uncertainties (bottom left), all for NNPDF4.0; the rela-
tive PDF uncertainties for all PDF sets (top right); and the pull defined
in Eq. (9.3) between results obtained using NNPDF4.0 and each of the
other PDF sets (bottom right)

Fig. 64 Same as Fig. 63 for pp → �̄ν� + X

and whose usage is recommended for applications that
require a large replica sample, such as Bayesian reweight-
ing [155,156]. This Nrep = 1000 replica set is also used
as input for the Hessian conversion [26,27], producing a
set with Nrep = 50 eigenvectors with grid name

NNPDF40_nnlo_as_01180_hessian

• PDF sets with αs variations.
NNLO PDF sets with baseline theory settings are made
available for a variety of values of the strong coupling
spanning a range of αs(m Z ) from 0.116 to 0.120:

NNPDF40_nnlo_as_01160

NNPDF40_nnlo_as_01170

NNPDF40_nnlo_as_01175

NNPDF40_nnlo_as_01185

NNPDF40_nnlo_as_01190

NNPDF40_nnlo_as_01200

Also, two NLO sets with αs varied by ±0.001 about the
central value are provided:
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Fig. 65 Same as Fig. 63 for pp → ��̄ + X

Fig. 66 Same as Fig. 63 for pp → ��̄�′ν̄�′ + X

Fig. 67 Same as Fig. 63 for pp → ��̄�̄′ν�′ + X
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Fig. 68 Same as Fig. 63 for pp → �̄ν��
′ν̄�′ + X

Fig. 69 Same as Fig. 63 for pp → tt̄ + X

Fig. 70 Same as Fig. 63 for pp → H + X
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Fig. 71 Same as Fig. 63 for pp → H�ν̄� + X

Fig. 72 Same as Fig. 63 for pp → H�̄ν� + X

Fig. 73 Same as Fig. 63 for pp → Hjj + X
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NNPDF40_nlo_as_01170

NNPDF40_nlo_as_01190

In order to facilitate the computation of combined
PDF+αs uncertainties, we provide bundled PDF+αs vari-
ation sets forαs(m Z ) = 0.118±0.001 both for the NNLO
Monte Carlo and Hessian baseline sets:

NNPDF40_nnlo_pdfas

NNPDF40_nnlo_hessian_pdfas

These bundled PDF sets have been constructed as fol-
lows: for the Monte Carlo set

1. The central value (PDF member 0) is the central value
of the corresponding αs(m Z ) = 0.118 set;

2. PDF members 1 to 100 correspond to the Nrep = 100
Monte Carlo replicas;

3. the PDF members 101 and 102 are the central values
of the sets with αs(m Z ) = 0.117 and αs(m Z ) =
0.119 respectively;

while for the Hessian set

1. The central value (PDF member 0) is the central value
of the corresponding αs(m Z ) = 0.118 set;

2. members from 1 to 50 correspond to the Neig = 50
eigenvectors from the αs(m Z ) = 0.118 set;

3. members 51 and 52 are the central values of the sets
with αs(m Z ) = 0.117 and αs(m Z ) = 0.119 respec-
tively.

The usage of these bundled sets to evaluate the com-
bined PDF+αs uncertainties for LHC cross-sections is
explained e.g. in [237].

• PDF sets with perturbative charm.
In the NNPDF4.0 baseline the charm PDF is indepen-
dently parametrized, along with light quark PDFs. Vari-
ants in which charm is not independently parametrized,
but rather obtained from perturbative matching condi-
tions and the FONLL scheme is used, are also made avail-
able. We release LO, NLO, and NNLO Monte Carlo sets
with Nrep = 100 PDF replicas each:

NNPDF40_lo_pch_as_01180

NNPDF40_nlo_pch_as_01180

NNPDF40_nnlo_pch_as_01180

• PDF sets with flavor-number variations.
The baseline NNPDF4.0 PDFs are based on a variable-
flavor-number scheme with a maximum of n f = 5 active
flavors. We have also produced sets, both at NLO and

NNLO, in which the maximum value of n f is either 4 or
6

NNPDF40_nlo_as_01180_nf_4

NNPDF40_nlo_as_01180_nf_6

NNPDF40_nnlo_as_01180_nf_4

NNPDF40_nnlo_as_01180_nf_6

as well as variants of the perturbative charm fit in the
n f = 3 scheme

NNPDF40_nlo_pch_as_01180_nf_3

NNPDF40_nnlo_pch_as_01180_nf_3

Note that these grids are constructed by taking the base-
line PDF sets as a fixed boundary condition and then
adjusting the settings of perturbative evolution and the
running of αs to the desired n f scheme. For instance, the
NNPDF40_nnlo_as_0118_nf_4 is identical to the
baseline NNPDF40_nnlo_as_0118 for Q ≤ mb but
differs from it for Q > mb due to the different number
of active flavors in the evolution of αs(Q) and PDFs.
It is important to observe that, consequently, the value of
the strong coupling in the n f = 3 and n f = 4 schemes
is modified and it is αs(m Z ) �= 0.118. The naming con-
vention adopted is that the value of αs(m Z ) used is that
corresponding to αs(m Z ) = 0.118 in the n f = 5 flavor
scheme.
In the n f = 4 case, bundled sets with αs variations are
also constructed following the same strategy as in the
baseline fits

NNPDF40_nlo_nf_4_pdfas

NNPDF40_nnlo_nf_4_pdfas

• PDF sets with dataset variations.
The variants of NNPDF4.0 with different input datasets,
in particular those discussed in Sect. 7, are made avail-
able in the LHAPDF6 format and have been linked to the
NNPDF website:

https://nnpdf.mi.infn.it/nnpdf4-0/

Note that these consist of fits based both on subsets of
the baseline dataset, such as the collider-only PDFs, as
well as fits where additional datasets have been included,
such as the those with the NOMAD or the HERA jet
cross-sections.

In addition to the grid files explicitly listed here, the rest
of the PDF sets discussed in this paper are also available
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upon request. We also emphasize that since the fitting code
is made public, see Appendix A, arbitrary variants of the
present NNPDF4.0 determination can be produced by inter-
ested users.

10.2 Summary and outlook

The NNPDF4.0 set presented here is characterized by the
feature of exhibiting a remarkable precision, with PDF uncer-
tainties of order of 1% in a wide kinematic region for several
PDF combinations. This is mostly a consequence of hav-
ing used in its determination a machine learned methodol-
ogy, that combines a significantly more general and flexible
parametrization with a very efficient minimization.

The general features of the underlying dataset support the
reliability of these small uncertainties. Specifically, the deter-
mination is now dominated by collider data, which are gener-
ally more reliable than older fixed-target data: indeed, DIS-
only and no-LHC PDFs now differ substantially from the
global fit, and HERA data are no longer needed in order to
fix the small-x behavior of PDFs. Furthermore, there is gener-
ally good or excellent compatibility between all the disparate
pieces of information that enter the global PDF determina-
tion, also thanks to the dataset selection procedure that has
been applied, as discussed in Sect. 4, with most of all data
leading to mutually consistent constraints on PDF. This is
supported by the inspection of alternative PDF determina-
tions in which individual data or sets of data are removed,
see Sect. 7. Finally, the PDF fit includes many datasets that
provide mutually consistent constraints on the same PDF. For
instance, the d̄/ū ratio, that is in principle constrained by the
SeaQuest data, is actually predicted with almost unchanged
precision by a fit in which this data are not used, and the same
is true for the charm PDF and the EMC structure function
data, or for strangeness and the NOMAD neutrino DIS data,
or for the gluon and HERA DIS jet data.

The excellent control on the individual PDF flavors
achieved in the NNPDF4.0 determination suggests that it
would be interesting to carry out a detailed assessment of
the non-perturbative structure of the proton, specifically by
comparing to models of proton structure and lattice QCD
calculations for quantities such as the d̄/ū and d/u ratios
in the large x region, the strangeness content, and intrinsic
charm. This analysis will be presented in a dedicated publi-
cation [233].

In terms of methodology, the reliability of results for PDF
uncertainties is backed up by extensive closure testing and
future testing, see Sect. 6, and by the stability upon the
methodological variations considered in Sect. 8, specifically
the lack of dependence on the choice of fitting basis, which
is a highly nontrivial check that we performed here for the
first time.

However, it is clear that percent-level PDF uncertainties
must be treated with caution, and in particular it is important
to consider carefully sources of uncertainty that might have
been underestimated, or that have not been included.

The first and most obvious one is missing higher order
uncertainties, routinely estimated by scale variation, that are
not included in PDF uncertainties. Their inclusion is possible
using the methodology developed in Refs. [23,24,246]. The
inclusion of uncertainties related to missing higher pertur-
bative orders in QCD calculations will be crucial in ensur-
ing full reliability of central values and uncertainties to
percent or sub-percent accuracy. A closely related aspect
which deserves direct investigation is the construction of PDF
sets at N3LO in QCD, which is already possible by using
suitable approximations, specifically for anomalous dimen-
sions [247]. These will be useful both directly, for consistency
with LHC calculations where matrix elements are evaluated
at the same perturbative order, and as a means to accurately
estimate uncertainties on NNLO results.

Also, NNLO QCD corrections at present are largely
included through K -factors. Their full analytic inclusion
should be soon possible, as fully differential Monte Carlo
generators accurate to NNLO QCD [123,248,249] and fast-
interpolation grids supporting NNLO QCD corrections [16,
128–130] become more widely available.

Furthermore, at present the impact of electroweak cor-
rections is only verified a posteriori. Rather, they should
be included systematically in theory predictions, alongside
with a photon PDF. The construction of a QED variant of
NNPDF4.0 including coupled QED⊗QCD evolution, along
the lines of its NNPDF3.1QED predecessor [202], will be an
immediate task, but a full PDF determination in which mixed
QCD-EW corrections are fully included up to NLO will be
needed for full theoretical reliability. Such a determination
should also include an estimate of the missing higher order
electroweak corrections.

Finally, the machine-learning methodology that we have
followed is based on standard traditional χ2 minimization,
and it has been closure-tested to fully consistent pseudodata.
This might miss information contained in the full statistical
features of the PDF fit, of which the χ2 is only the simplest
indicator, and specifically it might lead to uncertainty esti-
mation in the presence of incompatible data and inaccuracies
in the estimation of experimental uncertainties. It should be
improved through the exploration and use of a more advanced
methodology, both for PDF determination and for validation
(including closure testing) in which the full statistical fea-
tures of the dataset and the ensuing PDFs are used.

All these developments are the focus of ongoing stud-
ies, with the goal of achieving PDFs with fully reliable sub-
percent accuracy.
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Appendix A: The open-source NNPDF code

The open-source NNPDF code is the subject of a separate
dedicated publication [31], to which the reader is referred for
details, while here we provide a brief summary. The NNPDF
fitting framework consists of an extensive array of tools for
global analysis of non-perturbative QCD quantities. While
the current version of the code focuses on unpolarized parton
distributions, its flexible infrastructure is extensible to many
other related objects such as polarized PDFs, nuclear PDFs,
or fragmentation functions.

The NNPDF code is available from its GitHub repository

https://github.com/NNPDF/nnpdf

and is fully documented in

https://docs.nnpdf.science/

The main inputs of the NNPDF code are the experimental
data, stored in a common format, and the theoretical calcu-
lations. The latter are provided in the form of fast grids such
as APPLgrid [127], FastNLO [130], or PineAPPL [16],
which are then combined [118] with QCD evolution kernels
to produce FK interpolation tables [189,199] and possibly
supplemented with NNLO QCD and/or NLO electroweak
K -factors. The user needs also to provide the settings and
parameters of the theory calculations, such as the value of
αs(m Z ), the heavy quark masses, and the perturbative order.

All the settings that determine the outcome of a given
PDF determination, from input datasets to theory settings
and the parameters of the optimizer, can be adjusted in the
corresponding run card written inYAML. This runcard is the
unique identifier of a determination and contains all required
information to perform (and reproduce) a global PDF fit.
Instructions on how to set up a runcard and use it to launch
a fit can be found in

https://docs.nnpdf.science/tutorials/run-fit.html

and examples of runcards used to produce the PDF sets pre-
sented in this paper are collected in

https://github.com/NNPDF/nnpdf/tree/master/n3fit/
runcards/reproduce_nnpdf40

For instance, via the runcard the user can select the neural
network architecture or the specific variant of the SGD opti-
mizer. They can also define the ranges of hyperparameters
and determine automatically the optimal values by means of
the hyperopt method described in Sect. 3.3.

The NNPDF code is composed of the following main
packages:

The buildmaster experimental data formatter A
C++ program that transforms the experimental data as
originally provided byHepData into a common standard
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format tailored for PDF fitting, for instance by allowing
different treatments of the correlated systematic uncer-
tainties.
TheAPFELcomb interpolation table generatorA code
that takes as input fast NLO interpolation grids and com-
bines them with the evolution kernels provided byAPFEL
to produce FK tables, which map the PDFs at the input
parametrization scale Q0 to physical observables.
The n3fit fitting code A TensorFlow-based code
which carries out the training of neural networks by
means of a variety of SGD algorithms.
The hyperparameters that determine the outcome of the
training can either be selected by hand or determined
automatically by means of the hyperopt procedure.
The flexibility and modularity of n3fit ensures that,
should that be required, the user can interface the code
with new optimization algorithms of their choice.
The validphys analysis framework Implemented in
reportengine [250], this code collects the outcome
of a PDF fit and produces a complete HTML training
report with all relevant information such as plots of the
PDFs, parton luminosities and physical observables and
statistical estimators from the χ2 to the arc-length.
The extensive functionalities of this framework are
described in

https://docs.nnpdf.science/vp/index.html

All the plots and tables presented in this paper have been
obtained using this validphys framework, which also
provides tools to interact with online resources such as the
results of previous fits or precomputed sets of FK tables,
which are automatically downloaded when required by a
runcard.
ThelibnnpdfC++fitting codeThis is the code under-
lying the NNPDF3 family of PDF determinations, and
provides backwards compatibility such that users can
reproduce the outcome of NNPDF3.1-like global fits.

These various components of the NNPDF fitting code are
available as binary packages accessible throughconda. This
allows for a smooth installation alongside with that of all
relevant dependencies and external packages. Crucially, one
can indicate specific versions of both the fitting code and
of its dependencies, ensuring the full reproducibility of the
result of a given PDF fit.

As discussed in [31], as with any open-source code we
welcome suggestions and requests for improvements and
addition of new features. For instance, a new feature can
be requested by either creating an issue in the GitHub
repository or by means of a pull request. The latter would
undergo review, testing, and validation before being eventu-
ally approved and merged into the master code.

Appendix B: Input datasets in PDF fits

In order to put the NNPDF4.0 PDF determination in context,
we provide here tables comparing the NNPDF4.0 dataset
to that adopted for the other PDF determinations consid-
ered in the main body of the paper, namely NNPDF3.1 [5],
ABMP16 [142], CT18 [143] and MSHT20 [144].

Tables 33, 34, 35, 36, 37 and 38 collect all the data used
for the construction of these PDF sets. For each dataset, we
provide the corresponding reference and indicate with a blue
tick or a red cross whether or not this dataset is part of each
PDF analysis. A parenthesized tick in a yellow box denotes
that a dataset was investigated, but for various reasons not
included in the baseline fit:

• for NNPDF3.1 these are the datasets given in tables 2.1
and 2.3 of Ref. [5], which are marked with square brack-
ets,

• similarly for NNPDF4.0, where the datasets are given in
Tables 1, 4 and 5, also marked with square brackets,

• for ABMP16 they are mentioned in the text in section
II.A of Ref. [142],

• for CT18 the datasets are discussed in section II.A.2 and
II.B.6 of Ref. [143]

• and finally for MSHT20 the datasets are given in section
10 of Ref. [144].

This comparison allows one to quantify the differences in
term of the input datasets between NNPDF4.0 and previous
PDF fits. For instance, considering the LHC measurements,
one can read from this table that the NNPDF4.0 determina-
tion considers 20, 18, and 5 datasets from ATLAS, CMS, and
LHCb respectively, to be compared with 4, 6, 3 in the CT18
analysis.
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Table 33 The fixed-target and collider DIS measurements used for
PDF determination. For each PDF set, a blue tick indicates that the
given dataset is included and a red cross that it is not included. A paren-

thesized tick denotes that a dataset was investigated but not included in
the baseline fit

Table 34 Same as Table 33 for fixed-target Drell–Yan data sets
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Table 35 Same as Table 33 for Tevatron data sets
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Table 36 Same as Table 33 for ATLAS data sets
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Table 37 Same as Table 33 for CMS data sets

Table 38 Same as Table 33 for LHCb data sets
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