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Abstract

We consider a simple predator-prey system with two possible habi-

tats and where an epidemic spreads by contact among the prey, but

it cannot affect the predators. Only the prey population can freely

move from one environment to another. Several models are studied,

for different assumptions on the structure of the demographic inter-

actions and on the predators’ feeding. Some counterintuitive results

are derived. The role the safety refuge may in some cases entail neg-

ative consequences for the whole ecosystem. Also, depending on the

system formulation, coexistence of all the populations may not always

be supported.

Keywords: Eco-epidemiology; Local Stability; Global Stability; Holling
Type-II; Hopf-bifurcation; Metapopulation; Habitat.

1 Introduction

In recent years classical population theory has evolved from the study of inter-
acting populations and food chains to more complex situations encompassing
communities living in separate environments, joined by possible migrations.
Heterogeneous environments and landscape fragmentation due to natural
causes or human activities threaten persistence of wild populations. The
conservation issue in these habitats has become a major concern of environ-
mentalists [47]. A tool for the understanding of population dynamics in these
circumstances is provided by the metapopulation theory, [46]. Local popula-
tion dynamics and interpatch migrations are responsible for metapopulation
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dynamics, with the possible result that the population persists globally, al-
though in some cases the local populations become extinct [12, 17, 20, 46, 49].
Gathering migrations data between patches is however problematic. In fact
these activities are in general not undertaken [12, 17, 27]. From this the role
of models becomes relevant to predict possible outcomes of specific situations
[27]. For instance metapopulation dynamics has been applied to model the
spotted owl (Strix occidentalis), or the mountain sheep (Ovis canadensis),
[18], where only the most favorable habitats are populated and the remain-
ing ground in between is used for interpatch migrations. Furthermore human
activity also causes loss of habitat, since it tends to break the territorial dis-
tribution via human artifacts as buildings, roads, or clearing wild areas for
creating new fields for agricultural purposes. The original population liv-
ing in the unperturbed environment becomes separated into subpopulations,
which continue to live independently, but may become now more sensible to
adverse conditions. This situation may ultimately cause species extinction.

Ecologists have been looking for ways of assessing population dynamics in
patched environments [40] and metapopulations represent a current answer,
[21]. In the classical Levins model [31], colonization depends on just the
portion of the environment that is actually inhabited. More recent models
used to study the butterfly Melitaea cinxia in Finland [22] and also other
species [34, 35], do not make this assumption. They rather use the concept
of incidence function. In the case of the butterfly, however, it has been
remarked that variations in local populations may depend on the interaction
with a specialist braconid parasitoid, Cotesia melitaearum [30], suggesting
the need for a metapopulation approach explicitly modeling a host-parasitoid
metapopulation dynamics [23]. In the light of these remarks, the need for
accounting for diseases in the above type of models is evident.

Ecoepidemiology is a rather new branch of population theory, dealing with
the study of systems in which diseases spread among interacting populations.
An introduction can be found in [32]. From the first papers on the subject,
[19, 15, 5, 41, 42, 44], various situations more or less complicated have been
considered to date in the literature, in a time span which is reaching the
two decades. From the first researches dealing mostly with the quadratic
predator-prey case, more complex models have also been introduced, [9, 2].
But other demographics have been considered, namely competition models
and interactions of symbiotic nature, [43, 45].

In this investigation we do not aim at an approach providing a general so-
lution, but rather content ourselves with a first step in the direction, allowing
a simple interacting populations model incorporating a diseased population,
with two possible living environments, in which one of them might constitute
a refuge.
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In this paper we thus consider a predator-prey system where two possible
habitats are assumed to exist. Furthermore, an epidemic is propagating
by contact among the prey, but it cannot affect the predators. The sound
prey population can freely move from one environment to another. Several
models are built on these basic assumptions, differing on the structure of the
underlying demographic models, and on the type of predators’ hunting.

In all models throughout the paper, the notation is consistent, namely
S denote the sound prey, I the infected prey and P the predators. Indices
serve to distinguish the populations in the two patches.

The paper is organized as follows. We consider four different situations
distinguished by the populations living in the separate patches and by the
way predators feed. In Section 2 we provide a few realistic biological sit-
uations. At first, we consider Holling type II hunting: in Section 3, the
predator-prey system occupies the first patch, and the epidemic model patch
2; Section 4 instead deals with an ecoepidemic system in patch 1, while patch
2 serves only as a possible safety refuge for the sound prey. The following
Section 5 relates the numerical experiments. The next two sections describe
systems in which hunting is modeled via a quadratic mass action term. Sec-
tion 6 contains again predator-prey and epidemics patches and Section 7 the
ecoepidemic model in the first patch and the safety refuge in patch 2. Some
further numerical simulations on this last situation are reported in the final
section. At the referees’ request we move most of the relevant mathematics
to an Appendix.

2 Biological background

As discussed in the Introduction, the bottom line of the ecoepidemic research
shows that since diseases are a fact in nature, their influence on the dynamics
of populations cannot be ignored. It makes therefore sense to investigate their
consequences on metapopulation models as well. To give specific biological
situations, we provide here a few examples of ecosystems that fit in our
description.

Lepidoptera have several predators: birds, bats, parasitoids, small mam-
mals, reptiles and insects such as ants and dragonflies are the most impor-
tant ones. In particular larvae constitute a major portion of the diet of some
species, Parus caerulens, P. major [11]. Some species of bats can eat Lep-
idoptera up to half their weight per night, [6, 8]. Parasitoids, in particular
Hymenoptera and Diptera attack Lepidoptera, either by killing or immo-
bilizing their hosts immediately, or by implanting in them an egg, which
develops and will later on kill the host, [16, 37]. Lepidoptera are also af-
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fected by viruses, such as nuclear polyhedrosis virus (NPV), cytoplasmatic
polyhedrosis virus (CPV), granulosis virus (GV), entomopox virus (EPV),
small RNA viruses [36]. The outcomes are sensible effects, mainly both re-
production rates and pupae weight reduction. Bacillus thuringiensis var.
kurstaki is a bacteria (Bacillaceae) quite common in nature that ingested
by caterpillars kills them, poisoning the insect’s digestive system. The Btk
release a crystalline protein called “endotoxin” that acts by killing cells and
dissolving holes in the lining of the insect’s gut. Butterflies escape from their
predators by several means: mimetism (expecially moth), assumption from
some plants of some compounds that make them unpalatable for the preda-
tors (in particular in diurnal butterfly), for instance in the case of Melitaea
cinxia feeding on Cotesia melitaearum, the latter getting alkaloids from the
plant on which it feeds, [30]. In other cases they have shapes, or produce
colors or sounds which discourage the predators, [37]. An important defense
mechanism is myrmecophily, i.e. a kind of association with ants. In the
weakest forms, the caterpillars seek refuge nearby the ant nests, along their
feeding routes. The latter constitute an enemy-free space, i.e. they are free
from predators and parasitoids, [3].

The second case is represented by the predator-prey system with red fox
Vulpes vulpes (L.) and rabbits Oryctolagus cuniculus (L.), affected by the
Myxoma virus. This is a classical case, since myxomatosis was artificially
introduced among the wild rabbits in Australia in order to try to control
their population size, [29, 28, 33, 48].

A third example concerns once again Ovis canadensis. Its predators are
mainly the wolf (Canis lupus), coyote (Canis latrans), bear (Ursus), Canada
lynx (Lynx canadensis), mountain lion (Puma concolor), golden eagle (Aquila
chrysaetos), [13]. Bighorn sheep are hosts of a number of parasites. Ne-
matode lungworms, Protostrongylus stilesi and P. rushi, infect all bighorn
sheep individuals and probably coevolved with these sheep in North America.
Most sheep do not experience any significant deleterious effects of lungworms,
[14]. Other ones are Cysticercus tenuicollis, Wyominia tetoni, Marshallagia
marshalli, Ostertagia circumcincta, O. lyrata, O. occidentalis, O. ostertagi;
Cooperia oncophora, C. surnabada; Nematodirus archari, N. davtiani, N. hel-
vetianus, N. lanceolatus, N. spathiger; Trichostrongylus sp., Protostrongylus
rushi; Dermacentor albipictus and D. venustus, [4].

Another further situation is represented by Strix occidentalis, which has
as main parasites the helmints. Among its main predators there is the great
horned owl, Bubo virginianus. At times the great horned owl hunts the
spotted owl in order both directly to feed on it as well as to eliminate a
possible competitor for resources, since the latter shares several prey with
the great horned owl, [24]. Note that the prey of Strix occidentalis, mainly
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small rodents, play an important role, as they appear to be the vector by
which the spotted owl gets the parasites, i.e. the infection, [24].

With this background, we now turn to the construction of a few mathe-
matical systems to model metaecoepidemic situations of the nature described
here above. We consider a simple ecosystem in which only two patches are
present, in order to be able to perform a mathematical analysis. The basic
assumptions common to all of them, is that only prey are allowed to migrate
from one patch to the other one. Further, the infected prey are too weak to
contribute to intraspecific demographic pressure.

3 Holling type II SP-SI model

Let the patch common to both species be denoted by the index 1 while the
index 2 is reserved for the refuge unreachable by the predators. Only in
this patch where prey thrive, the epidemics occurs. We take the disease to
strongly affect the infected individuals, so that they cannot compete with the
sound ones, i.e. the susceptible prey do not feel any intraspecific demographic
pressure from the infected ones, nor do the latter reproduce. Migration occurs
back and forth from this refuge to the territory in which prey is hunted,
but only for sound individuals. This assumption, common to this and all
the subsequent models, is plausible, since the disease weakens the infected
individuals and if some effort must be exerted to reach the other patch, the
weaker animals may well not be able to make it. Figure 1 graphically depicts
the situation.

Let S denote the sound prey, I the infected ones and P the predators.
The model reads then

dS1

dt
= r1S1

(
1 − S1

K1

)
− a

S1P

H + S1

−m21S1 +m12S2, (1)

dS2

dt
= r2S2

(
1 − S2

K2

)
− γS2I + νI +m21S1 −m12S2,

dI

dt
= I[γS2 − µ− ν],

dP

dt
= P

(
eS1

H + S1

− b

)
.

The first equation describes the logistic evolution of the prey population
which is hunted. We assume that its net reproduction rate r1 and the car-
rying capacity K1 depend on this environment. The predation rate is a,
migration toward patch 2 occurs at rate m21, m12 is the migration rate in
the opposite direction. The second equation describes the prey in the safe
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Figure 1: Graphical illustration of model (1).

refuge, with migration rates having opposite signs, net reproduction rate r2
and carrying capacity K2 now related to this habitat. In view of the remarks
on the strength of the disease, in the logistic correction term in the sound
prey evolution equation, no contribution from the infected is present. Thus
infectives do not contribute to intraspecific competition, so that sound indi-
viduals do not feel their presence. The new feature here is the fact that sound
prey can contract the disease, at rate γ. This process is simply described by
a mass-action law. We assume that the disease is recoverable. The third
equation states that new infectives are generated via the contact rate term
appearing as a loss in the former equation, and leave this class via either a
natural disease-related mortality µ or a recovery rate ν. No reproduction of
infectives is allowed, nor do they feel the interspecific population pressure.
The last equation describes the predators dynamics, accounting for natural
mortality b and a Michaelis-Menten or Holling type II term for the feeding
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behavior, with half saturation constant H. The parameter e represents the
rate of food conversion into newborns.

3.1 Preliminaries

The system (1) is constructed by assuming that migration occurs among two
territories. In each one of them, populations obey different type of dynamics.
For later reference and comparison purposes, we investigate briefly the results
of each of these classical models for each territory separately, in terms of our
notation.

Assume first that there in no patch 2, i.e. no safety refuge. The SI-SP
model, in this case becomes a simple SP, predator-prey model, with equilibria

Z0 = O, Z1 = (K1, 0), Z2 =

(
bH

e− b
,
r1

aK1

(
H +

bH

e− b

)(
K1 −

bH

e− b

))
.

The latter is feasible if (e−b)K1 > bH, i.e. introducing a kind of reproduction
number σ, for

σ ≡ (e− b)K1

bH
> 1, e > b. (2)

Then Z0 is unstable, Z1 is stable for (e − b)K1 < bH, i.e. if the basic
reproduction number σ is smaller than 1,

σ < 1, (3)

but no Hopf bifurcation can arise here. The equilibrium Z2 is stable for

H2r1 >

(
1 − b

e

)2

aPK1 (4)

and imposing equality in (4), a Hopf bifurcation occurs.
The model without patch 1 is an SIS model, with equilibria

W0 = O, W1 = (K2, 0) , W2 =

(
µ+ ν

γ
,
r2

µ

µ+ ν

γ

(
1 − µ+ ν

γK2

))
.

W2 is feasible for the basic reproduction number, [26]

ρ ≡ µ+ ν

γ
≤ K2. (5)

The origin is unstable; W1 is stable for

K2 < ρ, (6)
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and W2 is stable if
µ2 + γνK2 > ν2. (7)

Thus stability of W1 occurs if and only if W2 is infeasible. Note that insta-
bility of W2 implies that µν−1(µ + ν) + γK2 < µ + ν, which violates (5),
and thus entails infeasibility of W2 and therefore feasibility of W1, see (5).
Thus this system can only have either the disease-free or the endemic equi-
librium. No other dynamics is possible. The final outcome of the system is
determined only by the basic reproductive ratio γK2(µ+ ν)−1. Note that for
the SI model, ν = 0, (7) is always true.

3.2 Equilibria

We consider now (1). Its boundedness can easily be established by introduc-
ing the total environment population Π = S1 + S2 + I + P .

The only possible equilibria of (1) are also easily found, to be the origin

E0 ≡ O together with the boundary points E1 ≡ (S
(1)
1 , S

(1)
2 , 0, 0), E2 ≡

(S
(2)
1 , S

(2)
2 , 0, P (2)), E3 ≡ (S

(3)
1 , S

(3)
2 , I(3), 0), and the coexistence one E4 ≡

(S
(4)
1 , S

(4)
2 , I(4), P (4)).

Equilibrium E1 does not have an explicit representation, but its feasibility
is ensured by

m21 < r1, m12 < r2, r1r2 ≥ r1m12 + r2m21. (8)

For the other equilibria, we have

S
(2)
1 =

bH

e− b
=
K1

σ
, P (2) =

eH

(e− b)a

[
m12S

(2)
2

e− b

bH
+ r1 −m21 −

r1

σ

]
,

S
(2)
2 =

K2

2r2

[
r2 −m12 +

√
(r2 −m12)2 + 4r2m21

bH

(e− b)K2

]

so that feasibility for E2 is given by

e > b, S
(2)
2 >

[
m21 − r1

m12

+
r1bH

m12K1(e− b)

]
bH

e− b
. (9)

Then

S
(3)
1 =

K1

2r1

[
r1 −m21 +

√
(r1 −m21)2 + 4

ρ

K1

r1m12

]
, S

(3)
2 = ρ,

I(3) =
1

µ

[
r2ρ

(
1 − ρ

K2

)
+m21S

(3)
1 −m12ρ

]
,
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so that E3 is feasible for

S
(3)
1 ≥ ρ

m21

[
m12 − r2 + r2

ρ

K2

]
. (10)

E4 has the following components

S
(4)
1 =

bH

e− b
, P (4) =

eH

a(e− b)

[
r1 −m21 −

r1

σ
+m12

σρ

K1

]
,

S
(4)
2 = ρ, I(4) = ρ

[
r2 −m12 −

r2ρ

K2

+m21
bH

(e− b)ρ

]

and it is feasible first of all if e ≥ b and furthermore if

m21K2

(m12 − r2)K2 + r2ρ
≥ σρ

K1

≥ m21 − r1

m12

+
r1

m12σ
. (11)

3.3 Stability

The eigenvalues of the Jacobian at the origin are −ν − µ and −b and the
roots of the quadratic λ2 +λ(m21 +m12−r1−r2)+r1r2−r1m12−r2m21 = 0.
The Routh-Hurwitz conditions ensure stability for

r1r2 > r1m12 + r2m21, r1 + r2 < m12 +m21. (12)

At E1 stability occurs if and only if

S
(1)
1 <

bH

e− b
, S

(1)
2 < ρ (13)

and

r1 + r2 < 2

(
r1
S

(1)
1

K1

+ r2
S

(1)
2

K2

)
+m12 +m21, (14)

r1r2

(
1 − 2

S
(1)
1

K1

)(
1 − 2

S
(1)
2

K2

)
> r1m12

(
1 − 2

S
(1)
1

K1

)
+ r2m21

(
1 − 2

S
(1)
2

K2

)
.

E2 is unconditionally unstable.
At E3, one eigenvalue is (H + S

(3)
1 )−1[(e − b)S

(3)
1 − bH], giving the first

stability condition S
(3)
1 (e− b) < bH or

ρσ < K1. (15)
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The Routh-Hurwitz conditions for the remaining eigenvalues would then be
implied by

S
(3)
1 >

1

2
K1, S

(3)
2 >

1

2
K2. (16)

The Routh-Hurwitz conditions ensure stability at E4 if

(
J

(4)
11 + J

(4)
22

) [
J

(4)
11 J

(4)
22 −m12m21

]
+ J

(4)
11

aeHP (4)S
(4)
1

(H + S
(4)
1 )3

+ J
(4)
22 γµI

(4) < 0, (17)

J
(4)
22

aeHP (4)S
(4)
1

(H + S
(4)
1 )3

+ γµI(4)J
(4)
11 + γµI(4)

(
J

(4)
11 + J

(4)
22

)2

(b2b3 − b0)

aeHP (4)S
(4)
1

(H + S
(4)
1 )3

< 0.

3.4 Hopf bifurcations

At the origin if we impose the quadratic to have purely imaginary roots, via

r1 + r2 = m12 +m21, r1r2 < r1m12 + r2m21, (18)

we see that limit cycles can be obtained, as in the m12−m21 parameter plane
the conditions (18) are seen to have solutions.

At E1 again we can obtain a Hopf bifurcation by acting on the quadratic
characteristic equation, while requiring the remaining eigenvalues, one of
which differs in the two cases, to be negative. We are led to

r1 + r2 = m12 +m21 + 2

(
r1

K1

S
(1)
1 +

r2

K2

S
(1)
2

)
, (19)

r1

[
1 − 2S

(1)
1

K1

]
r2

[
1 − 2S

(1)
2

K2

]
< r1

[
1 − 2S

(1)
1

K1

]
m12 + r2

[
1 − 2S

(1)
2

K2

m21

]
,(20)

which again are seen to have a solution in the m12 −m21 parameter plane,
taking into account that (19) requires

r1 − 2
r1

K1

S
(1)
1 + r2 − 2

r2

K2

S
(1)
2 > 0

and thus the case of both terms on the left of (20) being simultaneously
negative cannot occur.

At E3 the characteristic equation is a cubic. It can be factored and a
sufficient condition to ensure one feasible value for the bifurcation parameter
r
†
2, can analytically be found, (50).

Also at E4 a feasible value for the Hopf bifurcation to occur r∗2 is obtained
by imposing condition (53).
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3.5 Results interpretations

At first, we observe that the origin E0 can be stabilized, i.e. that the whole
ecosystem may be wiped out, under suitably unfavorable conditions, (12),
in contrast to what happens to the two separate models corresponding to
each single patch, namely equilibria Z0 and W0. Thus, surprisingly, the
“refuge” could be an endangerment for the whole environment, threatening
its long term sustainability. On a deeper analysis, however, it can easily be
established that the purely demographic model obtained by removing the
infection, and the infected class, from (1), has exactly the same feature, the
origin can be stabilized under the very same conditions (12). This appears to
be reasonable, as in conditions (12) no parameters related to disease appear,
but only the migration and the reproduction rates. On the other hand, field
experiments show that without disease, the refuge is still beneficial, see [25].
However, these two results are not in contrast, as in the field experiments,
both predator and prey are allowed to migrate, while for us the predators are
prevented to reach the prey refuge. For this counter-intuitive effect of the
refuge, infection is therefore by no means crucial, as the phenomenon can be
ascribed to the assumptions on migration.

In addition the only other possible stable equilibria are the predator-free
one E3, the predator- and disease-free point E1 and the coexistence of the
whole ecosystem E4. Thus if the origin is unstable, the prey can never be
wiped out of the system. In this sense the existence of the refuge protects
them. Note however that this happens also for the SP submodel, since the
equilibria Z1 and Z2 contain the prey. The instability of E2 coupled with the
one of the origin and of E1 renders impossible the disease eradication, thus
in this case the refuge establishes the disease in the ecosystem. When E3 is
stable, the predators are wiped out.

Note that for the SP subsystem for

σ > 1 (21)

the predators invade the environment, since the predator-free equilibrium
Z1 becomes unstable. For the basic reproduction number ρ < 1 in the SI
subsystem the disease gets eradicated, while it remains endemic conversely.

In the combined model, the disease together with the predators can be
wiped out for low enough prey levels, see (13). The latter can be restated

as S
(1)
1 σ < K1, S

(1)
2 < ρ, or new modified reproduction numbers can be

introduced, namely

σm ≡ S
(1)
1 σ

K1

< 1, ρm ≡ S
(1)
2

ρ
< 1, (22)
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to ensure stability of E1. Therefore the possibility of eradicating the dis-
ease in the SI subsystem, for small ρ, entails possibly a large ρm, thereby
making the eradication of the disease and of the predators together in the
metaecoepidemic model more unlikely. Note that the effect of σ is instead
directly proportional to σm, so that predators’ disappearance in the pure SP
submodel favors also the instability of E1.

A similar condition for the prey in patch 1 must be ensured for stability of
E3, still given by the first condition (13), but here stability is instead ensured
if the prey in both patches are also above certain levels, see (16). Thus the
wiping out of predators in the metaecoepidemic model requires, in addition
to (21), also that the prey at equilibrium are above both patches’ carrying
capacities. The disease for the predator-free equilibrium stability needs only
not to be too much virulent, its basic reproduction number must be bounded
above, (15).

4 Holling type II SIP-S model

In this second model the ecoepidemics occurs in the first patch, the second
one is a safe refuge only for the sound prey, which are the only ones able to
migrate there. Once again, the diseased individuals are assumed not to be
able to make the effort to reach the safe environment. Predators do not feed
on infected prey, though. Again we illustrate the model in Figure 2.

dS1

dt
= r1S1

(
1 − S1

K1

)
− a

S1P

H + S1

−m21S1 +m12S2 − γS1I + νI,

dS2

dt
= r2S2

(
1 − S2

K2

)
+m21S1 −m12S2, (23)

dI

dt
= I[γS1 − µ− ν],

dP

dt
= P

(
eS1

H + S1

− b

)
.

Boundedness for (23) is established as for the model (1).
The equilibria are Q0 = E0 = O, Q1 = E1, with the same feasibility

conditions (8), Q2 = E2, again with same feasibility conditions (9) and Q3 =

(S̃
(3)
1 , S̃

(3)
2 , Ĩ(3), 0), with components given by

S̃
(3)
1 = ρ, S̃

(3)
2 =

K2

2r2

[
r2 −m12 +

√
(r2 −m12)2 + 4m21

r2

K2

ρ

]
,
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Figure 2: Graphical illustration of model (23).

Ĩ(3) =
1

µ

[
r1ρ

(
1 − ρ

K1

)
−m21ρ+m12S̃

(3)
2

]
.

Feasibility amounts to requiring S̃
(3)
2 to be real, and both S̃

(3)
2 and Ĩ(3) to be

nonnegative. Note that in this case the interior equilibrium does not exist,
i.e. coexistence in this metaecoepidemic environment is not possible.

4.1 Stability

The eigenvalues of J at the origin are exactly the same as for E0 in (1), thus
the stability conditions coincide with (12).

At Q1 stability occurs if and only if conditions (14) hold, together with

S
(1)
1 < min

{
µ+ ν

γ
,
bH

e− b

}
≡ min

{
ρ,
K1

σ

}
. (24)
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Q2 is instead inconditionally unstable.

At Q3 one eigenvalue is (H + S̃
(3)
1 )−1[(e − b)S̃

(3)
1 − bH], which of course

needs to be negative for stability, giving again the same stability condition
(15), the others are the roots of a cubic (43) with coefficients

ã0 = −γµĨ(3)J̃
(3)
22 , ã1 = J̃

(3)
11 J̃

(3)
22 + γµĨ(3) −m12m21, ã2 = −(J̃

(3)
11 + J̃

(3)
22 ).

Considering the equilibrium definition it follows that

J̃
(3)
11 = −νĨ

(3) +m12S̃
(3)
2

S̃
(3)
1

− r1S̃
(3)
1

K1

< 0, J̃
(3)
22 = −m21S̃

(3)
1

S̃
(3)
2

− r2S̃
(3)
2

K2

< 0.

Thus ã0 > 0, ã2 > 0 and the remaining condition for stability becomes

−(J̃
(3)
11 + J̃

(3)
22 )(J̃

(3)
11 J̃

(3)
22 −m12m21) − γµĨ(3)J̃

(3)
11 > 0 (25)

and the latter is implied by (16) evaluated at S̃
(3)
1 and S̃

(3)
2 .

4.2 Hopf bifurcations

The analysis for the points Q0 and Q1 is exactly the same as for E0 and E1.
At Q3 to have a feasible value for the Hopf bifurcation parameter r†1 it is

enough to require (56).

4.3 Discussion

Note that for the alternative model, we can delete only patch 2, to make
a reasonable comparison. We get an ecoepidemic model in patch 1 which
has been analyzed and is known to produce bifurcations, [10] for the case
of no external removal. A situation common for this case and to (1) is that
the parameter a plays no role whatsoever in the bifurcations. Thus the
predators’ hunting rate in the metaecoepidemic model cannot be the cause
of stable cyclic populations oscillations. This is in contrast to the result for
the simple ecoepidemic model, see Theorem 4.4 of [10], where the predation
rate appears to possess a role for the Hopf bifurcation to occur.

Again in the metaecoepidemic system the origin can be stabilized, with
the same conditions as for the former model, namely (12). Once again this
indicates the possibility of extinction, caused both by the existence of the
survival refuge and by the assumption that only prey can migrate.

Also here as well as for (1), the instability of Q2 ≡ E2 means that the
disease alone cannot be eradicated, while preserving the other populations.
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Recalling the discussion following (43), the instability is to be ascribed to the

fact that J
(2)
11 J

(2)
22 < 0. But note that the latter quantities, being evaluated

at Q2, are independent of the disease. Therefore the refuge acts as a tool for
keeping the disease endemic in the system and this is due only to demographic
effects.

Equilibrium Q1 has a more stringent condition on the prey size in patch
1 (compare (24) and (13)) and a more relaxed one for the prey in the safety
refuge, since the latter have only to obey conditions (14) as in (1).

But the main result in this context is that the metaecoepidemic model
(23) does not sustain all the populations. Therefore the existence of a safety
refuge for the prey surprisingly becomes a negative factor from the biodiver-
sity point of view.

5 Simulations

To further investigate the metaecoepidemic model with Holling type II dy-
namics, we have performed numerical experiments on (1). Some results are
reported here. In all the figures the left column contains the graphs of the
populations in the two patches as separate entities, without any communica-
tion between them. With the same parameters, this time including nonzero
migration rates, we run the simulations again and report their results on the
right column.

Remark. Here and in the rest of the paper, populations are counted
by individuals, i.e. pure numbers. The left-hand side of (1), (23) and of
the models that will be introduced later, (26) and (38), are therefore fre-
quencies. This makes all the terms on the right hand sides of the equations
also frequencies. Thus since K1, K2 and H must be pure numbers, all other
parameters r1, r2, a, γ, ν, µ, e, b, m12, m21, are also frequencies, with time
measured in years, unless otherwise stated.

We use the reference values of parameters from the real situations de-
scribed in Section 2. Note that data gathered from the literature allow us
to set the value of the reproduction parameters. In case of Ovis canadensis,
there are an average 2.5 offsprings per year, and an average life span of 10.5
years, [13]. Finally, Strix occidentalis has about 2 to 3 offsprings per year,
[39].

This means that we can fix the reproduction values. In particular we
consider the case of Ovis canadensis or of Strix occidentalis. We can then
take r1 = 2.5 for the fertility of sound individuals. The value of r2 = 1
has been chosen assuming that the disease affects heavily the infected. For
instance, experimental results on insects show a decrease in net reproduction
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rate of about 50% in disease-affected individuals, see Fig. 2 of [36]. The
remaining parameter values are arbitrarily chosen to simulate a hypothetical
environment.

Figure 3 shows that the limit cycles present in the underlying demographic
model in patch 1 get transferred via the migration also to the second patch.
In this particular case we observe also that the disease is eradicated in patch
2, but the oscillations amplitudes become larger and larger and ultimately the
system collapses. The figure is obtained from the following parameter values
K1 = 100, a = 0.5, H = 1, m21 = 3, m12 = 2, K2 = 150, γ = 0.5, ν = 0.3,
µ = 0.3, e = 1.3, b = 0.1. In Figure 4 we show instead that stable coexistence
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Figure 3: Demographic oscillations are carried through to the epidemics
patch. Here and in all subsequent figures, the left column contains the
graphs of the populations in two patches as separate entities, without any
communication between them, while the right one shows the metaecosystem
populations.

Equilibria in the two patches can be reached in spite of the fact that in the
purely demographic model oscillations are present. The parameters in this
case are K1 = 100, a = 1.5, H = 1, m21 = 3, m12 = 2, K2 = 150, γ = 0.75,
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ν = 0.03, µ = 0.03, e = 1.3, b = 0.1. Figure 5 instead shows that the
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Figure 4: Demographic oscillations are damped in the metaecoepidemic
model.

limit cycles inherited by the underlying demographic model are present in
both patches, but in this case the disease, endemic in the isolated patch 2, is
wiped out in the model with migrations, for the parameter values K1 = 100,
a = 0.7, H = 1, m21 = 3, m12 = 2, K2 = 150, γ = 0.75, ν = 0.3, µ = 0.03,
e = 1.3, b = 0.1; Figure 6, obtained for the parameter values K1 = 100,
a = 1.5, H = 1, m21 = 3, m12 = 2, K2 = 150, γ = .5, ν = 0.3, µ = 0.3,
e = 0.8, b = 0.9, instead shows that the same behavior of the two separate
patches can be shown also by the combined metaecoepidemic model, which
settles to the predator-free equilibrium E3.

6 Holling type I SI-SP case

We turn now to the setting up and to the analysis of metaecoepidemic models
with mass action predation terms. Recalling Figure 1, at first we formulate
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Figure 5: The disease is wiped out in the metaecoepidemic model.

the analogous model of system (1), namely

dS1

dt
= r1S1

(
1 − S1

K1

)
− aS1P −m21S1 +m12S2, (26)

dS2

dt
= r2S2

(
1 − S2

K2

)
− γS2I + νI +m21S1 −m12S2,

dI

dt
= I[γS2 − µ− ν],

dP

dt
= P (eS1 − b) .

Note that of the two independent subsystems, SI coincides with the former
one analyzed in Subsection 3.1, while the SP model here admits as equilibria
the origin Y0, unstable, the predator-free point Y1 = (K1, 0), which is stable
for

K1 <
b

e
, (27)
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Figure 6: The metaecoepidemic model shows the same behavior of the two
separate models, settling to equilibrium E3.

and the unconditionally stable coexistence one

Y2 =

(
b

e
,
r1

a

[
1 − b

eK1

])
,

feasible for

K1 >
b

e
(28)

i.e. the opposite of condition (27). Hence only one of the two equilibria is at
the same time feasible and stable, making it globally asymptotically stable,
Y1 when (27) holds, and Y2 in the opposite case.

For model (26), equilibria are the points U0 = O, U1 = E1, U2 =

( b
e
, Ŝ

(2)
2 , 0, P̂ (2)) here given by

Ŝ
(2)
2 =

[
r2 −m12 +

√
(r2 −m12)2 + 4m21

br2

eK2

]
K2

2r2
, (29)
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P̂ (2) =

[
r1
b

e

(
1 − b

eK1

)
+m12Ŝ

(2)
2 −m21

b

e

]
e

ab
(30)

feasible for

r1
b

e

(
1 − b

eK1

)
+m12Ŝ

(2)
2 ≥ m21

b

e
. (31)

Also, U3 ≡ E3 with the very same feasibility conditions (10). For U4, the
coexistence equilibrium, we have

Ŝ
(4)
1 =

b

e
, Î(4) =

1

µ

[
r2ρ

(
1 − ρ

K2

)
+m21

b

e
−m12ρ

]
(32)

Ŝ
(4)
2 = ρ, P̂ (4) =

[
r1
b

e

(
1 − b

eK1

)
+m12ρ−m21

b

e

]
e

ab
, (33)

with feasibility conditions

r2ρ

(
1 − ρ

K2

)
≥ m12ρ−m21

b

e
≥ r1

b

e

(
b

eK1

− 1

)
. (34)

The boundedness of the solution trajectories is established with the same
steps as for (1), recalling that e < a.

The origin has the same stability properties as for (1), namely it is stable
when (12) hold. The point U1 coincides in part with E1 also for stability

purposes, i.e. it has two different eigenvalues, γS
(1)
2 − µ− ν, eS

(1)
1 − b, while

the remaining ones originate from the same quadratic as for E1, so that its
stability is ensured by (14) and

S
(1)
1 <

b

e
, S

(1)
2 < ρ. (35)

For U2 the analysis follows the same steps as for E2 and it is again uncondi-
tionally unstable. At U3 one eigenvalue is eS

(3)
1 − b which is negative if

eρ < b (36)

and once again the remaining stability analysis coincides with the one of E3,
thus stability is ensured by (16).

For stability at U4 we need (57). But J11, J22 < 0 leads to some simplifi-
cations, since the first two conditions (57) are satisfied.

In this case the search for Hopf bifurcations for Q3 coincides with the one
for E3, while in the case of Q4, we are led once again to a cubic

3∑

k=0

πkr
k
2 = 0
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in the bifurcation parameter r2. Then a sufficient condition for having a
feasible value of this parameter would again be

π3π0 < 0. (37)

The particular case SI-SP model with no patch 2, gives the equilibria
L0 ≡ O, L1 = ( b

e
, r1

a
[1 − b

3K1

]). The former is unstable, the latter always
stable. When patch 1 is absent, we get the same equilibria W0, W1, W2

found earlier.

6.1 Results interpretation

The results here indicate once again that the ecosystem will collapse under
the very same conditions (12) of the corresponding model with Holling type
II functional response and also the disease-free equilibrium U2 is always un-
stable, i.e. it is not possible to eradicate the disease, keeping all populations
alive. The disease- and predator-free equilibrium U1 can be stabilized, i.e. is
attainable under different conditions of the corresponding equilibrium E1 for
the Holling type II model, compare the first conditions of (13) and of (35).
In particular, if e < b, (13) cannot be satisfied, while it may still be possible
to render U1 stable. The predator-free equilibrium exhibits instead the same
existence and stability properties in both models. This is not surprising, in
view of the fact that by setting P = 0, the two submodels of (1) and (26)
coincide. Coexistence of all the populations in the ecosystem is possible both
in (1) as well as in (26).

7 Holling type I SIP-S case

The final model we consider is the counterpart of (23), see for reference Figure
2. Again, no “satiation effect”, modeled by a Michaelis-Menten term is here
assumed:

dS1

dt
= r1S1

(
1 − S1

K1

)
− aS1P −m21S1 +m12S2 − γS1I + νI, (38)

dS2

dt
= r2S2

(
1 − S2

K2

)
+m21S1 −m12S2,

dI

dt
= I[γS1 − µ− ν],

dP

dt
= P (eS1 − b) .
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The equilibria are found as follows: R0 = O, R1 ≡ E1, R2 ≡ U2, R3 ≡ Q3,
but the interior equilibrium does not exist in general, unless bγ = e(µ + ν)
in which case it is not unique, it becomes a line of equilibria and will not be
analyzed any further.

The Jacobian in this case differs from (54) in the elements

J11 = r1−2r1
S1

K1

−aP−γI−m21, J14 = −aS1, J41 = eP, J44 = eS1−b.

At R0 the stability analysis is the same as for E0, at R1 two eigenvalues
are γS

(1)
1 − µ− ν, eS

(1)
1 − b, and the remaining quadratic coincides with the

one of E1. Thus stability is implied by (14) and

S
(1)
1 < min

{
µ+ ν

γ
,
b

e

}
≡ min

{
ρ,
b

e

}
. (39)

For R2 only the first eigenvalue differs, namely γ b
e
− µ − ν, the others are

those of U2 and therefore it is again unconditionally unstable. At R3 the first
eigenvalue is eS

(3)
1 −b, the others are those of Q3, so that stability is achieved

for (36), i.e. implied by (16), and (25).
Note that the particular cases of the uncoupled SIP-S model reduce only

to the standard quadratic ecoepidemic model, [42], the other one being a
trivial logistic one population model.

8 Simulations

To illustrate the theoretical analysis, more experiments have been carried
out. We report here some of the results obtained for those related to model
(38).

Recalling the remark of Section 5, all parameters are frequencies, with
time measured in years, except those related to populations, i.e. the carrying
capacities K1 and K2. In this case, we chose the parameter values obtained
from the populations of Vulpes vulpes (L.) and Oryctolagus cuniculus (L.).
They are as follows: for the red fox there are 4.5 offsprings per year, [7], while
for the rabbit the offsprings are between 4 to 14, and they reproduce from 5
to 7 times per year, [1]. Thus, for the sound prey reproduction rate we take
the maximum from the above data, r1 = 100, while for the infected fertility
we assume the minimum, namely r2 = 20. For the predators instead, we let
a = 4.5.

Figure 7 shows that the predator-free equilibrium in the uncoupled model
contains the endemic disease with a large prevalence. In presence of the
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refuge, while the susceptible levels in both patches are essentially unaltered,
the infected experience an increase of 50%. Evidently, if the goal is the
disease fight, the safety refuge in this case is to be avoided. On the contrary,
in a two-patch ecosystem as described here, the removal of the safety refuge
contributes to significantly decreasing the disease prevalence. Note that in
this case the predators are wiped out, both in the uncoupled systems and in
the metaecoepidemic model.
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Figure 7: Equilibrium R3, for the parameter values r1 = 100, K1 = 100,
a = 4.5, m21 = 0.03, m12 = 0.06, r2 = 20, K2 = 150, γ = 0.9, ν = 0.1,
µ = 0.02, e = 0.8, b = 0.9.

In Figure 8 we show instead that the disease-free stable equilibrium in the
SIP phase space of the single patch model is also reached in the metaecoepi-
demic model, equilibrium R2, for the parameter values K1 = 100, m21 = 3,
m12 = 5, K2 = 150, γ = 0.25, ν = 0.1, µ = 0.2, e = 0.8, b = 0.2. Lower
migration rates seem to significantly decrease the number of predators and
to correspondingly markedly increase the sound prey in the refuge, leaving
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the sound prey in patch 1 essentially at the same level.

0 50 100
0

0.5

S
1

uncoupled models

0 50 100
20

30

40

P

0 50 100
120

140

160

S
2

r1=100, K1=100, a=4.5,

0 50 100
0

5

I

m21=3, m12=5, r2=20

0 50 100
0.2

0.3

0.4

S
1

full SIP−S−HT1 model

0 50 100
200

400

600

P

0 50 100
112.5

112.55

112.6

S
2

K2=150, γ=0.25, ν=0.1

0 50 100
0

2

4
I

µ=0.2, e=0.8, b=0.2

Figure 8: Equilibrium R2, for the parameter values r1 = 100, K1 = 100,
a = 4.5, m21 = 3, m12 = 5, r2 = 20, K2 = 150, γ = 0.25, ν = 0.1, µ = 0.2,
e = 0.8, b = 0.2.

Figure 9 shows that the stable disease-free coexistence equilibrium is
reached by the single patch system, while in the second patch the susceptible
population thrives at carrying capacity. By allowing migration rates among
the patches, the latter drops significantly, while the equilibrium in patch 1
remains essentially unaltered, but for the predators that experience a 7-fold
increase.

For a relevant difference between the migration rates, m21 = 100, m12 =
0.01 and a highly virulent disease, γ = 0.95, coupled with the remaining
parameters K1 = 10, K2 = 150, ν = 0.7, µ = 0.2, e = 0.2, b = 0.2, one
can observe that the predator-free endemic equilibrium of patch 1 is con-
verted into a disease-free equilibrium in the metaecoepidemic model, Figure
10. Large differences in migration rates between patches are indeed frequent
in real situations, due for instance to different available nutrients in the two
patches, with migration occurring naturally toward the richer one, with no
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Figure 9: Equilibrium R2, for the parameter values r1 = 100, K1 = 10,
a = 4.5, m21 = 3, m12 = 5, r2 = 20, K2 = 150, γ = 0.25, ν = 0.7, µ = 0.2,
e = 0.2, b = 0.2.

coming back. Also important is patch overcrowding, implying that emigra-
tion towards the less populated patch takes place especially for the younger
individuals. Furthermore the available space in less crowded patches makes
them sinks, attracting migrants and thus constituting ecological traps for
them, i.e. sink habitats low in quality for reproduction and survival, yet
preferred over other available, high quality habitats. For these remarks, see
[38].

We have also run some test cases for the case of Ovis canadensis or Strix
occidentalis. Setting r1 = 2.5, r2 = 1, for the remaining set of parameter
values given by K1 = 100, a = 1.5, m21 = 0.03, m12 = 0.06, K2 = 150,
γ = 0.9, ν = 0.1, µ = 0.2, e = 0.8, b = 0.9, equilibrium R3 is recovered,
Figure 11. We note that the system with two patches experiences an 9-fold
increase in the number of infectives, while the number of sound individuals
does not sensibly change, comparing with the equilibrium of the classical
SIP model. If the goal is to fight the disease, the safety refuge should be
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Figure 10: The predator-free equilibrium of patch 1 is converted into a
disease-free equilibrium in the metaecoepidemic system, for the parameter
values r1 = 100, K1 = 10, a = 4.5, m21 = 100, m12 = 0.01, r2 = 20,
K2 = 150, γ = 0.95, ν = 0.7, µ = 0.2, e = 0.2, b = 0.2.

avoided. On the contrary, in a two-patch ecosystem as described here, the
removal of the safety refuge contributes to significantly decreasing the disease
prevalence. Also, for migration rates that are 10 times higher, m21 = 0.3,
m12 = 0.6, the the sound population in patch 2 is about half, while the
infected in patch 1 increase almost 45 times. Also, in these conditions a
decrease of the disease incidence to γ = 0.5 does not seem to affect the final
infectives’ equilibrium values, remaining at about 190. In decreasing the
incidence value we found essentially little change in the endemic value of the
disease equilibrium, until about γ = 0.265 where the equilibrium shifts to
R2.

Keeping the same reproduction and hunting rates, if we choose instead
the set of parameter values K1 = 100, a = 3.5, m21 = 3, m12 = 5, K2 = 150,
γ = 0.25, ν = 0.1, µ = 0.2, e = 0.8, b = 0.2 the disease-free equilibrium is
obtained. If we change the migration rates, making them ten times smaller,
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Figure 11: The predator-free equilibrium obtained for the case of Ovis
canadensis or Strix occidentalis for the parameter values r1 = 2.5, K1 = 100,
a = 1.5, m21 = 0.03, m12 = 0.06, r2 = 1, K2 = 150, γ = 0.9, ν = 0.1,
µ = 0.2, e = 0.8, b = 0.9.

m21 = 0.3, m12 = 0.5, we notice that the predators get an increase of 47%,
while the sound prey in the refuge experience a 415-fold increase. Note that
in these last conditions, an increase of the disease incidence to γ = 0.9 does
not affect the final equilibrium values.

Finally, for the set of parameter values K1 = 10, a = 4.5, m21 = 3,
m12 = 5, K2 = 150, γ = 0.25, ν = 0.7, µ = 0.2, e = 0.2, b = 0.2 we obtain
the disease-free equilibrium. Lowering the emigration rate from patch 2 to
m12 = 0.01, the metaecoepidemic model does exhibit the same behavior as
the single patch 1 system. Allowing instead a much larger m12 than m21

produces only much lower levels of susceptibles in patch 2; they are about
half.
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8.1 Results interpretation

As for the SIP-S Holling type II case, coexistence of the ecosystem cannot be
ensured in general. Again, all the populations in the model could collapse. In
the same way of the SI-SP models, Q1 becomes unstable if b > e, but R1 could
still be stabilized. The disease cannot be eradicated from the ecosystem,
keeping both predators and prey thriving in both patches, as it happens also
in the corresponding Holling type II model. The stability of the predator-
free equilibrium can still be ensured even if b > e, with similar sufficient
conditions as in the nonlinear model (23).

9 Conclusion

Tables 1 and 2 contain respectively the summary of our findings. In the
first one, we provide an interpretation of the equilibria, in the second one we
collect all the feasibility and stability conditions of the various models.

In all these variants of the basic metaecoepidemic model with migration
allowed only for sound prey, it is possible that the system collapses, under
particularly unfavorable conditions, while this is excluded for each single
patch subsystem, either consisting of a pure predator-prey system or of a
pure epidemic model. This has to be ascribed to the combined effects of the
existence of the refuge and of the migration limited only to prey. Infection
plays therefore no role for this result.

If the origin is made unstable, i.e. if the system is prevented from collapse,
the prey can never be wiped out of the system, as it happens for the classical
SP submodel. In this sense the existence of the refuge protects them.

For all these metaecoepidemic models, it is not possible to eradicate the
disease, keeping all populations alive. If the origin and E1 are unstable, the
disease cannot be eradicated, in this case the refuge establishes the epidemics
in the ecosystem and the predators may or may not survive in this environ-
ment. The possible stable equilibria for the systems are the predator-free
one, the predator- and disease-free point and the coexistence of the whole
ecosystem. Thus the predators can be wiped out: for this to occur a suf-
ficient condition is that the susceptible prey at equilibrium are above both
patches’ half carrying capacities for the SI-SP model and the sound prey
in the SP patch be bounded above. The disease does seem to play only a
marginal role for the predator-free equilibrium stability, in the sense that its
basic reproduction number must be bounded above, (15).

Note that in the Holling type I models the disease- and predator-free
equilibria can be stabilized, under somewhat more relaxed conditions than
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the one of the corresponding equilibria for the Holling type II models.
There is a substantial difference between the two types of dynamics. The

possibility of eradicating the disease in the SI subsystem with the Holling
type II model, i.e. small ρ, entails possibly a large ρm, thereby making the
eradication of the disease and the predators together in the metaecoepidemic
model more unlikely. In the Holling type I system instead, a smaller ρ makes
the corresponding equilibrium more prone to be unstable. So the effect is
similar to what happens in the SI-only-patch model. Predators’ disappear-
ance in the pure SP submodel, due to a small σ, favors also the stability of
E1 in the HT-II model. The corresponding situation in the HT-I systems can
be described as follows: in the SP single patch model, predators disappear
if the prey carrying capacity is below a critical value, see (27), and a similar
condition involving rather the prey population at the equilibrium must hold
for the corresponding equilibria U1 and R1 in the metaecoepidemic model.

Comparing the two SIP-S models, we immediately see that both do not
sustain coexistence of all subpopulations. Therefore the existence of a safety
refuge for the prey surprisingly becomes a negative factor from the biodiver-
sity point of view. Here too the disease alone cannot be eradicated, while
preserving the other populations. Therefore the refuge acts as a tool for keep-
ing the disease endemic in the system and this is due only to demographic
effects.

Equilibrium Q1, i.e. the disease- and predator-free one, in HT-II has a
more stringent condition on the prey size in the SIP patch (compare (24)
and (13)) and a more relaxed one for the prey in the safety refuge. If b > e

then Q1 becomes unstable, but R1 could still be stabilized in HT-I and the
larger the gap between these parameters, the better is for stability of R1. In
fact the stability of the predator-free equilibrium in HT-I can still be ensured
even if b > e, with similar sufficient conditions as in the HT-II model (23).

Finally, we remark here a major difference between simple ecoepidemic
HT-II models and metaecoepidemic HT-II systems of both SI-SP and SIP-S
kinds: the parameter a plays no role whatsoever in the analytical condi-
tions leading to Hopf bifurcations, as instead it has been observed in the
purely ecoepidemic system, [10]. Thus the predators’ hunting rate in the
metaecoepidemic model cannot be the cause of stable cyclic populations os-
cillations.

In our sample simulations we have further shown that demographic oscil-
lations can either be carried through to the epidemics patch, or alternatively
they can be damped in the metaecoepidemic model. In other cases the two
simpler decoupled models show the same behavior as the metaecoepidemic
one. The two decoupled models can lead to a predator-free equilibrium; but
in presence of the refuge, with the same parameter values, a disease-free
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equilibrium can instead be obtained.

Table 1: Summarizing Table of Equilibria: Interpretation
Model Equilibrium Interpretation

SP HT-II Z0 system collapse
1 patch Z1 prey-only

Z2 predator-prey coexistence
SIS W0 system collapse

1 patch W1 susceptible-only
W2 endemic disease

SP-SI HT-II E0 system collapse
E1 prey-only in 2 patches
E2 disease-free
E3 predator-free
E4 coexistence

SIP-S HT-II Q0 system collapse
Q1 prey-only in 2 patches
Q2 disease-free
Q3 predator-free

SP HT-I Y0 system collapse
1 patch Y1 predator-free

Y2 coexistence
SP-SI HT-I U0 system collapse

U1 prey-only in 2 patches
U2 disease-free
U3 predator-free
U4 coexistence

SIP-S HT-I R0 system collapse
R1 prey-only in 2 patches
R2 disease-free
R3 predator-free
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Appendix

Proof of boundedness for model (1).

On summing the equations (1), for an arbitrary 0 < η < min{b, µ}, we have

dΠ

dt
+ηΠ ≤ (r1+η)S1−

r1S
2
1

K1

+(r2+η)S2−
r2S

2
2

K2

≤ (r1+η)
2K1

4r1
+(r2+η)

2K2

4r2
≡M

so that Π̇ ≤ −ηΠ + M and the solutions are ultimately bounded, Π(t) ≤
Mη−1 ≡M∗ for every t ≥ 0.

Equilibria of (1), their stability and bifurcations.

The equilibrium E1 is obtained by intersecting the two parabolae one gets
from the first two equations of (1), namely

S2 = ϕ(S1) ≡
S1

m12

[
m21 − r1

(
1 − S1

K1

)]
,

S1 = ψ(S2) ≡
S2

m21

[
m12 − r2

(
1 − S2

K2

)]
.

They meet at the origin, and have another intersection in the first quadrant
if their other roots are positive and a suitable condition on their slopes at
the origin is satisfied; these in turn yield the feasibility conditions of E1, (8).

Stability

The Jacobian of the system (1) is

J =




J11 m12 0 − aS1

H+S1

m21 J22 ν − γS2 0
0 γI γS2 − µ− ν 0

ePH
(H+S1)2

0 0 eS1

H+S1

− b


 (40)

with

J11 = r1 − 2
r1

K1

S1 −m21 −
aPH

(H + S1)2
, J22 = r2 − 2

r2

K2

S2 −m12 − γI.

At E1 we find the eigenvalues

γS
(1)
2 − µ− ν,

eS
(1)
1 − bH − bS

(1)
1

H + S
(1)
1

(41)
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and those of the reduced matrix J[1,2;1,2], where the notation emphasizes the
rows and columns of the original matrix J that are taken, thus

J[1,2;1,2] =

(
r1 − 2 r1

K1

S
(1)
1 −m21 m12

m21 r2 − 2 r2

K2

S
(1)
2 −m12

)
. (42)

Using the Routh-Hurwitz conditions, combining with the earlier eigenvalues,
stability occurs if and only if (13) and (14) hold.

For E2 one eigenvalue is γS
(2)
2 − µ − ν. The other ones are roots of the

following cubic, where by J
(2)
ik we denote the ik element of the Jacobian J

evaluated at E2,
3∑

i=0

aiλ
i = 0, (43)

with

a2 = −(J
(2)
11 +J

(2)
22 ), a1 = J

(2)
11 J

(2)
22 −m12m21−

abPH

(H + S
(2)
1 )2

, a0 =
abPHJ

(2)
22

(H + S
(2)
1 )2

.

(44)
Now the Routh-Hurwitz criterion for stability requires that a0 > 0, a2 > 0,
a1a2 > a0a3 = a0. From the definition of a0 it follows then that we must have
J

(2)
22 > 0, and from the one of a2, also J

(2)
11 < −J (2)

22 < 0. Hence J
(2)
11 J

(2)
22 < 0

implying a1 < 0, so that the remaining condition a1a2 > a0 is impossible to
verify. Thus E2 is unconditionally unstable.

The remaining eigenvalues of J at E3 are the roots of the characteristic
equation (43) which has coefficients

a0 = −µγIJ (3)
11 , a1 = J

(3)
11 + J

(3)
22 + µγI −m12m21, a2 = −(J

(3)
11 + J

(3)
22 ),

and to satisfy the Routh-Hurwitz conditions, we need to require

J
(3)
11 < 0, J

(3)
22 < −J (3)

11

for a0 > 0 and a2 > 0 respectively, while the remaining condition becomes

J
(3)
11 [J

(3)
11 J

(3)
22 −m12m21] + J

(3)
22 [J

(3)
11 J

(3)
22 + µγI −m12m21] < 0, (45)

i.e.
J

(3)
22 µγI < (J

(3)
11 + J

(3)
22 )[J

(3)
11 J

(3)
22 −m12m21]. (46)

It is easily seen that (46) is impossible if J
(3)
22 > 0, hence letting J

(3)
11 =

A−m21, J
(3)
22 = B−m12, the conditions (45) and (46) are further implied by

AB − Am12 −Bm21 > 0
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which is ensured if we take A,B < 0 i.e. by (16).
At E4 the characteristic equation is a quartic,

4∑

i=0

biλ
i = 0, (47)

with

b0 = γµI(4)aeHP
(4)S

(4)
1

(H + S
(4)
1 )3

, b1 = −
[
J

(4)
22

aeHP (4)S
(4)
1

(H + S
(4)
1 )3

+ γµI(4)J
(4)
11

]
,

b2 = J
(4)
11 J

(4)
22 −m12m21 +

aeHP (4)S
(4)
1

(H + S
(4)
1 )3

+ γµI(4), b3 = −
(
J

(4)
11 + J

(4)
22

)
.

The Routh-Hurwitz conditions ensure stability if

b3 > 0, b0 > 0, b2b3 > b1, b1(b2b3 − b1) > b0b
2
3.

Thus the first condition holds always and the last condition requires instead
J

(4)
11 + J

(4)
22 < 0. The remaining ones give (17).

Bifurcations

The characteristic equation evaluated at E3 is a cubic. In order to have a
Hopf bifurcation it needs to be split as follows

3∑

i=0

aiλ
i = (λ2 + B̂2)(λ2 + Ĉ) = 0

so that by expanding and equating coefficients of like powers, we find the
relation

a0 = a1a2 (48)

that must be satisfied, and B̂ =
√
b1, Ĉ = a2. Writing then J11 = A−m12,

J22 = B −m21 one can observe that S
(3)
1 and A are both independent of the

parameters r2 and K2. Choosing as a bifurcation parameter the former, (48)
can be expressed as a quadratic equation in r2,

2∑

k=0

rk
2ηk = 0, R = −γ

µ

(
m21S

(3)
1 −m12

µ+ ν

µ

)
(49)

η2 = (A−m21)

(
ν2 − µ2 − νγK2

γµK2

)2
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+

(
1 − ν + µ

γK2

)
(ν + µ)

[(
1 − 2

S
(3)
1

K1

)
− ν + µ

µ

(
1 − ν + µ

γK2

)]
,

η1 =
[
2(A−m21)R− (A−m21)

2 −m12m21

] ν2 − µ2 − νγK2

γµK2

+R

[(
1 − ν + µ

γK2

)
(ν + µ) −

(
1 − 2

S
(3)
1

K1

)
+
ν + µ

µ

(
1 − ν + µ

γK2

)]
,

η0 = (A−m21)R
2 − (A−m12 −m21)Am12 −R2

+
[
(A−m21)

2 −m12m21

]
R.

Thus a sufficient condition to ensure the existence of one positive root, i.e.
one feasible value for the bifurcation parameter r†2, is to impose

η2η0 < 0. (50)

At E4 we can proceed in a similar fashion, expanding (47)

4∑

i=0

biλ
i = (λ2 + ω2)(λ+ ρ)(λ+ σ) = 0

and equating coefficients to get the condition

b21 + b23b0 = b1b2b3. (51)

An appropriate bifurcation parameter can once more be found to be again
r2. Expansion of the condition in terms of the system parameters leads this
time to a cubic equation,

3∑

k=0

rk
2φk = 0. (52)

The parameter expressions are very involved and therefore omitted. Once
again a feasible value r∗2 for the Hopf bifurcation to occur is obtained by
imposing

φ3φ0 < 0. (53)

Stability and bifurcations for the system (23)

The Jacobian of the system differs slightly in the structure from (40),

J =




J11 m12 ν − γS1 − aS1

H+S1

m21 J22 0 0
γI 0 γS1 − µ− ν 0
ePH

(H+S1)2
0 0 eS1

H+S1

− b


 (54)
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with

J11 = r1 − 2
r1

K1

S1 −m21 −
aPH

(H + S1)2
− γI, J22 = r2 − 2

r2

K2

S2 −m12.

At Q1 we find the eigenvalues

γS
(1)
1 − µ− ν,

(e− b)S
(1)
1 − bH

H + S
(1)
1

the second of which coincides with the second eigenvalue of E1 (41), and those
remaining are also the other ones of E1 coming from the quadratic of the same
reduced matrix (42). Thus using the Routh-Hurwitz conditions, combining
with the earlier eigenvalues, stability occurs if and only if conditions (14)
hold, together with (24).

For Q2 one eigenvalue differs from the corresponding one of E2, namely
it is γS

(2)
1 − µ− ν. The other ones are the roots of the cubic (43), with the

same coefficients (44) as for the equilibrium E2 of (1). Hence unconditional
instability follows.

For the bifurcation at Q3, we proceed once again as for E3 remarking
that (48) in this case leads also to a quadratic equation, this time in the
bifurcation parameter r1,

2∑

i=0

θir
i
1 = 0.

In this case, we find

θ2 = −J22




1 − 2

S̃
(3)
2

K2


− γ

µ


1 − S̃

(3)
1

K1






2

−γ


1 − 2

S̃
(3)
2

K2




1 − S̃

(3)
1

K1


 S̃

(3)
1 +

γ2

µ


1 − S̃

(3)
1

K1




2(
S̃

(3)
1

)2

and in view of (16) and the fact that J22 < 0, requiring then

1

2
K1 < S̃

(3)
1 < K1 (55)

ensures that θ2 > 0, so that to have a feasible value for the Hopf bifurcation
parameter r†1 it is enough to require

θ0 < 0. (56)
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Stability of model (26)

The Jacobian differs slightly from (40), namely some of its entries are differ-
ent,

J11 = r1 − 2
r1

K1

S1 −m21 − aP, J14 = −aS1, J41 = eP.

At U4 we get a quartic, with coefficients

â0 = aeγP̂ (4)Ŝ
(4)
1 Î(4) > 0, â1 = −(γµÎ(4)Ĵ

(4)
11 + aeP̂ (4)Ŝ

(4)
1 Ĵ

(4)
22 ),

â2 = Ĵ
(4)
11 + Ĵ

(4)
22 + γµÎ(4) +m12m21 + aeP̂ (4)Ŝ

(4)
1 , â3 = −(Ĵ

(4)
11 + Ĵ

(4)
22 ).

For stability we need

−(J11 + J22) > 0, â2â3 > â1, â1(â2â3 − â1) > â0â3
2. (57)

If J11, J22 < 0 the first two conditions (57) are satisfied.
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Table 2: Summarizing Table of Equilibria: existence and stability conditions.

Model Equilibrium feasibility stability sufficient
for stability

SP HT-II Z0 always unstable
1 patch Z1 always (3) i.e. σ < 1

Z2 (2) i.e. σ > 1, e > b (4)
SIS W0 always unstable

1 patch W1 always (6) i.e. K2 < ρ

W2 (5) i.e. K2 > ρ (7)
SP-SI HT-II E0 always (12)

E1 (8) (13), (14)
E2 (9) unstable
E3 (10) (15), (45), (46) (15), (16)
E4 e > b, (11) (17)

SIP-S HT-II Q0 always (12)
Q1 (8) (14), (24)
Q2 (9) unstable

Q3 S̃
(3)
2 ≥ 0, Ĩ(3) ≥ 0 (15), (25) (15), (16)

SP HT-I Y0 always unstable
1 patch Y1 always (27) i.e. K1 <

b
e

Y2 (28) i.e. K1 >
b
e

always
SP-SI HT-I U0 always (12)

U1 (8) (14), (35)
U2 (31) unstable
U3 (10) (36), (45), (46) (36), (16)
U4 (34) (57) (37)

SIP-S HT-I R0 always (12)
R1 (8) (14), (39)
R2 (31) unstable

R3 S̃
(3)
2 ≥ 0, Ĩ(3) ≥ 0 (36), (25) (16), (25)
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