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Preface

This book is the result of the teaching experience of the last years at the Faculty
of Economics of the University of Torino, and it presents the traditional topics of a
first course devoted to the mathematics applied to economics and business. After an
initial chapter dedicated to inequalities (widely used in all the course) and another
chapter devoted to the basic concepts of set theory and of logic, the basic notions
concerning real functions of one real variable, limits, differential calculus and integral
calculus for such functions are introduced. The final chapters are devoted to linear
algebra and to real functions of several real variables.

In each chapter every topic is introduced with a short theoretical recall (keeping
in mind, however, that this is essentially a book of exercises, and does not replace
the textbook), then a series of examples are illustrated and solved, according to an
increasing degree of difficulty. The presentation is kept at a very simple level, with the
objective of putting in evidence the reasoning that (beyond the single calculations) is
at the basis of the resolution of a given problem. At the end of each chapter, finally,
several exercises are collected, and their solution is reported in the final chapter.

I want to thank my colleagues of the Department of Statistics and Applied
Mathematics of the Faculty of Economics of the University of Torino for the sug-
gestions while I was writing this book, and the numerous students that, in the last
years, have used and appreciated part of the material collected here. It remains clear
that the eventual errors still present are my own responsibility. A particular thanks
also to the Editor, for the support in the realization of this work.

Torino, September 2011 Claudio Mattalia
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Chapter 1

Inequalities

1.1 Definitions

An inequality (with one unknown) is an expression of the kind:
A(x) > B(x) or A(z) < B(x) z€eR

and, eventually:
A(x) > B(x) or A(z) < B(zx)

Solutions of the inequality are the values of the unknown that satisfy this expres-
sion.

Two inequalities are equivalent if they admit the same solutions; with reference
to this aspect, two basic principles hold:

1. Adding or subtracting to both members of the inequality the same (constant or
variable) quantity, we get an inequality equivalent to the original one:

A(z) > B(z) = A(z) + C(z) > B(x) + C(x)

2. Multiplying or dividing both members of the inequality for the same (constant)
positive quantity, we get an inequality equivalent to the original one; multiplying
or dividing them for the same (constant) negative quantity, we get an inequality
equivalent to the original one by reversing the direction of the inequality:

c-A(z) > c- B(z) it ¢>0
A(z) > B(z) =
c-A(z) <c-B(z) it <0

These two principles are used in order to solve an inequality, transforming the
initial inequality in a simpler one, equivalent to it.
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Example 1 Solve the inequality:
r—3>0

Adding the (constant) quantity +3 to both members we get (applying thel®!
principle of equivalence):
r—34+3>0+3

ie.:
>3
that is the solution.
Example 2 Solve the inequality:
2r4+5>x

Adding the (variable) quantity —z to both members we get (applying the 15
principle of equivalence):
2r+5—-—z>r—2
ie:
z+5>0

and then adding the (constant) quantity —5 to both members we get (applying again
the 1% principle of equivalence):

zT+5—-5>0—-5

ie.:

T > —=H
that is the solution.
Example 3 Solve the inequality:

3z <4

1
Multiplying both members for the (constant and positive) quantity 3 e get (ap-

plying the 2" principle of equivalence):

1 1
Z. .4
3 39£<3

ie.:
<z

that is the solution.
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Example 4 Solve the inequality:
—3x <4

1
Multiplying both members for the (constant and negative) quantity -3 we get

(applying the 2"? principle of equivalence and reversing the inequality):

(e ()

ie.:

that is the solution.

In practice, the two equivalence principles can be applied observing that is possible
to move a term from a member to the other one of the inequality changing its sign (15¢
principle), and that is possible to multiply or divide both members of the inequality
for the same quantity, keeping in mind that the direction of the inequality must be
preserved if this quantity is positive while it must be reversed if this quantity is
negative (2" principle).

At this point it is possible to introduce the main types of inequalities: rational
integer (of 1°¢ and 2" degree), rational fractional (and containing products of poly-
nomials), with absolute value, irrational, logarithmic and exponential, together with
the systems of inequalities.

1.2 Rational integer inequalities of 1%' degree

The rational integer inequalities of 1% degree can always be reduced to the canonic
form:
ar+b>0 or ar+b<0 with a >0

where, eventually, the inequalities are strict (and if @ < 0 it is sufficient to multiply
both members of the inequality by —1 and to reverse the direction of the inequality,
obtaining the canonic form with a > 0). The solution is then easily given by:

x> —— or < ——

a a
Example 5 Solve the inequality:

3z —-12>0

In this case the inequality is already written in canonic form, applying the equi-
valence principles seen above we get:

3xr > 12
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and then:
x >4
that is the solution.
Example 6 Solve the inequality:
—3x—12>0

In this case the inequality is not written in canonic form (since a < 0), multiplying
both members by —1 (and reversing the inequality) we get first of all:

3r+12<0

that is the inequality written in canonic form (since a > 0). We then easily get
(applying the equivalence principles):

3r < —12

and then:
T < —4

that is the solution.

1.3 Rational integer inequalities of 2"¢ degree

The rational integer inequalities of 2" degree can always be reduced to the
canonic form:

ar’ +br+¢>0 or ar’ +br+¢<0 with a >0

where, eventually, the inequalities are strict (and if @ < 0 it is sufficient to multiply
both members of the inequality by —1 and to reverse the direction of the inequality,
obtaining the canonic form with a > 0). To solve an inequality of this kind, first of
all it is necessary to consider the associated 2"¢ degree equation:

ar’ +br+c¢=0

and to compute its roots x1 and x5 (where it is assumed that x; < zg in the case of
distinct roots). At this point, the trinomial az? + bz + c is positive for x < z; and
for x > xo, it is negative for 1 < = < x2 and it is null for z = x; and for x = x,.

More precisely, keeping in mind that graphically the trinomial az? + bz + ¢ can be
represented by a parabola with upward concavity (if a > 0), and that a 2"¢ degree
equation can have 2 real distinct roots, 2 real coincident roots or no real roots, the
following 3 cases can be distinguished:
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1. The discriminant of the 2"¢ degree equation is positive, that is A = b> —4ac > 0.
In this case the parabola that represents the trinomial az? + bx + ¢ is as follows:

hence the associated equation az? + bz + ¢ = 0 has 2 distinct real roots =1, xo
(where it is assumed that z; < ) and for the trinomial az? + bz + ¢ we have:

ar?+br+ec>0 for r<x1 V x>T9
ar?+br+c<0 for 1 < T < Ty

ax?+br+c=0 for r=x1 V x=2x9

2. The discriminant of the 2"% degree equation is null, that is A = b> — 4ac = 0.
In this case the parabola that represents the trinomial az? + bz + ¢ is as follows:

hence the associated equation az? + bz + ¢ = 0 has 2 coincident real roots
21 = x5 and for the trinomial az? + bx + ¢ we have:

ar?+br+c>0 for T # X1, T

ar?+br+c=0 for T =x1,T2
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3. The discriminant of the 2" degree equation is negative, that is A = b*>—4ac < 0.
In this case the parabola that represents the trinomial az? 4 bx + c is as follows:

hence the associated equation ax? 4+ bz 4+ ¢ = 0 has no real roots and for the
trinomial ax? 4 bx + ¢ we have:

ax? +bx+¢>0 Ve eR

In practice, therefore, if A > 0 the sign of the trinomial az? + bz + ¢ is as follows:

while if A = 0 the two roots coincide (z; = z2) and the sign of the trinomial is as
follows:

and if A < 0 there are no (real) roots and the sign of the trinomial is as follows:
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Example 7 Solve the inequality:
22 =32 —-10>0

In this case the inequality is already written in canonic form, and the associated
equation:
2°—3x-10=0

has two distinct real roots 1 = —2 and 2o = 5. Applying the rule seen above we
have that the solution of the inequality is given by:

r<—-2 V x>5

Example 8 Solve the inequality:
—22 +3r+10>0

In this case the inequality is not written in canonic form, hence multipliying both
members by —1 (and reversing the inequality) we get:

22 —-32z-10<0

whose associated equation (the same of the previous excercise) has roots z; = —2
and zo2 = 5. Applying the rule seen above we have that the solution of the inequality
is given by:

-2<r<h

Example 9 Solve the inequality:
-3z 4+ 122 <0
Rewriting the inequality in canonic form we get first of all:
3% — 122 > 0

whose associated equation:
322 — 122 =0

has roots 1 = 0 and zo = 4. The solution of the inequality is then given by:

<0 V z>4
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Example 10 Solve the inequality:
2 >4
First of all the inequality can be written in canonic form:
22 —4>0
then it is possible to observe that the associated equation:
2?2 —4=0

has roots 1 = —2 and x5 = 2, so that the solution of the inequality is given by:

Example 11 Solve the inequality:
2 — 4z 4+4<0
In this case the inequality is in canonic form, and the associated equation:
2 _
x®—4x+4=0
has two real coincident roots 1 = x5 = 2, and applying the rule seen above we have
that the inequality is never satisfied (the same result can be obtained observing that

the first member of the inequality is simply (z — 2)? that, being a square, can never
be < 0).

Example 12 Solve the inequality:
32 +4>0
In this case the inequality is in canonic form, and the associated equation:
32 +4=0
has no real roots, applying the rule seen above we then have that the inequality is
satisfied Vo € R (the same result can be obtained observing that the first member

of the inequality is the sum of a non-negative term, 322, and of a positive term, 4,
therefore it is strictly positive for any value of x, and the inequality is always satisfied).
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1.4 Rational fractional inequalities

The rational fractional inequalities are those in which the unknown appears in the
denominator of a fraction, and they can always be reduced to the canonic form:

N(x) N(z)
D) =) D) ="

where, eventually, the inequalities are strict (and where the numerator N(z) can
also not depend on z, that is N(x) = N constant, while the denominator D(x)
must necessarily contain the unknown, otherwise the inequality is not of the rational
fractional type).

In this case first of all it is necessary to exclude the values of x that make the
denominator of the fraction D(z) equal to 0 (since a fraction with null denominator
has no meaning), then it is possible to study separately the sign of N(x) and that of
D(z) and, combining them through the “rule of signs”, to determine the sign of the
fraction and to solve the inequality.

Example 13 Solve the inequality:
T+3
2z —4
First of all it must be 2z — 4 # 0, from which & # 2 (condition of reality of the

fraction). Studing separately the sign of the numerator and that of the denominator
of the fraction we then have:

Nz)>0=2z+3>0=2> -3

>0

D(z)>0=2x—-4>0=2>2

The sign of N(x) and of D(z), together with that of the fraction, can be represen-
ted graphically in the following way (where the continuous line denotes the intervals
in which the sign is positive and the dashed line the intervals in which the sign is
negative, while the cross denotes the value excluded from the existence range):

| I B

From the analysis of this graphic we have that the solution of the inequality is
given by:
r<—-3 V zx>2
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Example 14 Solve the inequality:

—x+1
)

<0

First of all it must be 22 — 4 # 0, from which z # F2 (condition of reality of the
fraction). Studying the sign of the numerator and of the denominator of the fraction
we then have:

Nx)>0=-2+1>0=z<1
Dx)>0=22-4>0=2<-2 V x>2

and graphically:

-2 1 2

D N —

and the solution of the inequality is given by:

—2<x<1l V x>2

Since the sign of a product follows the same rules of the sign of a ratio, the same
procedure seen to solve rational fractional inequalities can be used also to solve the
inequalities containing only products of polynomials. In this case it is possible to
study separately the sign of each factor and then, combining them as seen previously,
to determine the sign of the product, and to solve the inequality.

Example 15 Solve the inequality:
(z+3)(2*—4)>0
Studying separately the sign of the two factors we get:
1%t factor >0 =2 +3>0=12> -3

2 factor >0 =22 —-4>0=>x<-2 V z>2
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and graphically:

1=t factor

2nd factor ————

so that the solution of the inequality is given by:

B<r< -2 V x>2

Example 16 Solve the inequality:
(x—1)(2? -2 +3)<0
Studing separately the sign of the two factors we get:
1%t factor >0 =2 —-1>0=2>1
2nd factor >0 =22 —2+3>0=>VzeR

and graphically:

1=t factor

2nd factor

so that the solution of the inequality is given by:

r<1
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1.5 Syistems of inequalities

A system of inequalities is a set of two or more inequalities that must be satisfied
simultaneously. The solution of the system is given by the intersection of the solutions
of the single inequalities, and to solve a system of inequalities it is necessary to solve
each of the inequalities that compose it and then to consider only the solutions that
satisfy at the same time all the inequalities of the system. To this end it is possible to
use a graphic representation, in which the solution of each inequality is represented
with a continuous line; the system is then satisfied in the intervals in correspondence
of which all the lines (as many as the number of inequalities of the system) are
continuous.

Example 17 Solve the system of inequalities:

z+3
2r — 4

>0

—224+3z+10>0

Fach of the two inequalities that form the system has already been solved; in
particular, the fractional inequality has solution:

r< -3 V x>2
while the 2"¢ degree inequality has solution:

—2<xr<H

At this point it is possible to represent graphically these sets of solutions, getting:

1st inequality

2nd inequality

from which it is possible to deduce that the initial system has solution:
2<z<H

because in correspondence of this interval there are at the same time two continuous
lines (as many as the number of inequalities that form the system).
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Example 18 Solve the system of inequalities:
—3z—-12>0

—x+1
<0
2 -4 -

Each of the two inequalities that form the system has already been solved; in
particular, the first inequality has solution:

T < —4
while the second has solution:
2<x<1l V x>2

Representing graphically these sets of solutions we get:

-4 -2 1 2

Ist inequality

2nd inequality

from which it is possible to deduce that the system does not admit solutions (because
there are no intervals of the real axis in which there are two continuous lines at the
same time), hence it is impossible.

1.6 Inequalities with absolute value

The inequalities with absolute value are those containing the absolute value of one
or more expressions in which the unknown appears. Given x € R, the absolute value
of = is defined in the following way:

T if >0
|z |=
—x if <0

More generally, given an expression f(z) that depends on a variable quantity z,
the absolute value of f(z) is defined as:

flx) Vo f(z)=0
—f(z) Vx: f(z)<0

| f(z) |=
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By definition the absolute value of an expression is therefore non-negative, and in
particular it is null when the expression contained in the absolute value is null.

To solve an inequality containing one or more absolute values it is necessary “to
break it” in two or more (systems of) inequalities corresponding to the intervals of
positivity and of negativity of the expressions to which the absolute values are referred,
and the solution of the initial inequality is given by the union of the solutions of these
single inequalities.

Example 19 Solve the inequality:
lz+4|<1
Applying the definition of absolute value to the expression | z + 4 | we get:
xz+4 if 24+4>0 = x>-4
o=
—r—4 if z+4<0 = <-4

so that —4 is the “critical” value, that divides the two intervals in correspondence of
which the expression that appears in the absolute value changes its sign:

4

At this point, the initial inequality can be “broken” in the following two systems
(one for each of the two intervals in which the expression contained in the absolute
value changes its sign):

T < —4 x> —4
V
—r—4<1 r+4<1
that become:
x < —4 x> —4
V
x> =5 T < -3
and then:
—H<r<—4 V —4<zxr<-3
and finally:
—H<r< -3

that represents the solution of the initial inequality.
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Example 20 Solve the inequality:
|z+3|<|z—4]

Applying the definition of absolute value to the expressions | x + 3 | and | x — 4 |
we get:
z+3 if z4+3>0 = z>-3
|z+3|=
—r—3 if z+3<0 = x<-3

and then:
z—4 if 2—4>0 = x>4
|z—4|=
—r+4 if v—4<0 = x<4

so that —3 and 4 are the “critical” values, that divide the intervals in correspondence
of which one of the expressions contained in the absolute values changes its sign:

At this point the initial inequality can be “broken” in the following three systems
(one for each of the intervals in which one of the expressions contained in the absolute
values changes its sign):

T < -3 —3<x<4 T >4
—r—3<-—-z+4 z+3<-—z+4 r+3<z—4

that become:

< -3 —3<xr<4 x >4
\Y V
-3<4 <3 3<—4
and then: .
r< -3 V —3§x<§ AV

hence the solution of the initial inequality is:

<1
< =
2
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Example 21 Solve the inequality:

|z+5 |

>0
2= |z |~

In this case first of all it is necessary to exclude the values of = such that the
denominator of the fraction is null, hence we must have 2 — |z| # 0, from which
| x |# 2, that is « # F2. Applying the definition of absolute value to the expressions
| z+5 | and | 2 | we then get:

z+5 if z+5>0 = x>-5
|z+5|=
—r—5 if z4+45<0 = xz<-5
and:
T if >0
|z |=
—x if <0

so that —5 and 0 are the “critical” values, that divide the intervals in correspondence
of which one of the expressions contained in the absolute values changes its sign:

-3 0

At this point the initial inequality can be “broken” in the following three systems
(one for each of the intervals in which one of the expressions contained in the absolute
values changes its sign):

T < —> —-5<z<0 z>0
L V vV
=5 S TS g 5.
2 —(—x) 2 —(—x) 2—x
that become:
T < —H —-5<x<0 x>0
V V
—x—5>0 x+5>0 x+5>0
24+ — 24 x — 2—x —
With simple computations we get:
T < =5 —5<x<0 x>0

—H<r< -2 r<-5 V x>-2 —5<r<?2
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that is:
P v (-bv-2<z<0) V 0<z<2

hence the solution of the initial inequality is:

-5 VvV —2<x<?2

Example 22 Solve the inequality:
|22 —9|> -3

In this case it is possible to observe immediately that, since the absolute value of
an expression is, by definition, non-negative, the first member is always > 0, therefore
it is certainly greater than —3 and consequently the inequality is verified Vz € R.

1.7 Irrational inequalities

The irrational inequalities are those in which the unknown appears under the sign
of a root. In order to solve them first of all it is convenient to isolate the root in one
of the two members, then it is necessary to distinguish the case in which the index of
the root is odd and the case in which the index is even.

If the root in the inequality has an odd index n, it is possible to obtain an inequa-
lity equivalent to the initial one by raising both members to the power n; no other
conditions are required, because a root of odd index can have the radical quantity of
any sign and can itself assume any sign. If the roots are more than one, eventually
with different indexes (always odd), both members of the inequality must be raised
to the appropriate power in such a way that the roots are eliminated.

Example 23 Sove the inequality:

Va2 —-5< -1

In this case by raising both members to the cube we get:

22 —5< -1
and then:

22 —4<0
from which:

—2<xr<2

that is the solution of the inequality.
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Example 24 Solve the inequality:

Vr+1< a3+ 32

In this case by raising both members to the nineth power we get:

(x4 1)% < 23 4 322

and then:
22+ 322+ 3z +1 < 23 + 322
from which: 1
< —_——
T3

that is the solution of the inequality.

If the root in the inequality, on the contrary, has an even index n, it is possible to
solve the inequality by using the following procedure:

a We find out the field of existence of the root (by imposing that the radical quantity
is non-negative), then we discuss the signs of the two members.

b If the two members are of opposite sign, then we determine immediately the values
of the unknown for which the inequality is satisfied.

c If the two members are of the same sign (in particular non-negative, otherwise it
is possible to multiply them by —1 changing the direction of the inequality) we
raise them to the power n, then we solve the inequality.

d We consider the union of the solutions found at points b) and c).

It is important to observe that, in the case of root with even index, it would not
be correct to raise immediately both members to the power n (without discussing
their sign), because in this way there is the risk of introducing uncorrect solutions or
of forgetting a part of the solution.

Example 25 Solve the inequality:
r—-3<r
Applying the procedure described above we have:
a) First of all it must be = > 0 (condition of reality of the root).
b) If x — 3 < 0, that is z < 3, the two members are of opposite sing (the first

negative, the second positive or null) and the inequality is always satisfied (since a
negative quantity is always less than or equal to a positive or null quantity), provided
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x > 0 (that is the condition of reality) and x < 3 (that characterizes the interval
considered). This part of the inequality has therefore as a solution:

0<z<3

¢) If £ —3 > 0, that is « > 3, the two members are of the same sign (non-negative),
therefore they can be raised to the square and the inequality becomes:

(x—3)2 <=z

that is:
>~ T +9<0
whose solutions are:
7T—+v13 7T+v13
— < —
2 - = 2
provided z > 0 (that is the condition of reality) and x > 3 (that characterizes the
interval considered). This part of the inequality has therefore as a solution:

d) Combining the results found at points b) and c) (i.e. considering their union),
finally, it turns out that the solution of the initial inequality is:

7+4/13
2

It is possible to observe that if we raise immediately the two members to the square we
get the solution (that takes into account the condition of reality) 52@ <z< %@
that is not correct, since it does not consider a part of the values of the unknown that
satisfy the inequality.

0<ze<

Example 26 Solve the inequality:
r+3>V3x—1

1
a) First of all it must be 3z — 1 > 0, that is z > 3 (condition of reality of the

root).
b) If z + 3 < 0, that is < —3, the two members are of opposite sign (the first

negative, the second positive or null) and the inequality is never satisfied (since a
negative quantity is never larger than or equal to a positive or null quantity).

c) If £ 4+ 3 > 0, that is z > —3, the two members are of the same sign (non-
negative), therefore they can be raised to the square and the inequality becomes:

(x+3)*>3z—-1
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that is:
22 +3x+10>0

1
which is always satisfied, provided z > = (which is the condition of reality) and

x > —3 (that characterizes the interval considered). This part of the inequality has
therefore as a solution:

x>

Wl =

d) Combining the results found at points b) and c), finally, it turns out that the
solution of the initial inequality is:

x>

W=

Example 27 Solve the inequality:

Vaz+2r -8 < vVax+4

First of all we must have, for the conditions of reality of the roots:

2242 —-8>0 c< -4 Vv x>2
= >x=—4 VvV x>2
r+4>0 x> —4

At this point it is possible to observe that both members of the inequality have
the same sign (non-negative), since they are two roots with even index, therefore they
can be raised to the square getting:

P+ 2 —8<x+4

that is:
22+ -12<0

whose solution is:

-4 <x<3

Combining this result with the condition of reality it turns out that the solution
of the initial inequality is:

2<x<3
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Example 28 Solve the inequality:

Ve+z2 <z

a) First of all it must be x > 0 (condition of reality of the root with even index).

b) If x + 2? < 0, that is —1 < x < 0, the two members are of opposite sign
(the first negative, the second positive or null) and the inequality is always satisfied
(since a negative quantity is always less than or equal to a positive or null quantity)
provided & > 0 (that is the condition of reality) and —1 < = < 0 (that characterizes
the interval considered). These conditions, however, are not compatible, so that in
reality in this case the inequality has no solutions.

c) Ifx+ x> 0, thatisz < —1 V z >0, the two members are of the same sign
(non-negative), therefore they can be raised to the sixth power and the inequality
becomes:

(CL‘ +CL’2)2 < 1,3

and then:
2+ 23 4 22 <0
and finally:
2? (2 +241)<0

that is verified only for © = 0 (compatible with the condition of reality > 0 and
with the condition z < —1 V z > 0 that characterizes the interval considered).

d) Combining the results found at points b) and c), finally, it turns out that the
solution of the initial inequality is:
z=0

In the case of inequalities with roots with even index it is also possible to trans-
form such inequalities in systems equivalent to them. In particular, considering an

inequality of the type:
A(z) > /B(z)

first of all it must be B(z) > 0 (condition of reality of the root) and also A(z) > 0
(since the root in the right-hand side is non-negative, and for the inequality to be
satisfied also the left-hand side must be non-negative). At this point it is possible to
raise to the square both members (that are non-negative) in order to eliminate the
root, and therefore the initial inequality is equivalent to the system:

B(z) >0
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Considering then an inequality of the type:

first of all it must be B(x) > 0 (condition of reality of the root), then if A(x) > 0 it
is possible to raise to the square both members (that are non-negative) in order to
eliminate the root, and the initial inequality is verified by the values of = that are
solutions of the system:

[A(2)]” < B(z)

where the first condition is redundant since it is implied by the third one (in fact if
B(z) > [A(:c)]2 then B(z) > 0). In this case, furthermore, the initial inequality is
verified also when A(x) < 0 (because a negative quantity is always less than or equal
to a non-negative quantity like \/B(z)), therefore it is satisfied also by the values of
x that are solutions of the system:

B(x) >0
Alz) <0
and, in conclusion, the initial inequality is equivalent to the union of the two systems:
A(z) >0 B(z)>0
[A@))* < B(x) A(z) <0
In these cases, therefore, given the initial inequality first of all it is possible to

write the system (or the systems) equivalent to it, then the solution of this system
corresponds to the solution of the initial inequality.

Example 29 Solve the inequality:
r+3>V3x—1

This inequality (already solved in Example 26) is written in the form
A(zx) > /B(x) and therefore it is equivalent to the system:

3r—1>0
r+3>0

(x+3)2>3z—1
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from which we get:
3r—1>0

zr+3>0

22 4+3x+10>0

that is: )
x> -3
Vo
and finally: .

that is the solution of the initial inequality, and coincides with the one found pre-
viously.

Example 30 Solve the inequality:

r—3<x

This inequality (already solved in Example 25) is written in the form
A(z) < /B(x) and therefore it is equivalent to the union of the two systems:

r—3>0 x>0
\Y
(r—3)2<uw r—3<0
from which we get:
r—3>0 x>0
\Y
22 —Tr+9<0 r—3<0
that is:
x> 3 23>0
\Y
TV _ 143 s
2 -~ 2
and then: /3
3§x§1%?§ vV 0<z<3
and finally:

0<ze<

7+4/13
2

that is the solution of the initial inequality, and coincides with the one found pre-
viously.
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1.8 Logarithmic inequalities

Given two numbers a, b > 0 (with a # 1) the logarithm in basis a of b is defined
as the number ¢ at which a must be raised in order to obtain b, that is:

log,b=c<a°=b
By the definition of logarithm we have therefore:
log,a’ = b a'°sab =

so that any number b can be expressed through the logarithm in any basis a > 0 (and
different from 1) using one of these two relations (the second can be used only when
b > 0). The logarithms then satisfy the following properties:

(i) log,1=0 Va>0,a#1

(#7) if0<a<1thenz <z < log,x>log, s withx, 2’ >0
(i19) if @ > 1 then z < 2’ < log, x < log, 2’ with z, 2’ >0
() log,x +log,y =log,(zy) withz, y >0

(v) log,xz —log,y = log, 5 with z, y > 0

(vi) log,zP =plog,z withz >0

log,.b
log.a

C

(vii) log,b = witha>0,a#1,6>0,c>0,c#1

The logarithmic inequalities are those in which the unknown appears in the ar-
gument of a logarithm. To solve them first of all it is necessary to impose that the
argument of the logarithm is strictly positive (condition of reality), then it is possible
to use the properties listed above in order to obtain the solution.

Example 31 Solve the inequality:
log% r<—4

First of all it must be > 0 (condition of reality of the logarithm), then (simply
applying the definition of logarithm) it is possible to write:

—4
1
log% T < log% (5)

that is:
log% T < log% 16
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and finally (applying the property (ii) seen above — as the basis of the logarithm in
this case is lower than 1, so that passing from the inequality between the logarithms
to the inequality between the corresponding arguments the direction of the inequality
must be reversed —):

x> 16

that is the solution of the inequality (compatible with the condition of reality = > 0).
The same result can be obtained applying the properties of the exponentials
(presented in the next Section); in this case first of all it is possible to write (ap-

1
plying to both members of the initial inequality the exponential of basis > that

requires to reverse the inequality since the basis of the exponential is lower than 1):

1 log% T 1 —4
() - 0)
and then (applying to the left-hand side the definition of logarithm):

x> 16

that is the solution of the inequality (compatible with the condition of reality = > 0).

Example 32 Solve the inequality:
log, z > 3

First of all it must be 2 > 0 (condition of reality of the logarithm), then (applying
the definition of logarithm) it is possible to write:

log, = > log,(2)3

that is:
log, z > log, 8

and finally (applying the property (iii) seen above — as the basis of the logarithm in
this case is larger than 1, so that passing from the inequality between the logarithms
to the inequality between the corresponding arguments the direction of the inequality
is preserved —):

z>8

that is the solution of the inequality (compatible with the condition of reality = > 0).

The same result can be obtained applying the properties of the exponentials; in
this case first of all it is possible to write (applying to both members of the inequality
the exponential of basis 2, that requires to preserve the direction of the inequality
since the basis of the exponential is larger than 1):

210g2x > 23
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and then (applying to the left-hand side the definition of logarithm):
x>8

that is the solution of the inequality (compatible with the condition of reality x > 0).

Example 33 Solve the inequality:

2
<0

1 x
0
&3 T+ 2

First of all we must have, for the conditions of reality of the fraction and of the
logarithm:

r+2#0
9 = -2<z<0 V x>0

X
>0
xz+2

then the initial inequality can be written in the form:

2

T
x+2

1og% < 1og% 1
and passing to the arguments (reversing the direction of the inequality, since the basis
of the logarithms is lower than 1):

ZE2

1
x+2 o

(the same expression can be obtained if, in the initial inequality, we apply to the two

1
members the exponential of basis §) This is a rational fractional inequality, solving

2
5~ 1 > 0 and doing the

it as shown above (after reducing it to the canonic form

computations) we get:
-2<z<-1 VvV x>2

that is compatible with the condition of reality determined initially (-2 <2 <0 V
x > 0), so that the solution found is also the solution of the initial inequality.

Example 34 Solve the inequality:
logvx+5<3

First of all we must have, for the conditions of reality of the root and of the
logarithm:
z+5>0 z+5>0
= =z >-5
vz+5>0 z+5>0
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At this point (observing that when the basis is not specified then the logarithm is
considered with basis e = 2.7182..., therefore larger than 1) the initial inequality can

be written as:
logVz + 5 < loge®

from which:

\/x+5§e3

(the same expression can be obtained if, in the initial inequality, we apply to both
members the exponential of basis e). This is an irrational inequality that can be
solved as seen previously (in particular, since both members are of the same sign and
non-negative they can be raised to the square) getting:

$§€6*5

Combining this solution with the condition of reality found at the beginning
(x > —5) it is possible to obtain the solution of the initial inequality, that is:

*5<SE§€6*5

1.9 Exponential inequalities

Given a number ¢ > 0 (and different from 1) a power of ¢ with real exponent x is
denoted by a”. This is called exponential, and the exponentials satisfy the following
properties:

(1) a®*>0 Vawitha>0

(i4) if 0 < a <1 then z < 2’ < a® > a*

(iii) if a > 1 then z < 2’ < a® < a*

The exponential inequalities are those in which the unknown appears in the ex-
ponent of a certain expression, and to solve them it is possible to use the properties
listed above.

Example 35 Solve the inequality:

1I
= 1
(3) <1

First of all the inequality can be written in the form:

() <G)
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and then (applying the property (i¢) seen above — as the basis of the exponential in
this case is lower than 1, so that passing from the inequality between the exponentials
to the inequality between the exponents the direction of the inequality is reversed —):

T > —4

that is the solution of the inequality.

The same results can be obtained using the logarithms (indeed the exponential
inequalities and the logarithmic inequalities are strictly linked, since exponentials and
logarithms are inverse functions one with respect to the other). In particular, starting

1
from the initial inequality and applying to both members the logarithm in basis 3

(and reversing the direction of the inequality, since the basis is lower than 1) we get
first of all:

1 T
log% (5) > log% 16
and then (simply applying the definition of logarithm):
x> —4

that is the solution of the inequality.

Example 36 Solve the inequality:
3*>9
First of all the inequality can be written in the form:
3" > 3?2

and then (applying the property (iii) seen above — as the basis of the exponential
in this case is greater than 1, so that passing from the inequality between the ex-
ponentials to the inequality between the exponents the direction of the inequality is
preserved):

T >2

that is the solution of the inequality.

The same result can be obtained applying to both members of the initial inequality
the logarithm in basis 3 (preserving the direction of the inequality, since the basis in
this case is larger than 1), so that we have:

logs 3% > logs 9
and then (applying the definition of logarithm):
T > 2

that is the solution of the inequality.



1.9. Ezponential inequalities 29

Example 37 Solve the inequality:

427 gr 1 <0

First of all this inequality can be written as:
4427 44 —1<0
and then, putting 4° = z, we have:
422 4+2-1<0

that is an inequality of 2"¢ degree whose solution is:

—1—V17 —1 17
T\/_<Z<+T\/_

Going back to the initial variable we then have:

-1 —+/17 o —1 17

where the first inequality is always satisfied (since 4% is positive, therefore larger

— V17

-1
than the negative quantity T)’ while the second inequality (applying to both

members the logarithm in basis 4) leads to:

x < log,

—14+17
8

that is the solution of the initial inequality.
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Example 38 Solve the inequality:
2;8—1 > 3(E+1
Applying the logarithm in basis e to both members we get first of all:
log 2%~ > log 32 +!

that is:
(x—1)log2 > (z+1)log3

and with some simple computations we get:
z(log2 —log3) > log2 +log 3
from which (observing that the quantity (log2 — log3) is negative, so that when
we divide both members for this quantity the direction of the inequality must be
reversed):
log2 +log 3
log2 —log 3
that is the solution of the initial inequality.
1.10 Exercises
Solve the following inequalities:
1) 3z+2< -1
2) 3(z+2)—-4(x+3)<1
3) 2?2+4x-21>0
4) 322 -150<0
5 22—62+9>0
6) 222 —152+30<0

2x+1
z—3

<0

4z — 5
5x

<Az

4z — 3

3
2x<x

10) (z—3)%(z+5)<0
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11) (22 +1)(z®2—22+5) <0

20 —7<0
12)

3x+ 18>0

2 —-1<0
13)

322 -9<0

22 +40—-21>0
14)

32— 152 <0

22 —6x+9>0
15)

222 — 152 4+30 <0

16) |a2—1|>-1

17) | 2?2 —22x+5|< -3
18) |22 —4| >z -2
19) |a?—4| >z -2
20) |z—2|<2z+2
21) |z—2|<|z|

22) Val-—4d<uz

23) Val-4d<a—4
24) Vz+5<z—1
25) Vr+5>x—1
26) Vo+2<z+1
27) VaZ4+7> -2
28) VaZ+1>1

29) Va?-—1>1
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30)
31)
32)
33)
34)
35)
36)
37)
38)
39)
40)

41)

42)

43)

44)

45)

46)
A7)
48)
19)

50)

Ve+1> Yz -1
logs(z +2) <2
log, (z+2) <2
logs(z% +8) < —2
log,(z2 +7) < —2
logy (2% +7) < =2
logy (2® +4) < =3
1og%(:c2 +4) > -3
logs (2® +3) < —2
1og% r—1>-1
log% r+9<-1

logv/x+3<1

z2—4x
G

2x2—16>1
22°=3 < 9

47 427 -2 <0
4.3 <247

2:L'+1 > 31‘71

Chapter 1. Inequalities



Chapter 2

Sets and logic

2.1 Sets and their operations

The concept of set is usually assumed as known and used as synonimous of collec-
tion, family, class of elements with some characteristic in common. Sets are denoted
with capital letters, while their elements are denoted with small letters. A first way
to represent a set consists in listing its elements, a second way consists in describ-
ing a property that characterizes the elements, a third way consists in using Venn’s
diagrams, in which the elements of a set are represented as points of the plane.

Example 39 The set A of the letters of the alphabet can be represented listing its
elements:

A={a,b,c,...x,y, 2z}
or indicating a property that characterizes the elements:
A = {letters of the alphabet}

or with a Venn’s diagram:

A
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Example 40 The set B of the first 5 even positive numbers can be represented listing
its elements:
B =1{2,4,6,8,10}

or indicating a property that characterizes the elements:
B = {first 5 even positive numbers}

or with a Venn’s diagram:

A symbol often used is € that means “belongs to”, while the symbol ¢ means
“does not belong to”, and a particular set is the empty (or null) set, that is without
elements, denoted by the symbol (.

Example 41 Given the set:
X ={0,1,2}

we have that 1 € X (that is 1 is an element of the set), while 4 ¢ X (that is 4 is not
an element of the set).

Given the empty set, then, for any element a we have that a ¢ () (that is a is not
an element of the empty set).

Two sets are equal if they have the same elements, and in this case it is not
important the order with which they are listed.

Given two sets A and B, we say that A is a subset of B (or that A is included
in B) if each element of A is also element of B, and we write A C B. The symbol
C means inclusion, and it does not exclude that the sets A and B coincide, while to
exclude this possibility it is possible to use the symbol of strict inclusion C. In this
case we say that A is a proper subset of B (or that A is strictly included in B) if each
element of A is also element of B, but there is at least one element of B that is not
element of A, and we write A C B. In particular, the set () is strictly included in any
other set.

Example 42 Given the sets:
A=10,1,2} B =1{1,2,0}

we have A C B and also B C A, that is A is a subset of B and B is a subset of A,
therefore the two sets are equal, that is A = B.
Given the sets:
A={0,1} B=1{0,1,2}

then, we have A C B, that is A is a proper subset of B.
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Each set A always contains itself (A C A) and the empty set () C A), that are
called improper subsets of A.

Given a set A, the set formed by all its subsets (proper and improper) is called
“set of the parts” and is denoted with P(A). If A has n elements, its sets of the parts
is formed by 2™ elements.

Example 43 Given the set:
A=1{1,2,3}

find the corresponding set of the parts.
In this case the set of the parts of A is given by:

P(A) = {®7 {1} ’ {2} ’ {3} ’ {17 2} ’ {17 3} ) {273} ) {17 2, 3}}

that has 2% = 8 elements.

It is then possible to define some operations concerning sets. In particular, given
two sets A and B, their union is the set, denoted by AU B, formed by all the elements
that belong either to A or to B (or to both), that is:

AUB={z:zx € Aorz € B}

while their intersection is the set, denoted by AN B, formed by all the elements that
belong to A and B at the same time, that is:

ANB={z:xz€ Aand z € B}

If the intersection of two sets is empty (that is AN B = @) the two sets are said
to be disjoint.
Example 44 Given the sets:

A=1{0,1,2} B=1{1,2,3}

find their union and their intersection.

In this case the union of the two sets is given by:

AuB={0,1,2,3}

while their intersection is given by:

ANB={1,2}

Given a subset A of U (universe set), the complement of A with respect to U,
denoted byAg (or AC or A) is the set formed by the elements of U that do not belong
to A, that is:

A® ={z:2 €U and z ¢ A}
while given two sets A and B their difference, denoted by A\ B, is the set formed by
the elements that belong to A but do not belong to B, that is:

A\B={z:x€ Aand x ¢ B}



36 Chapter 2. Sets and logic

Example 45 Given the sets:
A=1{1,4} U=1{1,2,3,4,5,6} B ={0,1,2} C=1{1,2,3}
find the complement of A with respect to U and the difference between B and C.

In this case the complement of A with respect to U is:
A% = {2,3,5,6}
while the difference between B and C' is:
B\ C = {0}

that is the set formed only by the element 0 (that must not be confused with the
empty set ().

Sets operations have a series of properties, in particular:

(1) idempotence property

AUA=A
ANA=A

(#4) commutative property:

AUB=BUA
ANB=BnNA

(i1) associative property:

(AUB)UC = AU(BUC)
(ANB)NC =AN(BNC)

(iv) distributive property:

(AUB)NC = (ANC)U(BNC)
(ANB)UC = (AUC)N(BUC)

AUup=A
AND=10

(vi) De Morgan’s laws:

(AU B)® = A° N B¢
(AN B)¢ = A° U B¢
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Given two sets A = {a,b} and B = {b,a}, as seen above they coincide (that
is A = B), because they have the same elements. In some cases it is necessary to
consider ordered couples (ordered pairs), in which it is relevant the order with which
the elements are written. Given two sets A and B (not necessarily distinct), we call
ordered pair a set (a,b) formed taking an element a € A and an element b € B in
this order. The set of all ordered pairs (a,b) with a € A and b € B is called cartesian
product of A and B and is denoted by A x B, that is:

Ax B={(a,b):a€ Aandbec B}

and if A # B then A x B # B x A, while if A = B then we write A x A = A2

Example 46 Given the sets:
A=1{0,1,2} B={-1,1}
find the cartesian products A x B and B x A.

In this case the cartesian product A x B is given by:
Ax B={(0,-1),(0,1),(1,-1),(1,1),(2,-1),(2,1)}
while the cartesian product B x A is given by:
BxA={(-1,0),(-1,1),(-1,2),(1,0),(1,1),(1,2)}

and it turns out to be A x B # B x A.

More generally, given n sets Ay, As, ..., A, we call ordered n-tuple (entuple) a set
(a1, ag, ..., ay,) formed taking an element a; € A;, an element as € Ag, ..., an element
an € A, in this order. We then call cartesian product of n sets Ay, As, ..., A, the set
of the ordered n-tuples of elements belonging respectively to Ay, Aa, ..., Ay, that is:

A1 X A2 X ... X An = {(al,ag,...,an) La; € Az 1= 1,2,...,’1’L}

2.2 Sets of numbers
Particularly important sets are the numerical sets, more precisely:
1. the set of natural numbers N:

N=1{0,1,2,3,..}

2. the set of integer relative numbers Z:

Z ={0,+1,+2,43,..}
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3. the set of rational numbers Q:

Q= {:I:% with m,nEN,n;«éO}

The sets N and Z are called “discrete”, because it is not always true that between
2 elements of N (or of Z) there is another element of N (or of Z), while considering Q
it is always true that given 2 numbers ¢1, g2 € Q there exists a third number g3 (with
@1 < g3 < g2) that belongs to Q (for instance the arithmetic mean between ¢; and
@2). This property (according to which between 2 rational numbers there is always
another rational number) can be expressed saying that Q is “dense”. Nevertheless,
Q is still “discontinuous”, that is between 2 rational numbers there can exist a non
rational number. For example, it is possible to prove that the number denoted by
V2 (that is a number whose square is equal to 2) does not belong to Q. The set Q,
therefore, leaves some “holes”, and in order to “fill in” such holes it is necessary to
introduce another set of numbers, the set of real numbers R. The difference between
real and rational numbers, denoted by R\ Q, then, represents the set of irrational
numbers, for instance we have:

V2ER\Q e€eR\Q reR\Q

The set R “fills in” all the holes on the line, and for this reason it is a continuous
set (that is between 2 real numbers there are always all real numbers). Real numbers
are therefore in a one-to-one correspondence with the points of the line (each real
number corresponds to a point on the line and viceversa), and for this reason the
latter is also called “real line”.

2.3 Sets of real numbers and their topology

The numerical sets introduced above are characterized by the following relation:
NCZcCcQcCR

where each set is a proper subset of the following one.
Particularly important are then some subsets of R, called intervals. Given two
real numbers a,b with a < b we introduce the following sets:

() closed and bounded interval with extremes a and b:
[a, 0] ={z €R:a <z <b}

(74) open and bounded interval with extremes a and b:
(a,b)={r €R:a<z<b}

(7i1) semi-closed or semi-open (closed to the left and open to the right) and
bounded interval with extremes a and b:

[a,0) ={z eR:a <z <b}
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(iv) semi-open or semi-closed (open to the left and closed to the right) and bounded
interval with extremes a and b:

(a,b) ={z eR:a<z<b}

where the specification “closed” and “open” comes from the fact that the extremes
a and b belong or do not belong to the set, while the specification “bounded” comes
from the fact that the extremes a and b provide a lower and an upper bound for the
elements of the set. All these intervals have a segment of a straight line as geometrical
image.

It is then possible to introduce the symbols +o0o (plus infinite) and —oo (minus
infinite), that are such that:

—o0 <z < 400 Vr e R

and then to introduce the set:

R* = RU{—o00,+00}

In this way it is possible to introduce also unbounded intervals, whose geometrical
image is a half-line, and that are sets defined as follows:

() closed and unbounded to the right interval:
[a,400) ={z € R: 2z >a}
(74) open and unbounded to the right interval:
(a,40) ={z €R: 2z >a}
(4i1) closed and unbounded to the left interval:
(—00,b] ={z e R: 2z <b}
(iv) open and unbounded to the left inteval:
(—o0,b) ={z eR:z < b}

The set of real numbers, whose geometrical image is the entire straight line, finally,
can be denoted as:

R = (—o00, +00)
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In the set R* it is then possible to introduce a partial arithmetization, in fact the
following rules hold:

400+ 2 =400 Ve € R
—00 + I = —00 Vz € R
+00 + 00 = 400
—00 — 00 = —00
+o00 — oo =7 not defined
- (+oo) =200 ifz>0
x- (o) =Foo ifzx<0
(£00) - (£00) = 400

(£00) - (Foo) = —0

0-(£o0) =? not defined
£eo =7 not defined
+o0

With reference to the sets of real numbers it is then possible to introduce the
notions of maximum and minimum. The following definitions hold:

Definition 47 Given a set A C R, a real number M is called maximum of the set A
(that is M = max A) if:

(i) Me A
(ii) M>a VNVacA

while a real number m is called minimum of the set A (that is m = min A) if:

(i)ymeA
(W)ym<a VaecA

As a consequence, the maximum (minimum) of a set is an element that belongs
to the set and that is larger (lower) than or equal to all the elements of the set.
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Example 48 Given the sets (intervals) of real numbers:
A=1[-1,3] B=(-1,3)
find (if they exist) mazimum and minimum.
For the set A maximum and minimum are, respectively:
max A =3 min A = —1

because they satisfy conditions (i) and (é¢) of the definitions. For the set B, on the
contrary, maximum and minimum do not exist, because the values t = —1 and =z = 3
satisfy condition (i¢) of the definitions but they do not satisfy condition () (because
they do not belong to the set B).

Since maximum and minimum do not always exist, it is possible to introduce the
concepts of supremum and infimum (that always exist). First of all, a set A C R
is bounded from above if there exists a number h larger than (or equal to) all the
elements of A, that is:

JheR:h>a VacA

while it is bounded from below if there exists a number k lower than (or equal to)
all the elements of A, that is:

dkeR:k<a VYacA

and it is bounded if it is at the same time bounded from above and from below.

Example 49 The set:
A=1[-1,3]

s bounded from above and from below, hence it is bounded, while the set:
B = (—00,3)

s bounded from above but not from below, and the set:
C=11,4+x)

s bounded from below but not from above.

We then have the following definition:

Definition 50 Given a set A C R non-empty and bounded from above, it is called
supremum of A the element S € R such that:

(i)S>a VacA
(ii) Ve >0,Jda€ A: S—e<a
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In practice, condition (¢) indicates that S is larger than (or equal to) each element
of A, and condition (4¢) indicates that it is the smallest element with such property.
We then have the following definition:

Definition 51 Given a set A C R non-empty and bounded from below, it is called
infimum of A the element s € R such that:

(i) s<a VaeA
(i) Ve >0,Ja € A:s+e>a

In this case condition (¢) indicates that s is lower than (or equal to) each element
of A, and condition (i7) indicates that it is the largest element with such property

In these definitions it is not required that S € A (s € A), and it is precisely
this condition that differentiates the concept of supremum (infimum) from that of
maximum (minimum). In particular, if S € A (s € A), then it is the maximum
(minimum) of A and also the supremum (infimum) of A, while if S ¢ A (s ¢ A) then
it is the supremum (infimum) of A, while the maximum (minimum) does not exist.

Example 52 Given the sets:
A=1[-1,3] B=(-1,3)
find mazximum, minimum, supremum and infimum.

In this case for the set A we have:
supA =maxA =3 inffA=mind =-1

since z = 3 is larger than (or equal to) each element of A and it is the smallest element
with such property, moreover it belongs to A (hence it is also the maximum), while
x = —1 is lower than (or equal to) each element of A and it is the largest element
with such property, moreover it belongs to A (hence it is also the minimum). For the
set B we then have:

supB =3 inf B=-1

while maximum and minimum do not exist, since x = 3 is larger than each element
of B and it is the smallest element with such property, but it does not belong to B,
while £ = —1 is lower than each element of B and it is the largest element with such
property, but it does not belong to B.

For a set A that is not bounded from above we can take:
sup A = 400
and for a set A that is not bounded from below we can take:

inf A= —o00
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After the algebraic structure of the set of real numbers it is possible to introduce
the metric structure and then the topological one. First of all, given an inequality
with absolute value of the kind:

|f(z)| >k with k£ > 0
it corresponds to:
flz) < -k or flz) >k
while given an inequality of the kind:
|f(x)] <k with £ > 0
it corresponds to:
—k < f(z) <k

We then have the following definition of distance:

Definition 53 Given z,y € R, their distance is the absolute value (modulus) of their
difference:
d(z,y) = |z —y|

As a consequence, we also have that:
|z| = |z — 0] = d(,0)
that is the absolute value of a real number is its distance from the origin.

With reference to subsets of real numbers it is then possible to introduce some
notions of topology. The starting point is the notion of neighbourhood of a point,
that is a particular interval. The following definition holds:

Definition 54 Given a point p € R, a (complete) neighbourhood with centre p and
radius v (where r > 0) is the set of the points whose distance from p is lower than r:

U-(p)={zeR:d(z,p) <r}={zeR:|z—p/ <r}=
={zeR:—r<z—p<ri={zeR:ip—r<z<p+r}=
=(-rp+r)

hence the neighbourhood of a point p with radius r is the open interval (p —r,p+r).

In a similar way it is possible to define right-hand neighbourhoods and left-hand
neighbourhoods, that are intervals of the form:

U (p) = [p,p+) U (p)=(p—r,p]
and also neighbourhoods of +00 and of —oo, that are intervals of the form:

U (+00) = (M, +0) U(—o0) = (—00,—M)
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Example 55 The (complete) neighbourhood with centre 3 and radius 1 is the interval:
U1(3)=3-1,3+1) =(2,4)
while the right-hand neighbourhood with centre 3 and radius 1 is the interval:
U (3)=1[3,3+1)=3,4)
and the left-hand neighbourhood with centre 3 and radius 1 is the interval:

Uy (3)= (31,3 = (2,3

Given a set A C R it is then possible to introduce a series of classifications con-
cerning the points that belong (or do not belong) to A. The following definitions
hold:

Definition 56 Given a set A C R, a point p € R is:

(1) interior with respect to A if it belongs to A and there exists at least one neigh-
bourhood of p all included in A;

(ii) eaterior with respect to A if it is interior with respect to the complement AC;
(74i) a boundary point if each neighbourhood of p contains points of A and points
of AC (in this case the point p can belong or not to A);

() an accumulation point for A if each neighbourhood of p contains points of A
(different from the point p itself);

(v) isolated with respect to A if it belongs to A and there exists at least one neigh-
bourhood of p that does not include points of A (different from p itself).

It is then possible to introduce some classifications concerning sets, relative to the
characteristics of their points. The following definitions hold:

Definition 57 A set A C R is:
(7) open if all its points are interior points;
(13) closed if its complement is open (and also if it contains all its boundary points);
(731) bounded if it is contained in some neighbourhood of the origin.

It is then possible to observe that sets can be neither open nor closed, for instance:
A=(0,1]

while the sets () and R are considered both open and closed (and their are the only
ones with this property).
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Example 58 Given the set:
A= (-3,1uU{4}

describe its topological characteristics.

In this case we have that the interior points are all those of the interval (—3,1),
while the exterior points are all those of (—oo, —3)U(1,4)U(4, +00) and the boundary
points are those of the set {—3,1,4}. The accumulation points, then, are all those of
the interval [—3, 1] and the only isolated point is {4}. This set is neither open nor
closed and it is bounded.

Example 59 Given the set:

B— {%,neN\{O}} . {1,

describe its topological characteristics.

In this case we have that there are no interior points, while the exterior points are

those of R\ {1, %, %, %L, } and the boundary points are those of the set itself, that is
{1, %, %, %, } In this example, moreover, the only accumulation point is {0}, while
the isolated points are those of the set itself, that is {1 111 } Finally, this set

1293949
is neither open nor closed and it is bounded.

N

1
737

N —

2.4 Elements of logic

A first concept particularly important in logic is the notion of Proposition, that
is a sentence to which is possible to give the value “true” (T') or “false” (F'). For
instance, the sentence:

“Today it rains”

is a proposition (because it is possible to determine if it is true or false), while the
sentence:

“How are you?”

is not a proposition. Propositions are denoted by small letters like p, g, and can be
linked together, obtaining more complex propositions, with the use of logical connect-
ives, that are:

1. the negation, denoted with the symbol ~ (or with a line above the proposition
that is negated) and corresponding to “not”; we have for instance:

p: “Today it rains”
~p: “Today it does not rain”
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2. the conjunction, denoted with the symbol A (“et”) and corresponding to “and”;
we have for instance:

p: “I read the newspaper”

q: “I listen to the radio”

pAq: “Iread the newspaper and I listen to the radio”
(p and ¢ both hold)

3. the disjunction, denoted with the symbol V (“vel”) and corresponding to “or”;
we have for instance:

p: “I read the newspaper”

q: “I listen to the radio”

pVq: “Iread the newspaper or I listen to the radio”
(or both, at least one between p and ¢ holds)

4. the implication, denoted with the symbol = and corresponding to “if...then”;
we have for instance:

p: “It’s sunny”
q: “I go to the seaside”
p=q: “If it’s sunny then I go to the seaside”

In this case p is also called sufficient condition for ¢, and ¢ is also called necessary
condition for p.

5. the equivalence or double implication, denoted with the symbol < and corres-
ponding to “if and only if”; we have for instance:

p: “I take the umbrella”
q: “It rains”
p< q: ‘I take the umbrella if and only if it rains”
(that is if I take the umbrella it rains, and if it rains I take the umbrella)

In this case p is also called necessary and sufficient condition for ¢, and ¢ is also
called necessary and sufficient condition for p.

Among logical connectives, as among arithmetic operations, there is an order given
by:
N7 /\7 \/7 :>7 <:>
For instance, the statement:
qvV ~p=r~rT

corresponds to:
(qV(~p)=(~r)
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Example 60 Given the propositions:

p: ‘I have time”
q: “It rains”
r:  “I go to the seaside”
the statement:
qV ~p=~rT

18 equivalent to:
“If it rains or I don’t have time then I don’t go to the seaside”

The value of truth (T or F') of a proposition, obtained from simplest propositions
and using the logical connectives, depends on the value of truth of each component
proposition according to the following “tables of truth”:

1. for the negation:

p|~p
T| F
F| T

2. for the conjunction:

3

o | | | >
<

51 eS| RS
eS| s les] Ranl B

3. for the disjunction:

3

HININNI<
<

1S Ras! Ban 1S
eS| sl ies] Easl S

4. for the implication:

3

|| s s 2
<

E51hes] RanRast kS
eS| s e Han] B

5. for the equivalence:

3

el el e ] s I
(=}

£S5 Bes] Has! Baw 1S
e5] sl ies] Easl S
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Two propositions, then, are “logically equivalent” if they have the same table of
truth.

Example 61 Verify the logical equivalence of the propositions:

~{p=q) and pA(~q)

In this case the table of truth of ~ (p = ¢) is given by:

p=q| ~{=q

S]lest RanlBan] kS
| N | e
sl ST

R3] leatHasi Re!

and the table of truth of p A (~ ¢q) is given by:

2
<
3

>

2
-y

E5|ResTiasl Ean kSt
55| Ran ] e o] Ras 1 BN
N | N
£5] eS| lan] s

that coincides with the previous one, hence the two propositions are logically equi-
valent.

A sentence in which there is a variable (that represents an element of a given set) is
called Predicate and is denoted with p(z), where x represents the variable. The value
of truth of a predicate depends on the values assigned to the variables, for instance
considering:

p(x): “xis a positive real number”
we have:
forx =5 p(z) is true
for v = —1 p(z) is false

A predicate hence is not a proposition, but starting from it is possible to get propo-
sitions assigning a particular value to the variable.

There exists a correspondence between logical operations on predicates and set
operations. In fact, given two predicates p(z) and ¢(x), where x is an element be-
longing to a set X, it is possible to consider the subsets of X given by:

A={ze X :p(x)} B={re X :q(x)}

so that A is the set of the values of = such that the predicate p(z) is true (we also say
that A is the domain of truth of the predicate p(z)) and B is the set of the values of
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x such that the predicate ¢(z) is true (we also say that B is the domain of truth of
the predicate g(x)). We now have:

AUB={z € X :p(x)Vq(z)}
ANB={ze€ X :p(x)Aq(z)}
A¢={x e X :~p(z)}
so that AU B is the set of the values of x such that at least one of the two predicates
p(z) and g(x) is true, while AN B is the set of the values of « such that both predicates

p(x) and g(z) are true, and A€ is the set of the values of x such that the negation of
the predicate p(x) is true.

Example 62 Given the predicates:

p(x) 1 “zis a real number larger than or equal to 37
q(x):  “xis a real number lower than or equal to 5”
we have:
A={zeR:z>3} B={zeR:z<5}
and then:

AUB={zeR:2>3Vva <5} =R
ANB={zeR:z>3ANz <5} =35
A°={zeR:z <3} =(—0,3)

For this reason the disjunction V and the conjunction A are also called, respecti-
vely, “logical union” and “logical intersection”, since they are the equivalent, from
the logical point of view, of the set operations of union and intersection. Logical
operations satisfy the properties of set operations, in particular De Morgan’s laws,
according to which we have:

~({Vaq e (~p)A(~q)

(that is if we negate that at least one of two propositions is true, this is equivalent to
state that both are false) and also:

~(PAg) & (~p)VI(~9)

(that is if we negate that two propositions are both true, this is equivalent to state
that at least one of the two is false). This logical equivalences can be easily verified
building the tables of truth of the left-hand sides and of the right-hand sides and
observing that they are equal.

Starting from predicates, then, it is possible to obtain propositions using the
quantifiers, that are:

1. the existential quantifier, denoted by the symbol 9 and that means “there
exists”;

2. the universal quantifier, denoted by the symbol V and that means “for every”.
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For instance, the proposition:
Jdz : p(x)

means:
“there exists (at least) an x such that p(z) is true”

(while the symbol 3! means “there exists and is unique”), while the proposition:
Vo : p(x)

means:
“for every z, p(x) is true”

There is an important relation between the quantifiers, that is evident passing from
a sentence to its negation; we have in fact:

~ Vo :p(z)) & dx: ~plx)

and also:
~ (Fz:p(x)) @ Vr: ~px)

For instance, given the predicate:
p(z) :  “the student x passes the exam”

the first logical equivalence becomes:

it is not true that there exists (at least) one student
all the students <« that does not pass
pass the exam the exam

while the second one becomes:

it is not true that no student passes the exam
there exists a student < (all the students do not pass
that passes the exam the exam)

It is therefore evident that the negation of an existential statement is a universal
statement and viceversa, that is passing from a sentence to its negation the symbols
3 and V exchange each other.

A Tautology, finally, is a proposition that is true for any value of truth of the
propositions that form it. Examples of tautologies are the following:

1.

pV(~p)
2.

~ (pA ~ p)
3.

=N (g=r)=@=r)
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4.

~(pVag e (~p)A(~a)

~(PAg) & (~p)VI(~q)
5.

pA(P=q) =q

6.

(p=4q) & (~q=~p)
7.

~(p=q epN(~q)

In order to verify that the propositions reported above are tautologies it is sufficient
to write their tables of truth, that must give the value “true” (7') for any value of
truth of the initial propositions. We have for instance, for the first tautology:

p|~p|pV(~p)
T| F T
F| T T

from which it turns out that the proposition p V (~ p) is always true, hence it is a
tautology.

The last 3 tautologies, in particular, are used in the proofs of theorems. With refe-
rence to this aspect, given a proposition p (hypothesis) that is assumed true (T") and
a proposition ¢ (thesis) of which we have to prove that is true (T"), we call “theorem”
the proposition p = ¢. In this context, the rules that allow to pass from a proposition
that is true to another one logically equivalent are called “rules of deduction”, and
the set of passages from one proposition to another one logically equivalent is called
“proof”. Since the proof of a theorem is based on previous theorems, and since it is not
possible to proceed backward at infinitum, it is necessary to assume some statements
(called “axioms”) as conventionally true. An axiom is therefore a proposition that is
assumed to be true without any proof.

In the direct proofs of theorems, in particular, we use tautology 5). In this case, if
p (hypothesis) is true and we want to show that ¢ (thesis) is true, we proceed showing
that p = ¢ is true.

In the proofs by contradiction, then, we use tautology 6). In this case we keep the
hypothesis p as true and we negate the thesis ¢ (that is we assume true its negation
~ ¢q), and in this way we get a contradiction, that shows the truth of the implication
~ q =~ p (that is equivalent to p = q).

In the proofs by counterexample, finally, we use tautology 7). In this case we
consider a proposition of the type:

va : p(a) = q(x)
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and we show that it is false by exhibiting a particular = (the counterexample) for
which p(z) is true but g(z) is false, that is we prove that:

Fz:p(x) A (~ q(2))

that guarantees that the initial proposition is false (because there is equivalence
between ~ (p = ¢q) and p A (~ q)).

2.5 Exercises

Given the sets A and B, find the sets AUB, ANB, A\ B, B\ A:
1) A={0,1} B={1,2}
2) A={0,1} B=1{23}

3) A=1{1,3,5}) B=1{234)}

Represent the following sets of real numbers:

4) X=AUB with A= (-3,3] and B = (0,5)

5) X=AUB with A= (-8,5] and B = (0,4)

6) X=ANB with A= (—00,7) and B = (-3,7)

) X=ANB with A= (—00,3) and B = (6, +00)

8) X =(AUB)® with A=[1,4) and B = [3,8]

9) X =(AUB)° with A= (—00,3) and B = (-3, +00)
10) X =(AUB)° with A= (—00,0) and B = (0, +00)
11) X =(ANB)° with A= (-7,7 and B = (0,5)

12) X =(ANB)° with A= (—00,0) and B = (—1,2]

13) X =(ANB)° with A= (-00,2) and B = (2, +00)
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Given the sets A and B, find the cartesian products A x B and B x A:
14) A={0,1} B=1{0,-1}

15) A={-1,1} B={0,1}

16) A={0,1} B={-1,2,3}

Caracterize from the topological point of view (maz and min, sup and inf, interior
points, etc.) the following sets of real numbers:

17) X=AUB with A= (—1,0) and B = [0,2]

18) X=ANB with A= (—00,—3) and B = (—4, —2)
19) X =(AUB)® with A= (—00,—5) and B = (3,4)
20) X =(AUB)Y with A=[-2,1) and B = [-1,2)
21) X =(AUB)Y with A=[-3,-2) and B = (—1,0]
22) X =(ANB)° with A=[-3,2) and B = (-2,3)
23) X =(ANB)° with A= (-2,1] and B = (—1,2]
24) X =(ANB)° with A= (—00,3] and B = (—2, +0)

25) X =AUB with A= (-2,3] and B = {4}

Find the tables of truth of the following propositions:
26) ~pAgq

27) ~(~pAq)

28) ~(p=~q)

29) ~p=~gq

30) pe~g

31) ~p=yq

32) ~q=p
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33) q=p
34) ~pV~gq
35) ~pen~g
36) pegq
37) p=~q
38) ~pegq
39) pA~gq
40) ~q=r~p

41) [(pv ~p)Ap] Vg

Verify the logical equivalence of the following propositions:
42) p=q and ~pVg

43) peq and (p=q)A(g=p)

44) ~(pVq) and (~p)A(~q)

45) ~(pAg) and (~p)V(~q)

Verify that the following propositions are tautologies:
46) ~ (pA ~p)

A7) pA(p=4q)=q

48) (p=4q) = (~q=~p)

49) ~(p=q) & pAr~g

50) p=qgAN(@=r)=@=r)
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Functions

3.1 Definitions

Given two (non empty) sets X and Y, a function (or application, or correspond-
ence) of X in Y is a law that associates to each element € X one and only one
element y € Y. We write in this case:

f: X—=Y

and also:
y=f(z)

and we say that y represents the image, through the function f, of z. The set X is
called the domain (or definition set, or field of existence), while the set Y is called
the codomain, and the subset (proper or improper) of Y constituted by the elements
y € Y for which there exists an element = € X such that y = f(z) (i.e. the subset of
Y formed by the elements that are images of elements of X) is called set of the images
(in practice, the codomain is the set in which, a priori, the function can assume values,
while the set of the images is the set of the values actually assumed by the function).
The variable z, furthermore, is called independent variable, while the variable y is
called dependent variable.

The functions considered in this Chapter (and also in Chapters 4, 5 and 6) are
defined on subsets of R and take values in R, i.e. they are real functions of a real
variable:

f:XCR—-R and also y = f(x)

while in Chapter 8 we will introduce functions that are defined on subsets of R™ (that
is the set of ordered n-tuples of real numbers) and that take values in R, i.e. real
functions of several real variables:

f: XCR">R and also y = f(x1,22,...,Zp)

It is now possible to analyse the different elements that characterize a function,
in order to get the information that allow to study the function itself.
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3.2 Domain of a function

The first problem considered in the study of a function is the determination of its
domain, that is defined as the largest subset of R in which are defined the operations
reported in the expression f(z) (so that we also talk of natural domain of f). In
general, we don’t consider the determination of the set of images, that in many cases
is not easy to find, and we simply indicate the codomain (that for the functions
considered is given by the set R). With reference to this aspect, it is possible to find
the following types of problems, that require to impose the corrisponding conditions
of reality, in order to determine the domain of the function considered:

1. If the independent variable appears in the denominator of a fraction, we must
impose that the denominator is not null.

2. If the independent variable appears under the sign of a root with an even index,
we must impose that the quantity under the sign of root is non-negative.

3. If the independent variable appears in the argument of a logarithm, we must
impose that the argument is strictly positive.

4. If the independent variable appears both in the basis and in the exponent of
a power, i.e we have an expression of the type f (x)g(m), we must impose that
the basis of the power is strictly positive (as it turns out rewriting the function
in the form elo8 /@)’ = cg(@)log f(#) | where f(x) becomes the argument of a
logarithm, and therefore must be strictly greater than zero).

Example 63 Determine the domain of the function:

1
z+3

fz) =
In this case it must be x 4+ 3 # 0, that is © # —3, so that the domain is:

D = (—00, —3) U (=3, +00)

Example 64 Determine the domain of the function:
fl@&)=vz—-3+5z
In this case it must be x — 3 > 0, that is x > 3, so that the domain is:

D = [3,40)
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Example 65 Determine the domain of the function:
f(z) = log(z* — 4)

In this case it must be 2 —4 > 0, that is x < —2 V z > 2, so that the domain
is:

D = (—o0,—2) U (2, +0)

Example 66 Determine the domain of the function:
fla) = (32)"° +2
In this case it must be 3x > 0, that is > 0, so that the domain is:

D = (0,400)

Often some of these situations appear contemporaneously, so that in order to
determine the domain of a function it is necessary to consider only those values of
the x that satisfy at the same time all the conditions imposed (i.e. it is necessary to
solve a system of inequalities).

Example 67 Determine the domain of the function:
f(@) = Vlog(z — 3)

In this case we must have at the same time:

z—3>0 r—3>0 x>3
= = =x>4
log(x —3) >0 rz—3>1 >4

so that the domain is:

D =[4,400)
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Example 68 Determine the domain of the function:

-(25)

In this case we must have at the same time:

5 = =x>3
>0 >3
T —3
so that the domain is:
D = (3,4+)

In some cases, then, it can happen that it is not necessary to use all the natural
domain of a function, but only a part of it. If the variable x represents a quantity with
economic meaning (e.g. quantity, price), negative values for this variable makes no
sense, hence it is necessary to consider, eventually, only a part of the natural domain.

3.3 Intersection with the axes and sign of a function

After the specification of the domain of a function, the following step consists in
the determination of the intersections (if they exist) of the function with the cartesian
axes and in the study of the sign of the function.

In particular, the intersections with the axes can be obtained solving the system
formed by the equation that constitutes the analytical expression of the function and
by the equation of the axis considered, while the sign of the function can be found
determining first of all the set of values of the x for which the function is positive or
null (i.e. solving the inequality f(z) > 0), after that we have that for the remaining
values of the z (belonging to the domain) the function is negative. As a consequence,
to find the (eventual) intersections with the horizontal axis it is necessary to solve the
system:

y = f(z)

y=0 — equation of the z-axis

while to find the (eventual) intersection with the vertical axis it is necessary to solve
the system:

y = f(z)

x=0 — equation of the y-axis

observing that the intersection with the vertical axis, if there exists, is unique (by
definition of function). To study the sign of the function, then, it is necessary to solve
the inequality f(x) > 0, finding the intervals in which f is positive or null (and, as a
consequence, also the intervals in which f is negative).
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Example 69 Determine the intersections with the axes and the sign of the function:
flz) =2 -52+6

First of all it is possible to observe that we don’t have to impose any restriction
to the domain of the function, that therefore coincides with R. At this point the
(eventual) intersections with the z-axis can be found by solving the system formed
by the equation y = f(x) and by the equation of the z-axis (that is y = 0):

y=a>—-5x+6 r=2 =3
= \Y

so that the function intersects the z-axis in the points A = (2,0) and B = (3,0).
The (eventual) intersection with the y-axis, then, can be found by solving the system
formed by the equation y = f(z) and by the equation of the y-axis (that is x = 0):

y=22—-5x+6 x=0
=
z=0 y==6

so that the function intersects the y-axis in the point C' = (0,6) (by definition of
function there is at most one intersection with the y-axis, since given a value of - in
the case considered x = 0 - there is at most one value of y correspondent to it, given

by y = f(z)).
To study the sign of the function on its domain, then, first of all we must solve
the inequality:

f(x)>0=2>-52+6>0=>2<2 V z>3

and then we have:
flz) <0 for 2<z<3

fl&)=0 for z=2 VvV x=3

flz)>0 for <2 VvV x>3

The results obtained can also be represented graphically in the following way (the
dashed line indicates the parts of the plane where the function cannot be located):
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Indeed, the function considered is simply the analitical expression of a parabola
with upward concavity and passing through the points A, B and C determined above;
this parabola is located in the y-positive half-plane for values of & smaller than 2 and
greater than 3, and in the y-negative half-plane for values of z included between 2
and 3, while it intersects the z-axis in correspondence of x = 2 and x = 3 and the
y-axis in correspondence of y = 6.

Example 70 Determine the intersections with the axis and the sign of the function:

First of all it is necessary to determine the domain of the function, that can be
obtained imposing the conditions:

2¢ >0 x>0
= =z>0

23 #£0 x#0

so that the field of existence of the function is given by the interval (0,+00). The
(eventual) intersections with the z-axis, then, can be found solving the system:

so that the function intersects the x-axis in the point A = (%, O). There are instead

no intersections with the y-axis, since for = 0 (that is the equation of the y-axis)
the function is not defined (in fact it must be > 0 as seen above).

To study the sign of the function on its domain, then, it is necessary first of all to
solve the inequality:

log (2z)

1

and then we have:

f(z) <0 for O0<a<3

f(x)=0 for z=

N[=

f(x)>0 for z>

N [—=



8.4. Fwven, odd and periodic functions 61

and graphically:
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3.4 Even, odd and periodic functions

In the study of a function, after the determination of its domain, of its (even-
tual) intersections with the axes and of its sign, we are interested in finding eventual
symmetries and periodicities. With reference to this aspect, a function is even if it
holds:

f(-z)=f(z) VeeD

while a function is odd if it holds:
f(=z)=—f(z) VzeD

where D is the domain of the function (that must be symmetric with respect to the
origin, that is if x € D also —z € D).
A function then is periodic of period ¢t when ¢t is the smallest positive real number
for which it holds:
flz+t)=f(x) VexeD

An even function is characterized by the fact that its graph turns out to be sym-
metric with respect to the y-axis (i.e. if the point (x,y) belongs to the graph of the
function, also the point (—z,y) belongs to the same graph), while an odd function is
characterized by the fact that its graph turns out to be symmetric with respect to
the origin (i.e. if the point (z,y) belongs to the graph of the function, also the point
(—x,—y) belongs to the same graph). A periodic function of period ¢, on the other
hand, is characterized by the fact that its graph repeats itself after each interval of
lenght ¢ (i.e. if the point (x,y) belongs to the graph of the function, also the point
(x + t,y) belongs to the same graph).

In the case of even or odd functions, therefore, it is sufficient to carry out
the study for z > 0, and then the whole graph of the function can be obtained
by reversing the one obtained for non-negative values of the x with respect to the
y-axis (in the case of even functions) or with respect to the origin (in the case of
odd functions). In the case of periodic functions, then, it is sufficient to carry out the
study on an interval, belonging to the domain, of lenght ¢, and then the whole graph
of the function can be obtained repeating several times this one.
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A simple exemple of even function is given by:

for which we have:

f(=2) = (-2)* = (-2) - (~2) = 2* = f(2)

that is the condition that must be verified in order to have an even function. Its graph
is:

and in this case it turns out to be evident the symmetry with respect to the y-axis.
A simple example of odd function is then given by:

y = f(z) =2
for which we have:
f(=2) = (—2)’ = (=2) - (-2) - (—2) = —2® = = f(2)

that is the condition that must be verified in order to have an odd function. Its graph
is:

and in this case it turns out to be evident the symmetry with respect to the origin.
Simple examples of periodic functions (of period 27), then, are the sine and the
cosine, for which we have:

flx+27) =sin(x + 27) =sinz = f(x)

f(z+27m) = cos(x + 27) = cosx = f(x)
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that is the condition that must be verified in order to have a periodic function. The
graph of the sine is:

while the graph of the cosine is:

and it turns out that the graphs of the two funtions repeat themselves after an interval
of constant lenght (equal to 27). In addition, these two functions are also symmetric,
in particular the sine is an odd function (in fact sin(—z) = —sinz) while the cosine
is an even function (in fact cos(—z) = cos ), as it can be observed graphically.

Example 71 Verify the presence of eventual symmetries or periodicities in the
function:

f@)=5" 57
In this case we have:
fl=2) =5""4+5"") =577 4 57 = f(x)

so that the function is even.
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Example 72 Verify the presence of eventual symmetries or periodicities in the
function:

f(x):\/27x3f\/2+x3

In this case we have:

fl=2) =2 = (m2)* = /2+ (2 = 2 — (=2%) — /2 + (-23) =
V22— V22t = (\/2—x3— \/2—|—x3) — f(x)

so that the function is odd.

Example 73 Verify the presence of eventual symmetries or periodicities in the
function:

f(@) = |z|+ 3z
In this case we have:
f(=z) = |-z|+3(-2) = |z - 3z

and since this expression is not equal neither to f(z) nor to — f(x) the function does
not have symmetries (i.e. it is neither even nor odd).

Example 74 Verify the presence of eventual symmetries or periodicities in the
function:

f(z) = sin (22)
In this case we have first of all:
f(—=z) =sin2(—z) = sin(—2z) = —sin (2z) = — f(x)
so that the function is odd, furthermore:
flz+7) =sin2(x + 7) = sin(2x + 27) = sin (2z) = f(z)

so that the function is also periodic, of period .
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3.5 Composite functions

Given the real functions of real variable:

t=f(x) with f: ACR—>R

y=g(t) with g: BCR —R

such that each value assumed by f is in the domain of g (that is f(A) C B), to
each z € A the function f associates a unique element f(z), and since this is an
element of B the function g associates to it a unique element g(f(z)). At this point
the composite function g o f is the function (where it is defined):

y = h(z) =g(f(z)) withh: ACR—R

that at each = € A associates the element g(f(z)).

The condition that must be verified in order to establish if the composite function
exists is therefore f(A) C B, and in practice given the two functions f and g it is
possible to write immediately the composite function g o f, then it is necessary to
impose the (eventual) conditions of reality required by the analytical expression of
the function, and in this way it is possible to determine the domain of the composite
function (eventually empty, case in which the composite function does not exist). In
a similar way it is possible to find (if it exists) the composite function f o g. The
operation of composition is not commutative, that is also when both go f and fog
exist, in general we have go f # fog.

Example 75 Given the functions:
flx) =2 +2 glt) =€ +5
determine the composite functions go f and f o g.
To determine g o f we put:
t=f(z)=a>+2
and substituting this expression in the function g(t) instead of ¢t we get:
g(f(@) =" 45

and, since there are no conditions of reality to impose, this is the composite function
go f, that turns out to be defined Vx € R.
In a similar way, to determine f o g we put:

r=gt)=e"+5

and substituting this expression in the function f(z) instead of z we get:

Flg(t) = (¢ +5)° +2
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and, since also in this case there are no conditions of reality to impose, this is the
composite function f o g, that turns out to be defined V¢ € R. It is also possible to
observe that, although both g o f and f o g are defined, it is go f # fog.

Example 76 Given the functions:
f(x) =loga g(t) =t
determine the composite functions go f and fog.

To determine g o f we put:

t= f(z) =logx

and substituting this expression in the function g(t) instead of ¢ we get:

9(f(x)) = V/logz

At this point it is necessary to impose the conditions of reality (of the logarithm
and of the root):
x>0 x>0
= =z>1
logx >0 z>1

so that the composite function is:

gof=9g(f(z) =gz forz>1
In a similar way, to determine f o g we put:
z=g(t) =i
and substituting this expression in the function f(z) instead of z we get:

F(g(t)) = log(V?)

At this point it is necessary to impose the conditions of reality (of the root and of
the logarithm):
t>0 t>0

= =t>0
Vi>0 t>0

so that the composite function is:
fog=f(g(t)) =log(vt) fort>0

Aso in this case it is possible to observe that, although both go f and fog are defined,
itisgof# fog.
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Example 77 Given the functions:
f(z) =logz g(t) = =Vt
determine the composite functions go f and fog.

To determine g o f we put:

t=f(z) =logx

and substituting this expression in the function g(t) instead of ¢t we get:

9(f(x)) = —v/logz

At this point it is necessary to impose the conditions of reality:
x>0 x>0
= =z2>1
logx >0 z>1
so that the composite function is:
gof=g(f(z))=—logz forz>1
In a similar way, to determine f o g we put:
z=g(t)=—Vt
and substituting this expression in the function f(z) instead of = we get:
f(g(t) = log(—Vt)
At this point it is necssary to impose the conditions of reality:
t>0 t>0

= = impossible

—/t>0 V<0

so that the composite function fog does not exist (since the function g always assumes
non-positive values, that therefore do not belong to the domain of the function f, given
by strictly positive values). In this case, therefore, the function go f exists, while the
function f o g does not exist.
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Example 78 Given the functions:
fl@) = g(t) = =Vt
determine the composite functions go f and fog.

To determine g o f we put:
t=f(z)=Vz

and substituting this expression in the function g(t) instead of ¢ we get:

At this point it is necessary to impose the conditions of reality:

x>0

Ve >0

=z>0

so that the composite function is:

gof:g(f(x)):—\/\/g?:f&/z forz >0
In a similar way, to determine f o g we put:
z=g(t)= -Vt

and substituting this expression in the function f(z) instead of = we get:

At this point it is necessary to impose the conditions of reality:

t>0 t>0
= =t=0

—\t>0 VE<0

so that the composite function (defined only in a point) is:

fog=flglt) =\ -Vt fort=0

that is:
flg(t)) =0 int=0
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3.6 Inverse functions
Given an injective function:
y = f(z) with f: XCR—R
it is called inverse of f(z) the function:
z=f"(y) with f1: f(X) — X

such that:

flz) =y that is f (f~' () =y
It is possible to remind that a function f: X C R — R is injective if it holds:

1 75 To = f(:L‘l) 75 f(CL’Q) Vazl,xg e X

so that distinct elements of the domain have distinct images. The injectivity of f is
essential to guarantee that to any element y € f(X) corresponds a unique element
x € X (so that the correspondence from f(X) into X is a function), and it corresponds
to the property according to which every straight line parallel to the x-axis intersects
the graph of the function in only one point.

It is also possible to observe that a continuous function f : X C R — R is invertible
on X if and only if it is strictly monotonic on X; if, on the contrary, the function
is not continuous, then the strict monotonicity is only a sufficient (not necessary)
condition for the invertibility, that is we have:

(i) f continuous f invertible < f strictly monotonic

(#)  f not continuous f strictly monotonic = f invertible

Given a function y = f(x), to establish if it is invertible it is therefore necessary
to verify first of all if it is injective. At this point it is possible to obtain the analytical
expression of the inverse function expressing the variable z in terms of the variable y,
and getting z = f~!(y). It is also necessary to observe that, going from a function to
its inverse, the domain and the set of images exchange each other, that is the domain
of the direct function becomes the set of images of the inverse function and viceversa.
The graphs of a function and of its inverse, finally, turn out to be symmetric with
respect to the straight line of equation y = z, i.e. if a point (x,y) belongs to the
graph of a function, the point (y, z) belongs to the graph of the inverse function.
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Example 79 Given the function:
fl)=a’+1
verify if it is injective and, in this case, determine the inverse function.

The graph of the function is:

2+

from which it is evident that f(x) is strictly increasing on R, therefore it is injective
and invertible on R. The inverse function can be obtained considering:

y=+1=>d=y—1l=a=3y—-1

and it is given by (denoting with = the independent variable):
@) = V=T

The graph of the inverse function is the following;:

257

25 y 25 5

-257

and for the domain and the set of images of the two functions, finally, we have:

direct function f D=R I=R

invers function f~! D=R I=R
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Example 80 Given the function:

V—z if <0
flz) =

1 .
—— if >0
x
verify if it is injective and, in this case, determine the inverse function.

The graph of the function is:

257

-25 0

25T

from which it is evident that in this case f(z) is not strictly monotonic on R (in fact
it is strictly monotonic descreasing on the interval (—oo,0) and strictly monotonic
increasing on the interval (0, 4+00) but it is not monotonic on the whole R), neverthe-
less it is injective and therefore invertible on all R (in effect in this case the function
is not continuous - in particular it has a discontinuity in the origin - so that, as in-
dicated above, the strict monotonicity is a sufficient, but not necessary, condition for
invertibility). The inverse function can be obtained considering:

y=+—-z if 2<0=2=—y> ify>0

1 1
y=—— ifz>0=>z=— ify<0
T Y

(where the values taken by the y in each of the two pieces of the inverse function
can be determined observing the values assumed by the same variable in the corres-
ponding part of the graph of the direct function) and it is given (denoting with x the
independent variable) by:

1
—— if <0
T

—z2 if >0
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The graph of the inverse function is the following;:

and for the domain and the set of images of the two functions, finally, we have:

direct function f D=R I=R

inverse function f~! D=R I=R

Example 81 Given the function:
flx)=a2*+3
verify if it is injective and, in this case, determine the inverse function.

The graph of the function is:

from which it is evident that in this case f(x) is not injective on R (in fact there are
straight lines parallel to the z-axis that intersect the graph of the function in two
points), therefore it is not invertible. The function, however, becomes injective (and
therefore invertible) considering separately the intervals (—oo,0] and [0,400). The
corresponding inverse functions (that is the inverse of the restrictions of f to each of
the two intervals on which f is injective) can be obtained considering:

on (—00,0] y=2+3=2’=y-3=>x=—\y—3 ify>3

on [0, 4+00) y=2’+3=2’=y-3=>x=+y—3 ify>3
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In particular, it is possible to observe that on the first of the two intervals the
correct expression to be used is —+/y — 3 since the corresponding values of the z are
negative (in fact the interval on which the inverse function is computed is (—o0, 0]) and
such values can be obtained considering the square root of (y — 3) with a minus sign;
on the second of the two intervals, on the contrary, the correct expression to be used
is ++/y — 3 since the corresponding values of the x are positive (in fact the interval on
which the inverse function is computed is [0, +00)) and such values can be obtained
considering the square root of (y — 3) with a plus sign. We have therefore that the
inverse function of the restriction of f to the interval (—oo, 0] is given (denoting with
x the independent variable) by:

fH o) = o -3 ifx>3

its graph is:

0 B \

and for the domain and the set of images of the two functions we have:

direct function f D= (-00,0] I=]3,+00)
inverse function f—! D =[3,+) I =(—00,0]

The inverse function of the restriction of f to the interval [0, 400), then, is given

by:
Y z)=Vz -3 ifz>3

o

its graph is:
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and for the domain and the set of images of the two functions we have:
direct function f D =1[0,400) I=[3,+0c0)
inverse function f~! D =[3,+) I =[0,4+00)
In this case, therefore, the function f is not injective and it is not invertible,

while its restrictions to the intervals (—oo,0] and [0,+00) are invertible, and the
corresponding inverse functions are those obtained above.

Example 82 Given the function:
e*+2 if <0
fl)y=< =z if 0<z<2
x if v>2
verify if it is injective and, in this case, determine the inverse function.

The graph of the function is:

from which it is evident that in this case f(z) is not injective on R, therefore it is
not invertible. The function, however, becomes injective (and therefore invertible)
considering separately the intervals (—oo, 0], (0,2) and [2,+00). The corresponding
inverse functions (i.e the inverse of the restrictions of f to each of the three intervals
on which f is injective) can be obtained considering:

on (—o0,0] y=e"+2=>ax=log(y—2) if2<y<3
on (0,2) y=—vr=z=19> if —v2<y<0

on [2,+00) y=x=zx=y ify>2
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With reference to this aspect it is possible to observe that the definition intervals
of each of these inverse functions can be determined observing on the graph the images
of the corresponding restrictions of the direct function (that become the domains of
the inverse functions, since the domain and the set of images exchange each other
going from a function to its inverse).

We have therefore that the inverse function of the restriction of f to the interval
(—00,0] is given (denoting with x the independent variable) by:

fHz) =log(z —2) if2<2<3

its graph is:

257

-257

and for the domain and the set of images of the two functions we have:

direct function f D = (-, 0] I=(2,3]
inverse function f—! D = (2,3 I =(—00,0]
The inverse function of the restriction of f to the interval (0,2) then is given by:

FHa)=2% if —V2<2<0

its graph is:

257

=257

and for the domain and the set of images of the two functions we have:

direct function f D =(0,2) I=(—/2,0)

inverse function f~! D = (—/2,0) I=(0,2)
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The inverse function of the restriction of f to the interval [2, +00), finally, is given
by:
i a)=o ifz>2

its graph is:

and for the domain and the set of images of the two functions we have:
direct function f D =1[2,+) I =[2,4+00)

inverse function f~! D =1[2,4+) I=[2,+00)

3.7 Elementary functions and geometric transform-
ations

With the term of elementary functions we indicate the functions (linear, quad-
ratic, power, exponential, logarithmic, trigonometric - together with those that can
be obtained from them through the usual algebraic operations and the operation of
composition - starting from which it is possible to obtain more complex functions.
From the graphs of these functions ( and more generally from the graphs of functions
that are known), furthermore, it is possible, through simple geometric considerations,
to obtain the graphs of other functions, linked to the initial ones by some specific
relationships.

In particular, from the graph of y = f(x) it is possible to obtain easily the graphs

of:
y=—I) y=1(-2)
y=f(z)+c withceR y=f(r+c) withceR
y =cf(xz) with c € R\ {0} y = f(ex) with ¢ € R\ {0}

y=1f(2)| y = f(l=])

An example can be illustrated considering the function:

y=f(z)=2>-22-3
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that is a parabola with upward concavity that intersects the z-axis in correspondence
of the points A = (—1,0) and B = (3,0) and the y-axis in correspondence of the point
C = (0,—3), and whose graph is the following:

b

0
25 \ 0 25 5
25

5

From this graph it is possible to obtain easily the following other graphs:

e The graph of y = —f(z) = —2? + 22 +3 is obtained from that of f(z) by
“reversing” it with respect to the z-axis:

5T

,

-25 0 25 5

e The graph of y = f(—z) = 22 + 2z — 3 is obtained from that of f(x) by
“reversing” it with respect to the y-axis:

25
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e The graph of y = f(z) + ¢ with ¢ € R is obtained from that of f(z) by
translating it of the quantity |c| upward (if ¢ > 0) or downward (if ¢ < 0). For
example, in the case of ¢ = —2 we get y = f(z) — 2 = 22 — 22 — 5 whose graph
is:

e The graph of y = f(z +¢) with ¢ € R is obtained from that of f(z) by
translating it of the quantity |c| leftward (if ¢ > 0) or rightward (if ¢ < 0). For
example, in the case of ¢ = —2 we get y = f(z — 2) = 22 — 62 + 5 whose graph
is:

o
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The graph of y = c¢f(z) with ¢ € R\ {0} is obtained from that of f(z) by
“expanding” it of |c| times in the direction of the y-axis (more precisely, the
graph turns out to be enlarged with respect to the initial one if ¢ > 1, while
it turns out to be compressed with respect to the initial one if 0 < ¢ < 1 - and
if ¢ < 0 similar considerations hold, but in addition the graph turns out to be
reversed with respect to the z-axis, as in the first transformation considered -).
For example, in the case of ¢ = 2 we get y = 2f(x) = 222 — 42 — 6 whose graph
is:

107

25 \ 0 25 5

<107

The graph of y = f(cx) with ¢ € R\ {0} is obtained from that of f(z) by
“compressing” it of |c| times in the direction of the z-axis (more precisely, the
graph turns out to be compressed with respect to the initial one if ¢ > 1, while
it turns out to be enlarged with respect to the initial one if 0 < ¢ < 1 - and
if ¢ < 0 similar considerations hold, but in addition the graph turns out to be
reversed with respect to the y-axis, as in the second transformation considered
-). For example, in the case of ¢ = 2 we get y = f(22) = 422 — 42 — 3 whose
graph is:
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e The graph of y = |f(z)| = |2? — 2z — 3| is obtained from that of f(z) by
reversing in the half-plane of the y > 0 the part of the graph that is contained
in the half-plane of the y < 0, since we have:

flx) i f(z) =20
—f(x) if f(z) <O

25 5

e The graph of y = f(|z|) = 2% — 2|z| — 3 is obtained from that of f(x) by
reversing in the half-plane of the = < 0 the part of the graph that is contained
in the half-plane of the x > 0, since we have:

flx) ifz>0

f(lz]) =
f(—=z) ifx<0

and, whatever the initial function f(z) is, we have that the function f(|z|) is
an even function.
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3.8

Determine the domain of the following functions:

10)

11)
12)
13)

14)

15)

16)

17)

Exercises

f(z) =logva? -3
ORREE
f(z) =logvaz2+3

f(z) = (B)Ve"1

f(z) = /log(a? —3)

f@) = ———
= logva?+1
log(—=)
@) = (3)
v +5
fw) = log(z + 3)

fla) = (dz)v2=e

81
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18)  f(z) = (log z)

19) (@)= Y2
20) s - PEE

Chapter 3. Functions

Determine the intersections with the axes and the sign of the following functions:

21)  f(z) = x(logx — 3)?

2) f(z)=et>

%) f) =124
2) fr)= TS
2) fi) =y
%) fa) =5

) fa) = 1o (25 )

Determine if the following functions have symmetries:

%) fla) =Y
2) f2) = 50—
2
W) fla) = AL
33 _ 5
3 @) = S
2 _ 4
82) flo) = ———
Va2 —x
) fl) =T



3.8. FEzxercises

83

Given the functions f and g, determine the composite functions go f and fog:

34) f(z)=+vx-—-1

35) flz)=a®+1

gt)y=t3+1
g(t) =T+ 1

36) f(z)=logz  g(t) =e™*?

37) flx) =logz  g(t) = [t -2

38) f(x)=log(z+1)

39) f(z)=log(z+1)

40) f(z) =logx —2

41)  f(z) = |z -1

g(t) = ¢’
g(t) =Vt
g(t) =t

g(t) =Vt

12) flo)=logz g(t) = e

43) f(z)=e""?  g(t) = logt

Given the following functions, determine the corresponding inverse functions:

44) f(z)=2x+3
45)  f(x)=2>+3
46) f(z) =z +2

47)  f(z) = log ||

o
48) f(z) = {

2 +2

20 — 3
49) f(z) =

log 23

V—z
50) f(z)=¢ z+3

log x

if <1
if z>1
if <1
if z>1
if 2<-3
it -3<z<3

if >3



84

Chapter 3. Functions



Chapter 4

Limits and continuity

4.1 Definitions and extended algebra of limits

Given a function f: X C R — R and given x(, accumulation point for X, we say
that f has limit [ as = tends to zy and we write:

lim f(x)=1

Tr—Xo

if in correspondence of each neighbourhood of I of radius e, Uc(l), there exists a
neighbourhood of zq of radius §, Us(zp), such that for each x (different from )
belonging to the neighbourhood of zy (and to the domain of f) the corresponding
value of the function belongs to the neighbourhood of I; we have therefore:

YU(I) Us(zo) : z€Us(xo)NX, x#x0= f(x) € U)
and also, with a different notation:

Ve>0 30>0 : O<|z—zol<d=|f(z)-1Il<e

In this definition, both the point zy and the value [ can be finite or equal to +oo.
In addition, the one considered is the definition of complete limit, but in an analogous
way it is possible to introduce the definitions of right-hand limit and of left-hand limit
(considering respectively a right or a left neighbourhood of zy and writing z — z or
x — g ) and of limit from above and from below (considering respectively a right or

a left neighbourhood of [ and writing [T or [ 7).

In practice, however, for the calculation of limits the definition is not used, but
it is possible to use first of all a number of rules that allow to reduce the calculation
of the limit of a function (in whose analytical expression there is a finite number of
operations of sum, product, ratio) to the calculation of the limits of its components.
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In particular, if f and g are two functions that both admit limit as & — xo (where
xo is an accumulation point for the domains of the two functions), the following
equalities hold:

(i) lm [f(z)+g(x)] = lim f(z)+ lim g(z)

r—xQ Tr—TQ r—xQ
this equality has no meaning if one of the two limits is + oo and the other one is — oo
(i) lim [f(z)-g(z)] = lim f(z)- lim g(z)

T—x( T—T Tx—T(

this equality has no meaning if one of the two limits is 0 and the other one is + oo

1 1
1% lim = — when lim f(z)=m #0
(¢25) ~ lim f@ ~ T @) Jim f(z) =m #
lim —— — + hen lim f(z) = 0%
AT co  when lim f(z)=
lim LI 0%  when lim f(z)= 400
) o0
. lim f(z)
(tw)  lim = 2%
wwo g(z) - lim g(z)

this equality has no meaning if both limits are 0 or =+ oo

According to these equalities we have that the limit of a sum, of a product and
of a ratio of functions is equal, respectively, to the sum, to the product and to the
ratio of the limits of the single functions.These rules remain true when the limits
considered, instead of being numbers, are equal to +oo (with the exception of the
cases listed above, in which the equalities have no meaning and originate to the so
called “forms of indetermination”), so that it is possible to introduce an “extended
algebra” of limits. The following results hold:

a) for the sum:

(+o0)+a=4c0+a=+00 withaeR
(—0)+a=—-0+a=—-00 withaeR
(4+00) + (4+00) = +00 + 00 = +00

(—00) + (—o0) = —00 — 00 = —0
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b) for the product:

400 ifa>0
—00 ifa<0
—00 ifa>0

+00 ifa<0

c) for the reciprocal:

1
O—i::tOO
1
— =0t
+o0
d) for the ratio:
+oo  ifa>0
a 1
E=0 gz =0 (£o0) =
Foo ifa<O0
0t ifa>0
a 1 4
i—:a.i—:a.o =
o o 0F  ifa<0
0+ 1
_ioozoi._iooz(oi).(oi):m
0F 1 _
E:()JF.E:(OJF).(OJE):O
+ 1
O—iozj:oo'o—i:(j:oo)'(j:oo):Jroo
Foo 1
O—i::FOO'O—i:(:FOO)'(iOO):*OO

It is necessary to observe that, in all these formulae, oo does not represent a
number but a symbol; an expression like 400 + 0o = 400 therefore does not mean
that “the sum of 400 and of +0c0 is equal to +00” (because oo is not a number!) but
it means “the sum of two functions that tend to +oo tends to +00”. In a similar

way, the expression oF = +00 does not mean “1 divided 0% is equal to +00” (since,
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algebraically, the division by 0 is not possible!) but it means “the reciprocal of a
function that tends to 0T tends to +o0c0”. Similar considerations hold for all the other
formulae reported above, that represent therefore “abbreviations” of what can be
considered an “extended algebra” of limits, and that make sense only considering the
notion of limit that is implicit in them.

A fundamental property, that allows to calculate easily the limits in the majority
of cases (without having to resort to the definition), is then that of the continuous
functions, for which we have (exactly by definition of continuous function):

A, S =1 (Lm ) = flm)

so that it becomes possible to calculate the limits simply substituting, in the function
f(z), the variable  with the value z( to which it tends. Since the elementary functions
and the functions obtained from them through the usual algebraic operations and the
operation of composition are continuous (on their domain), for all these functions
(that represent the majority of the cases that occur) it is possible to calculate in this
way the limits (using in addition the rules relative to the limit of a sum, of a product
and of a ratio of functions and the rules of the “extended algebra”), without resorting
to the definition.

Example 83 Calculate the following limits:

. T+ 2
Voo
.oet—1
2) ilg(l) x—2
g 9
3) limx sinx +
r—1+ 1—=x
o lim T —sinz + 2
x—1— 1—=x
2 _
5) lim Tl
T—~400 e T
6) a

All these functions are obtained starting from the elementary functions, therefore
they are continuous on their domain and to calculate the limits required it is sufficient
to use the rules relative to the limit of a sum, of a product and of a ratio of func-
tions, the property of continuity and, eventually, the rules of the “extended algebra”
introduced above. In this way we get:
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-3 (4 —1)2 1111}3(4 —z)?2 (4-3)2 1

er—1 Jm(e—1) ;5

2 li _ z=0 _ -~ 9
L S m(z—2) 0-2 -2
2 lim x—sinx+27x1£?+(x_smx+2)717sin1+2737sin17700
1+ 1—z N lim (1 —x) 1-1t 0
z—1t
) lim x—sinx+2_xlir{lf(xismx+2)_1—Sin1+2_3—sin1_+oo
em1- l—z 111{17(1fx) - 1-1- 0t

lim (22432 —1)

5 lim 2 4+32-1 25t ,+OO+OO*17+O°7+OO
z—+00 e~ ® B lim e B 0+ 0t
T——+00
x hl’IlJr T O+
6) lim = 220 = =0
z—0+ logx hn(r)l logx —o0

Another result that, in some cases, is used in the calculation of limits is then the
following:

If f is bounded in a neighbourhood of xy and if lim g(x) =0 , then:

lim f(z)-g(z) =0

Tx—T(
i.e. the product of a bounded function and of a function that tends to 0, also tends to
0.

This property is usually applied in presence of trigonometric functions (in partic-
ular sine and cosine, that are bounded functions).

Example 84 Calculate the following limit:

lim e*cosx

r——00

In this case e” tends to 0 as £ — —oo while cos z is bounded in a neighbourhood
of —oo (in fact |cosx| < 1 Vz), therefore we have:

lim e*cosz =0

Tr——00
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Example 85 Calculate the following limit:

lim e®cosxz
Tr——+00
In this case cosz is bounded in a neighbourhood of +o0o but e* tends to 400 as
& — +00, so that it is not possible to apply the result reported above (in particular
it is possible to show that the limit considered does not exist).

4.2 Forms of indetermination

The rules seen above for the calculation of limits (limit of a sum, of a product,
of a ratio) cannot be applied in some cases, that represent the so-called “forms of
indetermination” (or “indeterminate forms”). They are characterized by the fact
that it is not possible to know a priori the result of the operation of limit that has
originated the form of indetermination, since indetermination forms of the same type
can give raise to different results.

Considering for instance the functions:

f@=a*+1 )= —a?
we have:
lirf f(z) =400 1ir£ g(x) = —oc0

and therefore the limit as © — +oo of [f(z) 4+ g(«)] is in the indeterminate form
400 — oco. In this case, nevertheless, it is possible to obtain easily:

lim [f(z)+g(z)] = l‘gl}}oo (2 +1-2%) = lim 1=1

z——+00 T—+00
Considering then the functions:

fl@)=2a"+u g(x) = —x
we have:

lim f(z) =400 lim g(x) = -0

T—+00 T— 00

and therefore the limit as x — +oo of [f(z) 4+ g(x)] is again in the indeterminate form
400 — 00, but it is possible to obtain easily:

lim [f(z)+g(@)]= lim (2 +z—-2%) = lim z=+4o0

T— 00 T—+00 T— 00

Considering then the functions:

we have:



4.2. Forms of indetermination 91

and therefore the limit as * — 400 of [f(z) + g(z)] is always in the indeterminate
form 400 — 0o, but in this case it is possible to obtain easily:
. o . 2 2 _ . _ —
Jim [f(@)+g@)] = lm (2 —a? —2) = lim_(~z) = —o0
From these examples it is therefore evident that the same indeterminate form (in
this case +00— 00) gives raise to different results, hence it is not possible to determine
a priori the result to which it corresponds.

The forms of indetermination, in particular, are:

(+00) + (—00) = 00 — 0
0-(+o0)=0-00

0t 0* 0

0t 0F 0

+oo +oo

+oo Foo 00
Besides these, that are defined “arithmetic”, there are also “exponential” inde-
terminate forms, given by:

1 0° o?

that, in reality, can be easily reduced to the previous ones (in particular to the form
0- 00) observing that they are obtained in the calculation of limits of functions of the
type f(z)9(®), for which it is always possible to use the following transformation:

F(z)9® = eloa f@)* ™ _ co(@)log f()
so that the exponential forms of indetermination become:
10 = eoo~log1 — eoo-O

00 = e0-log0 — 000

OOO = eO-logoo — e()-oo

and therefore they are all reduced to the arithmetic indeterminate form 0 - co.

At this point it is important to describe some techniques that allow to solve the
limits in presence of forms of indetermination; in particular, it is possible to distinguish
the following methods:

e algebraic manipulations

e infinitesimals and infinities (principle of elimination of negligible terms)

fundamental limits

de I’Hospital’s rule

Taylor-Mac Laurin’s formula
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4.3 Calculation of limits: algebraic manipulations

A first method used to solve the forms of indetermination is represented by al-
gebraic manipulations. In general, they consist in the decomposition of polynomi-
als, rationalizations, use of the properties of the powers, use of the properties of the
logarithms, that in some cases allow to solve the form of indetermination that initially
appears in the calculation of a limit.

Example 86 Cualculate the limit:

0
The limit is in the form g’ Ve can then write (decomposing the denominator of

the fraction and simplifying):

hm%_x:hm%—x:hmix—ﬂz
e—212 -4 2-2(x—-2)(z+2) =2 (z-2)(x+2)
_ 11

Example 87 Calculate the limit:

lim <\/x2+1—\/x2+2>

T— 400

The limit is in the form +o0o — 0o, we can then write (multiplying and dividing by
the same quantity):

2 2
lim \/x2+1—\/$2+2 = lim \/$2+1—\/x2+2 V2 +1+Vx +2
(

o0 v—-+oo Ve +1+Va2+2
. 2 +1—2%-2
= lim =
e=Foo /a2 + 14 Va2 +2

—1
lim =
e=Foo /a2 + 14 Va2 +2

Example 88 Cualculate the limit:
lim (\/x2+x+1— \/552—1—2)

T—+00

The limit is in the form 400 — 0o, we can then write (multiplying and dividing by
the same quantity):

Val+z+1+vVa2+2
lim ( 24+r+1-— x2+2): lim ( 24+ +1— x2+2> =
z—+o0 v v @—o0 v v Vi +z+1+Va2+2

. 2 +rx+1-—22-2
lim
v=too /2 + o+ 1+ Va2 +2
I z—1

1m
v=too /2 + o+ 1+ Va2 42
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At this point we have the indeterminate form —, it is then possible to factor out

0
both in the numerator and in the denominator of the fraction the power of maximum
degree (a technique that is often used when there is an indeterminate form of the type

00 . . .
— and there are powers of the  both in the numerator and in the denominator),

1
z—1 . x(l;)

lim lim =

e=too Vx? f x4+ 14 Va2 +2 et 11 2
1‘2<1+—+—2)+ 1’2<1+—2>
T T T

i ) B

lim =
L—400 1 1 2
x<\/1+—+—2+\/1+—2>
X X X
= lim ==
T—+00 1 1 2
\/1+—+—2+\/1+—2
X X X

In this case it is possible to observe that the term x? factored out the square root
should be written in the form |z|, but as the limit is calculated for © — +oo this
means that we are considering values of  that are positive, so that |z| = .

w . .
obtaining:

Example 89 Culculate the limit:

lim [1og(:c2 —2) —log(z — 2)]

Tr——+00

The limit is in the form 400 — 0o, we can then write (using a property of the
logarithms):

-2
lim [1og(x2 —2) —log(z —2)] = lim log L 7 = lim log

T— 400 T— 400 €T — T— 400 ( 2>
r|l——
T
= lim log——— 72 — “+00
s-too 08 2
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4.4 Calculation of limits: infinitesimals and infinit-
ies

A second method used to solve the forms of indetermination is represented by
the “principle of elimination of negligible terms”, that can be applied when the form
of indetermination arises in presence of sums of infinitesimals or of inifinities (in
particular, in presence of sums of powers). With reference to this aspect, given a
function f: X C R — R with xy accumulation point for X, we have first of all:

f is infinitesimal for x — z¢ < lim f(z) =0

r—T(

f is infinity for x — z¢ < zlinrml f(z) = +o0
—Z0

that is a function is infinitesimal (for z — ) if it tends to 0, while it is infinity
(for & — xp) if it tends to +oo. The infinitesimals and the inifinities, then, are
characterized by an order (a number), that indicates the speed at which they tend
respectively to 0 or to co (a greater order corresponds to a greater speed of convergence
to 0 — in the case of infinitesimals — or to co — in the case of infinities —). In particular,
considering the power functions f(z) = kx® with £ € R and a > 0, they are infini-
tesimals for x — 0 and infinities for £ — £o00, and their order is represented by the
exponent a.

With reference to the infinitesimals and to the infinities the following rule (known
as “principle of elimination of negligible terms”) holds (and it can be used in the

computation of certain limits, that are in the form % or 22):

If f; 1=1,2,..,n) and g; (j =1,2,...,m) are infinitesimal or infinity functions
as T — xg, then we have:

fil) + folz) + o+ fule) . fal®) . 1<h<n
A (@) + 42(0) + et gml@) oo gu(0) 1<k<m

where f,(z) and gi(x) represent the infinitesimal of lower order (in the case of in-
finitesimals) or the infinity of higher order (in the case of infinities) among those
that appear in the sum respectively in the numerator and in the denominator of the
fraction.

This result allows therefore to neglect the infinitesimals of higher order (in the
calculation of the limit of a ratio among sums of infinitesimals) and the infinities of
lower order (in the calculation of the limit of a ratio among sums of infinities).

This criterion is of immediate application in the case of sums of powers (for which
higher exponents correspond to infinitesimals - for z — 0 - or infinities - for x — 400 -
of higher order); in this case, in fact, it is sufficient to consider, both in the numerator
and in the denominator, the lowest power (in the case of infinitesimals) or the highest
power (in the case of infinities), omitting all the others.
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Example 90 Calculate the limit:

. 2z + Yr+ 52
lim ——————
a—0t x2+ /x4 2z

0
The limit is in the form —, and since both the numerator and the denomianator

of the fraction are sums of infinitesimals it is possible to neglect the infinitesimals of
higher order (and therefore to consider only the powers of lower degree), obtaining:

2z + {/x + 52 y 3 1
1mw:hm£:1' Q:Hm
e—0t 22+ /T +2r a0t T a—0+ ()3

Example 91 Calculate the limit:

. a2t 4+32% -6z
lim &——=-—"——YZ
a—0t 203 + 1 — 24/T

0
The limit is in the form —, and since both the numerator and the denominator

of the fraction are sums of infinitesimals it is possible to neglect the infinitesimals of
higher order (and therefore to consider only the powers of lower degree), obtaining:

4 3_ _
TR o VT YO VLT
a0+t 223 + 1 — 2\/x a0t —2\/x

Example 92 Calculate the limit:

32Vt
lim
z—+00 34 +/g3 4+ 2x

00
The limit is in the form —, and since both the numerator and the denominator

00
of the fraction are sums of inifinities (in particular the value 3 in the denominator
can be considered an infinity of order 0) it is possible to neglect the infinities of lower
order (and therefore to consider only the powers of higher degree), obtaining :

2V 22
lim 3Vr+2vVa2 +x

x
im — = lim — = lim _:0+
T—+00 3 4 4 /3 + 2z z—+400 /3 ——+00 (LL’)% T— 400 (LL’)%
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Example 93 Calculate the limit:

lim (3$ + 222 — {‘/5)

Tr——00

The limit is in the form —oo + 0o, and even if we are not in presence of a fraction
it turns out to be a sum of infinities, so that also in this case it is possible to apply
the principle of elimination of negligible terms to solve the form of indetermination.
In particular, since the expression considered is a sum of infinities, it is possible to
neglect the infinities of lower order (and therefore to consider only the power of higher
degree, that determines the behaviour of the function for x — —o0), obtaining;:

lim (3z+22% — ¢/z) = lim 22° = +o0

Tr——00 Tr——00

4.5 Calculation of limits: fundamental limits

A third method used for the resolution of the forms of indetermination is re-
presented by the application of some “fundamental limits”, so that it is possible to
reduce the calculation of complex limits to that of other limits whose value is known.
In particular, the following fundamental limits hold:

. sinz
O =t
. l—cosz 1
U
z_q T 1
(4i7) lim 2 =loga in particular lim < =1
z—0 xT x—0 xT
1 1 1 log(1
(i) lim 0gq(1+ ) = in particular lim log(1+ ) =1
z—0 T loga z—0 T
1 *—1
(v) lim A+ -1 =oa withaeR
z—0 x
. . a\® . : . 1\"
(vi) lim (1 + —) =e® in particular lim (14 =] =e
r—+oo T r—Fo0 x

In this way it becomes possible, at least in certain cases, to solve the forms of
indetermination that appear initially.
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Example 94 Calculate the limit:

. 2 — x2e®
im ———
z—0 223

The limit is in the form %, however it is possible to exploit the fundamental limit
(i9i) observing that we have:

I x? — 2% . 72(1 —e%) . 1—e”
im = lim = lim =
z—0 223 z—0 213 z—0 2z
e —1 1 et —1 1 1
= lim — =—=1i =_——.1=_=
zlg%) 2x 2 zlg%) T 2 2

Example 95 Calculate the limit:

. 2log(l4+2z)+=x
lim ——————
z—0 x —3sinz

0
The limit is in the form o however it is possible to exploit the fundamental limits

(7) and (iv) observing that we have:

2log(1+z) + 21og(1+x) 1
2log(l4+2x) +x . - . - +
lim ————— = lim - = lim - =
z—0 x —3sinzx r—0 T —3sinx 2—0 173s1nx
T T
. log(l+x)
C2m D g 3
1—3lim 227 =31 2
x—0 X

Example 96 Calculate the limit:

VA |
lim ————

x—0 4z

0
The limit is in the form 0’ however it is possible to exploit the fundamental limit

(v) observing that we have:

 VIfz-1 . (Q+z)2-1 1., (Q+4z)2-1 1 1 1
lm —=lim—*+——=-lim—F—— = — . — = —
z—0 4 z—0 4z 4 £—0 T 4 2 8
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Example 97 Calculate the limit:

. <:c+1>z
lim
z—+oo \ T + 2

00
The limit has first of all, in the basis, the form —, however it is possible to exploit
00

the fundamental limit (vi) observing that we have:

lim
T— 400

1 x
z x(l—i——)
<x+1> I, T B

= m = - 7
2 r——+00 2 r——+00 2 z
T T <1+—) <1+—>
X i

1 x
lim (1 + —>
z——+00 T e 1

2\* 2
lim <1+—> “
T— 400 €T

The fundamental limits can be applied also in more general cases, when instead
of x there is a function f(x) that behaves in the same way of the variable x in the
expressions examined above. In this case, through opportune changes of variable, it
is possible to go back again to the fundamental limits.

Example 98 Calculate the limit:

i V)
a—0+  siny/z

0
The limit is in the form —, furthermore it is not one of the fundamental limits

presented above, however it is possible to consider first of all the following transforma-
tion (dividing numerator and denominator by 2,/x):
sin (24/7) lim sin (24/7)
sin (24/7) . 2/ a—0t  24/T
lim ——=* = lim - = -
s—0+  sin/z a0+ siny/T . siny/x
lim
2\/5 x—0t 2\/5

At this point the limit that appears in the numerator can be calculated considering
the change of variable 2,/ = t, so that we get (observing that if z — 07 also t — 07):

lim SROVE) st

= l1im
r—0+ 2\/5 t—0t t
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(computed exploiting the fundamental limit (7)), while the limit that appears in the
denominator can be calculated considering the change of variable \/z = ¢, so that we
get:
sin /z sint 1 sint 1 1
= lm —— == lim — ==.1==
om0t 2T tmor 26 2emot L 2 2
(computed exploiting again the fundamental limit (¢)). In conclusion, the limit con-
sidered initially is:

sin (24/7)

. sin(2y/x) zlir& 2/ 1

lim — = - == =9
a—0t  siny/z T NG 1
z—0F 2\/3_6 2

Example 99 Calculate the limit:

T sin —
T

lim
Tr——+00

First of all the limit can be written in the form:

(1_2> lim (1_%>
x T—+00 x

li =
aotse 1 , ( , 1>
T sin — lim | zsin—
T

T r—400

and then the limit in the numerator appears in the form 1°° while the limit in the
denominator appears in the form 0 - co. The limit in the numerator can then be

written as:
2\* —2\*
lim (1—) = lim <1+—> =2
x——+00 €T Tr—+00 €T

(computed exploiting the fundamental limit (vi)), while the limit in the denominator

can be calculated considering the change of variable — = ¢, so that we get (observing
x

that if  — +oo then ¢ — 07):

. 1 . 1 . . sint
lim (zsin— | = lim (—-sint) = lim — =1
r—+00 x t—o0+ \ ¢ t—0+ ¢

(computed exploting the fundamental limit (7)). In conclusion, the limit considered

initially is:
2\ 2\
(1_> lim (1_) .
. €T z—+00 €T e 1
lim = - - —

r——+00 . 1 . . 1 1 62
T sin Z lim [ zsin—

Tr—+00
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4.6 Calculation of limits: de I’Hospital’s rule

A fourth method used for the resolution of the forms of indetermination is
represented by the application of de ’'Hospital’s rule, that allows to solve indetermi-

0 00 . . o
nate forms of the type = or —. For the application of this rule it is necessary the

use of the concept of derivative of a function, that will be introduced in the next
Chapter; we refer therefore to such Chapter for the presentation of the rules used for
the calculation of the derivative of a function.

With reference to de I’'Hospital’s rule, the following result holds:

If f and g are two functions defined and with derivative in a neighbourhood of the
point xg, infinitesimals or infinities as  — xq, and if ¢'(x) # 0 in the neighbourhood
of xy (except at most the point xg itself), then if there exists (finite or infinite) the

limit: (@)
. T
A (@)
we have:
fl@) . f2)

lim -2 =
o0 g(z) oo /()

In practice, this rule allows to substitute to the calculation of the limit of the
ratio of two functions the calculation of the limit of the ratio of their derivatives; if
the latter limit exists, then it is also equal to the initial limit, while if it does not
exist it is not possible to conclude that the initial limit does not exist (since that
expressed by de I’Hospital’s rule is a sufficient - but not necessary - condition for the
existence of the limit considered). If also the limit of the ratio of the derivatives of

0 00
the two functions appears in one of the forms — or —, then, it becomes possible (if

00
the hypotheses required for the application of this rule are satisfied) to apply again
(eventually several times) de ’'Hospital’s rule, until the initial form of indetermination
is solved.

Example 100 Calculate the limit:

. 2—x
z%xzfél

0
The limit (already solved in Example 85) is in the form 0’ however it is possible

to apply de I’'Hospital’s rule obtaining:
2—x H . D(2—x) =11

i%xz—ll_xl—{nZD(xzfll):xl—»InZ% 4

that is the value of the limit (and is equal to the value obtained above using the
algebraic manipulations).
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Example 101 Calculate the limit:

a2 — 2T
hm —_—
z—0 23?3

0
The limit (already solved in Example 93) is in the form 0’ however it is possible

to apply de I’'Hospital’s rule obtaining:

. x? —a%e® g . D(z? — z%e%) . 2r — x*e® — 2xe”
im ——— = lim ——————— = lim
z—0 223 z—0 D(2,§C3) z—0 622

2

0
Also this limit is in the form o however it is possible to apply again de I’Hospital’s
rule obtaining:
2 — x%e® — 2xe” g D(2x — x%e® — 2xe”) 2 — 22%e® — 4we® — 2e°

ml-lg(l) 622 - mhg(l) D(6x2) - ili% 12z

Also this new limit is in the form g, and applying for the third time de 'Hospital’s

rule it is possible to solve the indeterminate form, in fact we get:

i 27 2%e” — 4we® — 2e” H o D(2 — z2e® — 4xe® — 2e7) _
0 12z 0 D(12x)
lim —x2e® — 2ze” — dxe® — 4 — 2e” _ 1
z—0 12 2

that is the value of the limit (and it is equal to the value obtained above using the
fundamental limits).

Example 102 Calculate the limit:

I e —1
im
z—+oo  3x3

The limit is in the form 27 applying de 'Hospital’s rule for 3 times we get:
00

lim e-1x im 7D(e’”—1) = lim Ll lim D(e") _ im ¢ n
z—too 33 w—+too D(3x3)  a—+to0 922 z—+oo D(922)  a—too 182
H . D(e®) . er
a — Iim & =
et D(182) w18 10
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Example 103 Calculate the limit:

lim zlogx

z—0

The limit is in the form 0- oo, to apply de ’'Hospital’s rule first of all it is necessary
to rewrite it as:

log x
li 1 = li
Jim, wlogz = lim, =7
x
that is in the form —, at this point we have:
00
1
1 D(l -
lim 06T H lim M: lim —%- = lim —2=0"
z—0t l z—0t D l z—0t _i z—0t
T T 2

Example 104 Calculate the limit:

lim xze®

r— —00

The limit is in the form 0- 0o, to apply de I’'Hospital’s rule first of all it is necessary
to rewrite it as:

lim ze®* = lim

T——00 r——0c0 ¢~ 7T

00
that is in the form —, at this point we have:
00

D 1
lim — 2 @) i = 0"
z——00 ¢~ T——00 D(e—z) z——o00 —e~ 7T
Example 105 Calculate the limit:
lim z”
z—0t

The limit is in the exponential form 0°, first of all it is therefore necessary to
consider the transformation:

lim zlogz

zlogxr _ er—0

lim 2% = lim e
z—0t z—07+
The limit in the exponent is in the form 0- oo and it has been computed above (it
is equal to 0), therefore we have:

lim z° =€ =1
rz—0t
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De I’'Hospital’s rule allows also to establish a hierarchy among infinities, comparing
the families of exponential, power and logarithmic functions (that, as © — 400, are
infinity functions). With reference to this aspect, the following result holds:

FEach exponential infinity is of higher order than each power infinity, that is
(Ya>1,8>0):

X

lim — =400
T——+00 xﬁ

Each power infinity, then, is of higher order than each logarithmic infinity, that is
(VB >0,v>0):

B

lim —— =
a0 (log z)”
Example 106 Calculate the limit:

T
lim —
T— 400 ;L‘3

The limit is in the form g, applying the result stated above we have that 2% is
an infinity of order higher than 2% and therefore we have:

T
lim — =
r—+00 363

+00

Example 107 Calculate the limit:

3
lim (log )

r—-+00 3z

The limit is in the form E, applying the result stated above we have that 3% is
00
an infinity of order higher than (log x)?’ and therefore we have:

1 3
lim  d082)”

1 1
= lim = = = = ot
T—+00 3% T—+00 W lim

stoo (log )
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4.7 Calculation of limits: Taylor-Mac Laurin’s for-
mula

A fifth method used for the resolution of the forms of indetermination (in particular

0
those of the type 6) is represented by the application of Taylor-Mac Laurin’s formula.

Such formula will be introduced extensively in the next Chapter (to which we refer for
a complete presentation), while here it is possible to illustrate its use in the calculation
of some limits, that generate forms of indetermination.

In general, Taylor’s formula centered at xo up to the order n (with Peano’s re-
mainder) allows to approximate a function, in a neighbourhood of the point g,
through a polynomial of degree n, with an error that turns out to be an infinitesi-
mal of order higher than (x — zp)" (i.e. an error that tends to 0 more rapidly than
(x — x0)™); if 29 = 0, then, the formula is called Mac Laurin’s formula.

With reference to this aspect, for the calculation of certain limits are of fun-
damental importance the following Mac Laurin’s expansions of some elementary
functions:

) 1.3 1.5 N x2n+1 o2
Sln$:$—§+§++(—1)m+0(l’ )
22 ot 220 )
-] — — P —_1\n n+1
cosz =1 2!+4!+...+( 1) (Qn)!Jro(x )
CL’2 " .
e’”zl—i—x—l—a—l—...—l—m—l—o(aﬂ)
CL’2 CL’?’ "
log(l+2) =2 — = + 2 + 4+ (=1)" 15 4 o(an
og(l+a) = — T+ T+t (-1 4 o(a)
-1 —1).(a— 1
(1+x)“:1+ax+%x2+...+a(a )n('a nt )x”Jro(x") with o € R

In all these expansions we have the symbol o (“little-0”); with reference to such
symbol it is necessary to observe that the expression:

f=o(g9) asz—x

(that reads “f is little-o with respect to g as = tends to z(”) is equivalent to:

mM:()

a—ao g(x)

and in this case it is also possible to say that f is negligible with respect to g, as
x — o (since the idea is that, as © — xg, f tends to 0 more rapidly than g). The
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symbol o, furthermore, satisfies the following properties:

olc-g)=o0(9) VeceR,c#0
f-olg) =o(f-g)

o(g) +o(g) = o(9)

that turn out to be particularly useful in the use of Taylor-Mac Laurin’s formula
for the calculation of certain limits (in particular, the last property indicates that the
algebraic sum of two quantities that are negligible with respect to a function g is still a
quantity negligible with respect to this function, and it is not possible a simplification
of the type o(g) — o(g) = 0).

The formulae introduced above can be applied in the calculation of certain limits
for the resolution of the forms of indetermination, since they allow to substitute the
functions involved with their Taylor-Mac Laurin’s expansions. In these calculations,
the fundamental problem is represented by the order of the expansion at which it is
appropriate to stop. With reference to this aspect, it is necessary to observe that
the only rule to follow is the one according to which it is necessary to stop when it
becomes possible to eliminate the form of indetermination, since if we stop too early
the form of indetermination remains, while if we continue in the expansion introducing
terms in excess with respect to those that allow to solve the form of indetermination
we make a useless effort (since these terms, being infinitesimals of higher order, will
then be omitted in the calculation).

Example 108 Calculate the limit:

. 14+ xz—€"
lim ———
x—0 :L‘Z

0
The limit is in the form —, applying Mac Laurin’s expansion to the function e®
and stopping to the first order we get:
1 — e 1 —1-
+z—e +x x+ o(x) ~ lim o(x)

lim = lim
z—0 562 z—0 1‘2 x—0 1‘2

and the result of this limit is not known (as o(z) is an infinitesimal of higher order

o(x)

with respect to x as x — 0, so that we would have lim, .o —= = 0, but nothing can
x

be said about its behaviour with respect to 22). Applying Mac Laurin’s expansion up
to the second order, on the contrary, we get (neglecting the infinitesimals of higher
order, that are incorporated in the term o(x?)):

x? 1
1o et 1+x71—x75+0(x2) f§x2 1
lim — = lim 5 > = lim 5 [ —
z—0 T z—0 X z—0 X 2
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and therefore we solve the form of indetermination. The same result can be obtained
applying Mac Laurin’s expansion up to the third order, so that we have:

2 3
r 3 1,

1ij:hm 1+2—-1—2— TR + o(x?) :11m72x :_1

z—0 x2 z—0 2 z—0 2 2

from which it turns out that if we continue the expansion besides the order that
allows to solve the form of indetermination we make a useless effort (since the terms
of higher order, being infinitesimals of higher order, are neglected and therefore they
do not contribute to the calculation of the limit).

Example 109 Calculate the limit:

. x? [(1 +1)° — 1}

z—0 T —sinx

0
The limit is in the form 0’ applying Mac Laurin’s expansion to the functions

(1+ )" (with a = 2) and sinz we get (stopping the expansion of (1+z)? to the first
order and that of sinx to the third order and exploiting the properties of the symbol
o0 seen above):

2 2
oz [(1+x) *1} a1 42z+o(x)—1] . 223+ o(z?)
lim : = lim 3 = lm -
T T —sinz =0 ea % + o(z3) T Ex?) + o(x?)
3
~lim 2% 19
x—0 1 3
=T
6

In an analogous way to what has been seen with reference to the fundamental 1i-
mits, Taylor-Mac Laurin’s expansions can be applied also to more general
functions than those considered before, obtained through compositions of infinitesimal
functions. In this case, using appropriate changes of variable, it becomes possible to
go back to the fundamental Taylor-Mac Laurin’s expansions.

Example 110 Calculate the limit:

3 I 3
lim Yr —sin Yz
z—0 x
TR 0 . . . . .
The limit is in the form o’ in this case before applying Mac Laurin’s expansion it

is convenient to make the change of variable /= = ¢, so that we get (observing that

if & — 0 alsot— 0):
3/ i 3 s
i Yr —sin Yz _ t—sint

z—0 x t—0 3
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and then, applying Mac Laurin’s expansion to sint (up to the third order):

3 1
3 3
1 t—sint t*t+§+0(t)7 gt B
t—0 t3 B t—0 t?’ B t—0 t3 B 6

Example 111 Calculate the limit:

) ex—sinx -1
lim N ST —
rz—0 rTr“sSInx

0
The limit is in the form =, applying first of all Mac Laurin’s expansion to the

function sinz (up to the third order at the numerator and up to the first order at the
denominator) we get:

ezfsinz -1 exfqu%qLo(z?’) -1 es® — 1
z—0  z?sinw e—0  x2(z+ o(z)) a—0 23 4 o(x3)

1
At this point it is possible to make the change of variable gx?’ =t (observing that

if £ — 0 also t — 0) and then to apply Mac Laurin’s expansion to the exponential
function, obtaining:

s —1 -1 A4t4o(t)—1 .t

I —1 _ i L oL
22078 1 o(ad) 1206t +o(f) 20 6+ oft) 206t 6

4.8 Asymptotes

Another topic linked to the calculation of limits is represented by the study of the
asymptotes of a function. Indeed, given a function f : X C R — R, the calculation
of the limits in correspondence of the extremes of the domain allows to determine
the presence of eventual asymptotes. For this reason, proceeding in the study of a
function, after the analysis of the domain, of the intersections with the axes, of the
sign and of eventual symmetries (as seen in the previous Chapter) it is possible to
consider the calculation of the limits at the boundaries of the domain.
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With reference to the study of the asymptotes we have the following results:

e If it holds:
lim f(z)=1 withleR

T—F o0

then f(z) has horizontal asymptote given by the straight line of equation y = .
Graphically, we have a situation of this type:

-t

e If it holds:

lim f(z) = +oo with ¢ accumulation point for X

r—cTF

then f(z) has vertical asymptote given by the straight line of equation = = c.
Graphically we have a situation of this type:

v

e If it holds:

lll,gloo [f(z)—mxz—n]=0

then f(x) has oblique asymptote given by the straight line of equation
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y = mx + n. Graphically we have a situation of this type:

et
LY
[}
1

and this last case is equivalent to the existence of the following limits:

lim f(z) =+oc0

T—F 00

lim f) =m (with m finite and # 0)

T—Foo I

lim [f(z) —mz] =n (with n finite)
T—F 00

If the limits listed above hold only as * — —oo or as * — ¢~ we have a left
(horizontal, vertical, oblique) asymptote, if they hold only as  — 400 or as x — ¢
we have a right (horizontal, vertical, oblique) asymptote. It is also possible to observe
that the horizontal asymptote and the oblique asymptote exclude each other (therefore
they cannot be present at the same time) , while the vertical asymptote is compatible
with both the horizontal one and the oblique one.

Example 112 Find the eventual asymptotes of the function:
3
flo)=——
First of all we have that the domain of the function is given by:
D = (—00,2) U (2,400)

so that the limits to calculate are those as © — Foo and as x — 2 (in fact the limits
of a function must be calculated in correspondence of the boundaries of its domain,
so that the study of the latter is important also to understand which are the limits
to be computed). We then have:

li =0
xﬁlgloo r—2

1m = JFo0
z—2F  — 2
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from which we deduce that y = 0 is an horizontal asymptote (as ¢ — —oo and also
as ¢ — +00), while x = 2 is a vertical asymptote.

Example 113 Find the eventual asymptotes of the function:

23+ 522 +1
fl@)=—3—5—
First of all we have that the domain of the function is given by:

D = (—00,—-3)U(—3,3) U (3, +0)

so that the limits to calculate are those as © — Foo and as x — F3. With reference
to this aspect we have:

. 2P +5rt+1 . .
lim —————— = lim —= lim z2=-x
T——00 2 -9 z— =00 12 T——00
3 2 1
1 x° + bx” + ~ oo

3+ 5z +1 x3

lim ————= lim — = lim z=+x
z—+o0 72 -9 z—+oo x2  z—+oo
We can therefore conclude that the straight lines x = —3 and = 3 are two vertical

asymptotes, while there are no horizontal asymptotes, and to verify the presence of
oblique asymptotes we consider:

. f(x) . 3 +5x2 41 ad
lm — = lim — = lim —=1=m
r—Foo I z—F oo 3 —9x z—TFoo 3
and then:
3 2
x>+ 5z +1
li - = i L N Y
L) mmel = ey
. 52+ 9z + 1 . 52
= lim —s—= 1 — =5=n
T—F00 1’2 — 9 T—F 00 :[;2

so that the straight line y = x 4+ 5 is an oblique asymptote as * — Foo.
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4.9 Continuous functions

A last use of the limits is that linked to the notion of continuity of a function.
With reference to this aspect, a function f : X C R — R is continuous at z¢ € X,
accumulation point for X, if it holds:

lim flz) = lim+ f(z) = f(xo)
[L'*)IL'O fE*}fEO
that is the left-hand limit (as x — xg) of f(z) is finite and equal to the right-hand

limit, and both are equal to the value assumed by the function in the point .
If f is not continuous it has a discontinuity in xzq, that can be of 3 types:

e eliminable discontinuity, if it holds:

lim f(x) = lim_f(x) # f(xo)

CL‘*)[L‘O (E*)ZEO

that is the left-hand limit and the right-hand limit (as  — ) of f(x) are finite
and equal, but they are different from the value assumed by the function in xq.
Graphically we have a situation of this type:

104

e discontinuity of the first kind, if it holds:
lim f(x) # 1im+ f(z)  and both are finite

KEHZEO :L‘*)[L'O

that is the left-hand limit and the right-hand limit (as z — xg) of f(x) exist
finite but they are different from each other. In this case we talk also of “jump”,
and graphically we have a situation of this type:

|/

25
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e discontinuity of the second kind, if it holds:

al least one of the two limits lim f(z) and lim+ f(z) does not exist or it is +o0o

T—T) Ty

Graphically in this case we have a situation of this type:

If only one of the two limits 1imxﬁza f(x) or lim, .+ f(z) is equal to the value
of the function in xg, f(zo), then, we say that f is continuous respectively from the
left or from the right at zq.

In practice, with reference to the elementary functions (and to the functions ob-
tained from them through the usual algebraic operations, the operation of composition
and the calculation of the inverse) we know that they are continuous on their domain.
The problem of existence of eventual discontinuities can arise in the case of piecewise
functions, with reference to the points in correspondence of which the analytical ex-
pression of the function changes. In these points it is therefore necessary to study
explicitely the continuity, applying the definition reported above.

Example 114 Discuss the continuity of the following function:

2z(x 4 5) ifz <0
f(z) =
log(1++/3z) ifz >0

First of all we have that f(x) is continuous Va # 0 (since it is defined through
elementary functions, that are continuous on their domain), to verify the continuity
also at x = 0 it is necessary to consider:

lim f(z)= lim [2z(zx+5)]=0

r—0~ r—0~

lim f(z) = li%l+ log(1+ v3x) =0

z—0t

f(0)=0

and since we have:

lim f(z) = lim f(z) = f(0)

z—0— z—0t
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then we can conclude that the function is continuous also at x = 0.

It is possible to observe that, in the computation of the left-hand limit and of the
right-hand limit relative to the point zy (in this case xy = 0), it is necessary to pay
attention to which is the correct expression of the function that must be used. In the
example considered, for the calculation of the left-hand limit it is necessary to use
2z(x 4 5) because this is the expression of f(z) for z < 0, while for the calculation of
the right-hand limit it is necessary to use log(1 + \/%) because this is the expression
of f(x) for x > 0.

Example 115 Discuss the continuity of the following function:

22 +3 ifz <0
fa)={ 25 13 fo<a<d
B 4—x
e’ +1 ifx >4

First of all we have that f(z) is continuous for x # 0 and = # 4. To verify the
continuity at x = 0 it is necessary to consider:

lim f(z)= lim (2> +3)=3

rz—0~ x—0~

and since we have:

lm f(z)= lm f(z)= (0)

z—0~

then we can conclude that the function is continuous also at x = 0. To verify the
continuity at x = 4, then, it is necessary to consider:

. . 2z
lim f(z) = lim (m +3> =400

r—4- r—4-

lim f(z) = lim (e*+1)=e+1

r—4+ r—4t

f(4)=e*+1

from which we deduce that f(x) has a discontinuity of the second kind at z = 4
(where it is continuous only from the right since we have lim,_ 4+ f(z) = f(4)).
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Example 116 Discuss the continuity of the following function:

3a+2x ifx <1
flz) = with o € R
32245 ifx>1

First of all we have that f(z) is continuous Va # 1, to verify the continuity also
at x = 1 it is necessary to consider:

hn{{ flz) = lin{{ (Ba+2z) =3a+2

S, J(@) = S, (82°+5) =8
f)y=8
and for f to be continuous also at x = 1 we must have:
li = 1i = f(1
[lim f(z) = lm f(z) = f(1)
that is:
3a+2=8=a=2

so that we can conclude that the function is continuous also at z =1 if o = 2.

Example 117 Discuss the continuity of the following function:

ae* ! ife <1
flx) = with a, f € R
alogz+ 8 ifz>1

First of all we have that f(x) is continuous Va # 1, to verify the continuity also
at x =1 it is necessary to consider:

lim f(z) = lim ae® ! =a
r—1- r—1-"

Jlim f(z) = lim (alogz+f) =4
f=s
and for f to be continuous also at x = 1 we must have:
li = i = f(1
[lim f(z) = lm f(z) = f(1)

that is:
a=p0

so that we can conclude that the function is continuous also at z =1 if o = .
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4.10

Calculate the following limits:

1)

10)

11)

12)

13)

14)

15)

Exercises

I 1—2z
xl—>Inll*SUQ
24z —6
lim ——

r—2 T —2

lim (VZT1-Z=T)

T— 400

lim (Va?+3—+va?-3)

T— 400

lim 7\/— —v2

r—2 SC*Q

Va2 +24+Vz2 +3

lim

@—o0 Vad 4 2z
3 + 22 + 5z
im —
a—+too 23+ 22+ 3
. x® —zt 42
lim

z—>to0 23 — 22 +5

—222 — bz
m —g——F—F5
o400 13 + 62

lim 7362 — e
z—+o00 \/4q2 4 51

. Viz?z +x+3
hm E— e

x—+00 CL‘2 + 2

i
xﬁlrfoo 37 + g2+ 3

lim
z—+oo \ x + 1

. <x+2>’”
lim
z—+oco \ & + 3

lim sin (31/7)

x0T sin+/z

2% +logx +1
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16) lim w
x—0 sinx
17) i EFDlos®

r—1 r—1

18) lim =z (1 + \/I>
z—0+ x

19) i 2zlogx
z—+oo x 4 log
-1

20) lim — "
z—0 x
z—1+logx
21
L S oy peg
2) - 3(1 — cosx)
z—0 sinz — log(1 + )
. sinz—=x
) iy
.2 2
. sin“z—x
U
95) lim o

r——+oco I

Determine the eventual asymptotes (horizontal, vertical, oblique) of the following
functions:

%) fa) = 2
) fla) =222
%) f(a) =212
2x
2) fla) = ——
631'
30) fla) =

r—2
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2 + bx
z+3

32) flz)=+va2?2-2—2

33) f(z) = ze®

34) f(z)=ze %

3) flx) =t

36) flz)=ei=

22 422+5
@) =g
22+ 3z +4
/) @) =T
23+ 222+ 1
39) f(w)ZT

40)  f(x) = log

(x + 2)2

Discuss the continuity of the following functions on their domain:

5(3-a%) ifa<1
41)  f(z) =

er +a ifz>1

e+ ifz<1
42)  f(x) =

logz+14+p5 ifz>1

ar+ 4 ifzx<l
43) f(z) =

ar?+1 ifz>1

ar+5 ifx<0
44) f(z) =

2245 ifz>0

with o € R

with o, 8 € R

with a, 8 € R

with o € R
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45)

46)

47)

48)

49)

50)

Chapter 4. Limits and continuity

et ta(z—1) ifx<1
with o € R
(x—1)2-3@x—-1) ifz>1
(x2+1)2+a ifz<—1
with o € R

e’ 1 ifz>—1
x—l_l
£ ife#1
-1 with o € R
x® ifz=1
axsin%fa ifx#£0

with o € R
3 ifz=0
e4+ar ifz<O0

with « € R

22 =2 ifx>0
(z+a)’—1 ifz<0

with o € R

log(1+z) ifxz>0



Chapter 5

Differential calculus

5.1 Definitions and rules of differentiation

A concept of great importance for the development of the differential calculus is
that of derivative. With reference to this aspect, given a function f: X CR — R and
a point xg interior with respect to X, the derivative of f at xy (denoted with f/(zg))
is defined as the limit of the difference quotient of f obtained starting from the point
Tg, provided this limit exists finite:

In a similar way it is possible to define the left derivative and the right derivative
of f at x¢ (denoted with f’ (zo) and f) (x0)) as the left-hand limit and the right-
hand limit, respectively, of the difference quotient of f obtained starting from the
point xg, provided this limit exists finite. The (complete) derivative of f at xg is then
the common value of the left derivative and of the right derivative, that is we have

f'(xo) = fL(20) = fi(0).
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If, on the contrary, in the point zg there exist the left derivative and the right
derivative, but they are not equal (or they are not finite), we say that in zy the
function f has:

e a corner if:
fL(x0) # fli (o)

and graphically we have a situation of this type:

e a peak if:
fL(z0) and f’ (xo) are infinite with different sign (one is +oo and the other is —oo)

and graphically we have a situation of this type:

or of this type:
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e a flex with vertical tangent if:
fL(z0) and f’, (x¢) are infinite with the same sign (both + oo or — o)

and graphically we have a situation of this type:

—
r2
n 0
»;L/ 25 0
t2
or of this type:
r2
0
5 25 —

If f is a function defined in a certain interval and it has a derivative at each point
x interior with respect to this interval, then, it is possible to associate at each x
the derivative of f at that point, f’(x), obtaining a function f’ that is called first
derivative of f.

In conclusion, to compute the derivative of a function resorting to the definition it
is necessary to proceed in two steps: first we calculate the difference quotient and then
we compute the limit of this ratio as h — 0. In practice, however, for the calculation
of the derivatives we don’t resort to the definition (similarly to what happens for the
calculation of limits) but we use a series of rules that allow to reduce the calculation
of the derivative of a generic function to that of the derivatives of the elementary
functions (that are known).
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The starting point for the calculation of the derivatives is therefore represented
by the derivatives of the elementary functions, that are summarized in the following
table:

Primitive function f(x) | Derivative function f'(z)
c 0
x az*!
a” a®loga with a >0
e’ e’
1 .
log, |x| Tosa with z # 0,4 > 0
1
log || p with & # 0
f'(x)
log |f(z with f(x) #0
7(@)| = (@)
sin cos T
cos T —sinz
tgx s =1+ tg*x
cos? x

It is then possible to introduce a series of rules of derivation. First of all, if f and
g are two functions that have a derivative at a generic point z, then also their sum,
their product and their quotient (the latter if g(x) # 0) have a derivative at z, and
the following rules hold (where D denotes the derivative of a function):

(i) Df(z)+g(@)] = D[f(z)]+ Dlg(x)]
(i) D[f(x)-g(x)] = D[f(x)]-g(z) + f(z) - D[g(z)]
in particular if ¢ is a constant we have D [c- f(z)] = ¢ D [f(z)]

l9(=)]

Rules (4) and (#), then, extend to the case of any number n > 2 of functions.
Together with these rules, that concern the derivative of a sum, of a product and of
a ratio of functions, we also have the following rules, that concern the derivative of
the composite function and the derivative of the inverse function:

with g(x) #0



5.1. Definitions and rules of differentiation 123

(tv) Given the functions y = f(¢) and ¢t = g(z) such that it is possible to consider
the composite function y = f o g = f(g(z)), if g has a derivative at  and f has a
derivative at ¢t = g(x), then f o g has a derivative at x and we have:

D[f(9(@))] = DIf(t)]_yir - D lg(@)]

(v) Given a function f continuous and strictly monotonic, if f has a derivative at
zo with D [f(z)],_,, # 0, then the inverse function f~' has a derivative at yo = f(x0)
and we have:

=

DIf'W)],_,, = m

With reference to this latter rule, it is possible to observe that it allows to calculate
the derivative in a point of the inverse of a certain function without having to calculate
the inverse itself (that in certain cases cannot be computed explicitely). If the inverse
can be easily calculated, however, it can be more convenient, for the calculation of the
derivative, first of all to obtain the inverse function and then to derive it, evaluating
such derivative in the point of interest.

Example 118 Calculate the derivative of the function:
f(z) = 2xlogz + 23
Applying the rules (i) and (i) seen above we have:
D [2zlogz + 2°] = D (2zlog ) + D(z*) = D (2x) - log  + 2z - D(logz) + D(a®) =
= 210g:c+2:c£ + 322 = 2logx + 2 4 322

and therefore:
f'(x) = 32% +2logx + 2

Example 119 Calculate the derivative of the function:

et —3
f(x):ez+3

Applying the rule (ii¢) seen above we have:

{eIS] D(e*—3)-(e*+3)—(e*—3)-D(e” +3)

e*+3 (er +3)
e’(e” +3) — (e —=3)e”  e"(e"+3—-e"+3)  6e”
a (ev +3)° - (e +3)° (e +3)°
and therefore: .
Fla) = 6e
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Example 120 Calculate the derivative of the function:

z(z) = y/logx

The function is obtained from the composition f o g where f and g are given by:
F(t) =Vt t=g(x) =logz

and applying the rule (iv) seen above we have:

D{f(g(2))] = D[fB)];=g(a) - D I9(2)]

I
VR
[N
gl)—‘
o~
N———
o~
I
o
o
8
K| =
I

1 1 1
-~ 2/logx T 2z+/logx
and therefore:
2 (x) = _
2z+/log x

In practice, then, it is possible to avoid the intermediate passages observing that
they are equivalent to derive the “exterior” function evaluating the derivative in cor-
respondence of the “interior” function, and to multiply this result for the derivative
of the “interior“ function. In the example considered we have therefore directly:

2 (x) = _ 11
 2/logz . 2z/logx
1
where the term ——= represents the derivative of the “exterior” function (that is

2+/log x

\/6) evaluated in correspondence of the “interior” function (that is log ), while the

term — represents the derivative of the “interior” function (that is of log x).
x

Example 121 Calculate the derivative of the function:

Z(SU) _ e\/sinx

The function is obtained from the composition fogoh where f, g and h are given
by:
ft)y=¢e' t=g(u)=Vvu u=h(z) =sinz

so that applying the rule (iv) seen above (that extends in the case of more than two
functions) we have:

1
= (et)t:\/sinz ’ (2\/5) . "COST =
eVsine cog g

__ _V/sinz 1 .
=e . S COST =
<2\/sinx> 2v/sinx
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and therefore:

eVsinT cogp
2Vsinx

Also in this case it is possible to avoid the intermediate passages observing that the
rule described is equivalent to calculate the derivative of each function that appears
in the composition (starting from the more exterior), evaluating it in correspondence
of the interior function (or of the interior functions, if there are several composi-
tions), and to multiply these different derivatives. In the example considered we have
therefore directly:

2 (z) =

eVsinzT cog 1
2v/sinx 2vsinx

where the term eV*"? represents the derivative of the most exterior function (that is
of eV)) evaluated in correspondence of the interior functions (that is of v/sin z), while

1
2vsinz
\/6) evaluated in correspondence of the most interior function (that is of sin ), and
the term cos z represents the derivative of the most interior function (that is of sin z).

s COST =

the term represents the derivative of the intermediate function (that is of

Example 122 Calculate the derivative of the function:
z(x) ==

In this case first of all it is necessary to rewrite the function using the transforma-
tion:

T log z*

¥ =e x log x

=€

and then the derivative can be calculated applying the rule (iv) seen above, observing
that the function is obtained from the composition f o g where f and g are given by:

flt)=¢ t=g(x)=zlogz
so that we have:
DI (g@) = DU Oyie) - Do@)] = (1) o, - (1 + log ) =
= e”1°8%(] 4 logx) = 2”(1 + log )

and therefore:
Z'(z) = 2" (1 + log )
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Example 123 Given the function:
@) = Ve

calculate the derivative of the inverse function in the point yo = f(xo) with zo = 2
and in the point yo = \/e.

Applying the rule (v) seen above we know that:

1
D W],y = 5o
S Wl = B
In the case considered we have first of all that the derivative of the function f(x)
is given by:
er—3

1
! _ LT3
fe)=s7e= 2
At this point, to calculate the derivative of the inverse function in correspondence
of yo = f(xg) with g = 2 first of all it is necessary to observe that yo = f(2) =

1
Ve
1 1 1

2

To calculate the derivative of the inverse function in correspondence of yo = /e,
then, it is necessary to observe that yo = /e corresponds to zo = 4 (in fact f(4) =
V), and applying again the formula seen above we get:

el = then applying the formula seen above we get:

D [f_l(y)]y:\/g = m =D [f—l (\/é)] _ ;_3 _ %
2

In the case considered the derivative of the inverse function could also be calculated
obtaining first of all the inverse function itself and then deriving it. With reference
to this aspect we have:

fx)=Ver3=y=vVer 3=y =¢3 = logy’ =z -3 =>
=z =f"1y) =3+2logy

and the derivative of this function is:

Df )] =

< o

1
In particular, then, this derivative evaluated in the point yo = f(2) = —= is given

@l g

S
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while the same derivative evaluated in the point yo = /e is given by:

and these are exactly the results obtained above exploiting the formula of the deriva-
tive of the inverse function.

5.2 Geometric interpretation of the derivative

Given a function f : X € R — R to provide a geometric interpretation of the
derivative it is possible to consider the graph of the function, given for example by:

fx)

=)

w=i(xq)

The equation of the straight line passing through the points A = (zg,y0) and
B = (z,y) is:
Y — Yo =m(x — z0)
where m is the angular coefficient of such straight line, that can therefore be expressed

as:
Y=y  f(z)— f(zo)
721}—.%’07 T — 2o

m =tga
that is the angular coefficient of the straight line turns out to be the trigonometric
tangent of the corner « that the same straight line forms with the positive direction
of the z-axis. When = — 1z the straight line passing through the points A and B
assumes a limit position, constituted by the straight line tangent to the function in
correspondence of the point A = (xg,yo), and the angular coefficient of this tangent
straight line is given by the limit of the angular coefficient of the straight line passing
through the points A and B, that is:
m' =tga’ = lim m = lim IZ% _ fim f@) = fwo)
T—XTo T—x0 T — X T—T0 Tr — X

= f'(20)
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We have therefore that the derivative of the function f in correspondence of the
point zq represents the angular coefficient of the straight line tangent to the function
in that point (that is it represents the trigonometric tangent of the corner o’ that the
tangent straight line forms with the positive direction of the z-axis) and indicates the
slope of the function in zy. The equation of the straight line tangent to the graph of
f in the point (zo, f(x0)), finally, is:

y— f(zo) = m'(z — x0)

that is:
y — f(zo) = f'(z0)(z — z0)
and also:

y = f(zo) + f'(x0)(x — 20)

A function f : X C R — R, then, is differentiable at a point xg interior with
respect to X if we can write:

f(x) = f(zo) = f(wo)(x —x0) + R for © — x

i.e. the increment of the function in correspondence of a small variation of the inde-
pendent variable can be expressed as the sum of a linear term and of a negligible term.
In particular, in this formula f(z) — f(xo) represents the increment of the depend-
ent variable as a consequence of a variation of the independent variable, increment
measured on the graph of the function f, while f'(x¢)(x — o) represents the analog-
ous increment measured on the straight line tangent to the function in z¢p and R is a
negligible quantity (in particular we have R = o(x — x¢) for x — x¢). This formula
can also be written as:

f(x) = f(zo) + f'(x0)(x —x0) + R for & — x

from which it turns out that, close to the point zg, the function f(x) can be expressed
as the sum of the straight line tangent to the same function in the point zy and of a
negligible quantity, i.e. the function f(z) can be approximated, close to the point xg,
by the straight line tangent to the function itself in xg, with an error that turns out
to be negligible.

The term f’(zq)(x — ) is called differential of the function f in the point z, and
in the case of infinitesimal increment of the independent variable z it is denoted by:

dy = f'(xo)dx

This quantity represents the increment of the dependent variable (the y) when the
independent variable (the z) varies of a small quantity, increment measured on the
straight line tangent to the function in ¢ and, as seen above, for values of = close to
xo such increment constitutes a good approximation of the variation of the y observed
on the function f.

In the case of real functions of a real variable (that is f : X C R — R) the notion of
differentiability is equivalent to that of derivability (that is a function is differentiable
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in a point if and only if it has a derivative in that point), while in the case of real
functions of several real variables (that is f : X C R™ — R) this equivalence is not
anymore valid (in particular, the notion of differentiability implies that of derivability
but the viceversa does not necessarily hold).

Example 124 Determine the equation of the straight line tangent to the graph of the
function:
fl@) = aer?

in correspondence to the point o = 1 and the differential of the function in
correspondence to the same point.

The equation of the straight line tangent to the graph of f in correspondence to
the point (1, f(1)) is given by:

y=f(1)+ f(1)(x—-1)
so that we must consider:

flz)=a2%"""1= f(1)=1

flx) =2 4+ 32%e" ! =22 Nz +3) = f/(1) =4

and then we get:
y=144(z-1)=y=4x -3

that is the equation of the straight line.
The differential of the function then is:

dy = f'(z)dx

that is:
dy = [z%e" ' (z + 3)] da

and in the point zg = 1 such differential is:
dy = 4dx

Example 125 Determine the equation of the straight line tangent to the graph of the
function:

3
x> —3x+4
in correspondence to the point o = 2 and the differential of the function in
correspondence to the same point.

The equation of the straight line tangent to the graph of f in correspondence to
the point (2, f(2)) is given by::

y=rf2)+f2)(x-2)
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so that we must consider:

3 _
f) =T S o) = 3
—4)(322 =3)—a3+3z -4 223 —-1222+8
flay = =D ool A ) = s
and we get:

y=-3—-6(z—2)=y=9—6z

that is the equation of the straight line.
The differential of the function then is:

dy = f'(z)dx

that is:
223 — 1222 + 8
dy‘[ CEE ]dw

and in the point xg = 2 such differential is:

dy = —6dz

5.3 Derivability and continuity

The continuity and the derivability of a function represent important conditions
of regularity that allow to obtain pieces of information on the behaviour of the same
function. With reference to the link between these two notions, we have that if a
function has a derivative at a point then it is also continuous at that point. The
viceversa instead doesn’t necessarily hold (that is, a function can be continuous at a
point without having a derivative at that point), therefore we can deduce that the de-
rivability represents a more restrictive condition than the continuity. As consequence
of the first relationship, then, we have that if a function is not continuous at a point,
then it has not a derivative at that point.

As shown in the previous Chapter with reference to the continuity, in general
the elementary functions (and those obtained from them through the usual algebraic
operations, the operation of composition and the calculation of the inverse) are con-
tinous and have a derivative on all their domain (except eventually in single points).
The problem arises in the case of piecewise defined functions, relatively to the points
in correspondence of which the analytical expression of the function changes, so that
in these points it is necessary to study explicitely the continuity and the derivability
of the functions considered. With reference to this aspect, a sufficient condition that
can be used to verify the derivability of a function at a point (without having to resort
to the definition) is the following:
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If f is defined and continuous in a neighbourhood of xo (included xy) and it has a
derivative at each point x # xo, and if there exists finite the limit of f'(x) as x — g,
then f has a derivative also at xg and we have:

f(eo) = lim_ f'(x) = lim_f'(z)

This result expresses the continuity, at the point xg, of the first derivative, as
the double equality reported above is exactly the definition of continuity at the point
xo applied to the function f’(z). As a consequence, the functions for which the
derivability at x¢ can be checked using this result not only have a derivative but also
have a continuous derivative at xo (we use in this case the notation f € C'(X) to
denote the class of functions that have a continuous derivative at X). If the limits
lm,_ = f/(z) do not exist, however, it is not possible to conclude that f/(zg) does

not exist, since that considered is a sufficient (but not necessary) condition for the
derivability.

Example 126 Discuss the continuity and the derivability of the following function:

0 if <0
e if >0

With reference to the continuity we have first of all that f(z) is continuous Vz # 0
(since it is defined through elementary functions that are continuous on their domain).
To verify the continuity also at x = 0 then we must consider:

lim f(z)= lim 0=0

r—0~ x—0~

I = lim 7% =0
A )= g e

f(0)=0

and since we have:

lim f(z) = lim f(z) = f(0)

z—0~ z—0t

then f(z) is continuous also at z = 0.
With reference to the derivability, on the other hand, we have first of all that, for
x # 0, the function has a derivative with:

0 if <0
fa@y=1

—ze’i if >0
T
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(it can be observed that, in the case of a piecewise defined function, passing from the
expression of the function f(z) to that of its derivative f'(x) a point is “lost”, that is
the point in correspondence of which the analytical expression of the function changes
- in this case it is the origin -). At this point, to verify if f(z) has a derivative also
at the origin (keeping in mind that in that point it is continuous, since if it were not
it could not have a derivative) it is possible to apply the sufficient condition reported
above, considering;:
lim f'(z) = lim 0=0

x—0~ rz—0~

1 1
i / — i e T —
thm f'(xz) = zhmO+ ¢ 0

Since these two limits are equal, then, it is possible to conclude that f(x) has a
derivative also at x = 0, and furthermore:

f(0) = lim. f'(z) = lim f'(z)=0

z—0+

Example 127 Discuss the continuity and the derivability of the following function:

ae® if <0
flx) = with a, B € R
22 +3z+8 if x>0

With reference to the continuity we have first of all that f(x) is continuous Vz # 0
(since it is defined through elementary functions that are continuous on their domain).
To verify the continuity also at x = 0 we must then consider:

lim f(z) = lim ae®” =«

rz—0~ rz—0~

. o . 2 o
i 1) =l (#+305) =

f(0) =«

and in order to have f(x) continuous also at = 0 we must have:

lim f(z) = lim f(z) = f(0)

r—0~ rz—0t

that is:
a=p
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With reference to the derivability, we have first of all that, for x # 0, the function
has a derivative with:
ae® if z<0
fx) =
2¢+3 if >0

For f(z) to have a derivative also at x = 0 first of all the function must be
continuous in z = 0, therefore it must be a = 3, furthermore since we have:

lim f'(z) = lim ae” =«

rz—0~ rz—0~

lim f'(z) = lim (22 +3) =3

r—0t z—0

for the sufficient condition of derivability it must be & = 3. In conclusion, f(x) has a
derivative also at £ = 0 if « = § = 3 and in this case we have:

£(0) = Jim f(z) = lm /() =3

z—0t

5.4 Taylor-Mac Laurin’s formula

As seen above, if a function f is differentiable at a point g, in a neighbourhood
of this point the increment f(xz) — f(zo) is well approximated by the differential
f(zo)(x — zp), and as a consequence the function can be approximated by the first
degree polynomial f(zg) + f/(zo)(x — xo), that is by the straight line tangent to the
function in the point . Sometimes, however, this linear approximation (also called
“first-order approximation”) is too broad and does not give sufficient information, so
that it is possible to try to approximate the graph of the function f, close to the
point xg, with a curve that follows its behaviour better than a straight line. This
possibility is offered by the so-called Taylor’s formula, centered at xy and up to the
order n, that allows to approximate locally (in a neighbourhood of the point zg) a
function, with an opportune number of derivatives, through a polynomial of degree
n, making in this way a negligible error. With reference to this aspect, the following
result holds:

If f is a function with n — 1 derivatives at a neighbourhood U of xy and with
n derivatives at xo, then Yax € U the following Taylor’s expansion (with Peano’s
remainder) holds:

. (3671'0)2+...+%(wfxo)nJrO((w*%o)n

(zo)
2!

£(2) = £(wo) + f/(xo) (@ —z0) + L

as T — xo.
In the particular case in which xg = 0 the formula is called Mac Laurin’s expansion
(with Peano’s remainder).
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Taylor’s formula expresses therefore a function as the sum of a polynomial of
degree n (called Taylor’s polynomial) and of a term (the remainder) that turns out
to be negligible, and the approximation that it allows can be improved increasing the
degree n of the approximating polynomial.

Example 128 Determine Taylor’s expansion centered at xo = 3 and up to the third
order, and then Mac Laurin’s expansion up to the third order, of the function:

f(z) =e* 4 cosx
Taylor’s expansion centered in o = 3 and up to the third order is:

f(z)= f(3)—|—f'(3)(x—3)+@(x—3)2+f3—§3)(x—3)3+0 ((z— 3)3) forz — 3

and as we have:
f(x) =e®+cosz = f(3)=e>+cos3
f'(z) =e* —sinz = f'(3)=e3—sin3
f'(x)=e* —cosx = f"(3)=e3—cos3
f"(z) =e® +sinz = f"(3)=¢e®+sin3
it becomes:
f(@) =€+ cos3+ (e* —sin3)(z — 3) + %( 3 — cos3)(x — 3)%+

+%(63+Sin3)($—3)3+0(($—3)3) forx — 3

where, eventually, it is possible to explicit the computations concerning (z — 3)? and
(x — 3)3.
Mac Laurin’s expansion up to the third order, then, is:
f"(0)

1) = fO + £+ T2 s L0 o0y ore 0

1"

and as we have:

f(0)=2 f(0)=1 f1(0)=0 f1(0) =1

it becomes:

f(x):2+x+%x3+o(x3) forz — 0
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Example 129 Determine Mac Laurin’s expansion up to the third order of the

function: .
f(x) — eSan‘
The expansion is:
f@) = 10 + £+ L0 L 000 o @y e

and as we have:

flz) =ein® = f0)=1

f'(z) = e cosz = f(0)=1

f"(z) = e *(cos’ z — sinx) = f"(0)=1

f"(x) = es™*cosw(cos’x — 1 — 3sinz) = f"(0)=0

it becomes: 1
f(ac):1+x+§x2+o(x3) forz — 0

The same result can be obtained resorting to Mac Laurin’s expansions of the
elementary functions introduced in the previous Chapter. In particular, given the
function f(x) = €% it is possible to define sinz = ¢, and then the function can be
expanded according to Taylor’s formula in the following way:

t o 3
ezl—i—t—l—ﬁ—l—g—i—o(t) fort — 0
and substituting then to t the expression sinz we have:

sinx  sin®zx

2 + 6
At this point it is possible to expand the function sin x obtaining (observing that in

the computations all the terms of degree higher than three are not written explicitely
since they are encompassed in the symbol o (sc3)):

eSinz:1+Sil’lSU+ +O(Sjn3x) forz — 0

sinz __ 563 3 1 x3 3 ?
€ =1+ 1’*54’0(56) +§ SU*g‘FO(Zl’) +

_ é(x_z—?+o(x3)>3+o(x3) _

(2 +0 (%) + 5 (& +0 (%) +0 (") =

N | =

:1+x—%x3+0(x3)+
1 1 1

:1+x—6x3+§x2+6x3+0(x3) =

:1+x+%x2+o(x3) forz — 0
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Alternatively, given the function f(z) = e it is possible to expand initially
sin x obtaining:

eSine _ ex—%—?-&-o(ﬁ)

3
T
then it is possible to define t — — +o0 (x?’) = t and to expand the exponential function

forx — 0

3!
obtaining:
t ot 3
ezl—i—t—i—a—i—g—i—o(t) fort — 0
3
and substituting again to ¢ the expression x — 3 +o0 (x3) we have also in this case:

1 1 1
:1+x—6x3+§x2+6x3+0(x3) =

1
:1+x+§x2+0(x3) forx — 0

As seen in the previous Chapter, finally, Mac Laurin’s expansions of the elementary
functions can be used in the calculation of certain limits, as they allow to solve the
indeterminate forms that appear in the resolution of these limits.

5.5 Derivatives and behaviour of a function

The analysis of the derivatives of a function gives a series of information useful
to establish the behaviour of the same function, and eventually to obtain a graphical
representation. In order to apply the results described below the functions considered
must have a derivative, but (as observed before) the elementary functions and those
obtained from them through algebraic operations and compositions have a derivative
(except, eventually, in single points), so that the criteria illustrated are applicable
in the great majority of cases (while in the eventual points of non derivability it is
necessary, for the control of certain properties, to use the corresponding definition).

The results that can be obtained from the study of the derivatives of a function
concern in particular:

e monotonicity (and invertibility) of the function
e extremum points (maxima and minima) of the function

e concavity and convexity (and inflection points) of the function
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5.5.1 Monotonicity

In order to obtain information relative to the monotonicity of a function it is
possible to use the first derivative of the function itself. With reference to this aspect,
given a function f : X C R — R with derivative in X, and given an interval I = (a,b)
included in X, the following results hold:

(a) Necessary and sufficient conditions

f increasingon I < f'(z) >0 Vzel
f decreasing on [ < f'(z) <0 Vel

(b) Sufficient conditions

f'(x) >0 Vz €I = f strictly increasing on I

f/(x) <0 Vz €I= fstrictly decreasing on I

It is necessary to observe that the use of these conditions in order to verify the
monotonicity of a function on its domain requires that it is an interval; if this is not
true, the results can be applied on each of the intervals that constitute the domain of
the function, but they cannot be applied globally.

The conditions linked to the monotonicity of a function can be used also to obtain
information concerning its invertibility. As observed in Chapter 3, the strict mono-
tonicity of a function over an interval is a sufficient condition for its invertibility
over that interval. In the case of functions with a derivative we have therefore that a
sufficient condition for a function f to be invertible over an interval I is that it has
over this interval first derivative of constant sign (different from 0), that is we have:

(@) >0 (or f'(x) <0) Vo €= f invertible over [

5.5.2 Maxima and minima

The study of the sign of the first derivative of a function allows also to ob-
tain information with respect to the presence of eventual extremum points (maxima
and minima) of the same function. With reference to this aspect, given a function
f: X CR — R with a derivative over X, with z( interior point with respect to X,
the following results hold:

(a) Necessary conditions

x point of relative maximum = f/(zg) = 0

zo point of relative minimum = f'(z) =0
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Given a function f : X C R — R continuous at zog € X and with a derivative
at a neighbourhood of xg, U(xg), except eventually the point xg, then, the following
results hold (where z is a stationary point, i.e. such that f’(x¢) = 0):

(b) Sufficient conditions

f(x)>0 VoeU_(xo)
= o point of relative maximum

fl(x) <0 VoeUg(xo)
f(x) <0 VoeU_(xo)

= o point of relative minimum
fl(x) >0 VoeUg(xo)

It must be observed that the necessary conditions illustrated in (a) to verify the
presence of maxima and minima require that such points be interior to the domain.
The sufficient conditions illustrated in (b), instead, allow to find such extremum points
also when the necessary conditions cannot be applied (i.e in the case of points not
interior to the domain, or in the case of isolated points or of points of non derivability).

5.5.3 Concavity and convexity

In order to obtain information relative to the concativity and convexity of a
function it is necessary to introduce the second derivative of the function itself. This
is simply the derivative of the first derivative (that is the limit of the difference quo-
tient built using the function f’ instead of the function f, provided this limit exists
finite), and it is calculated using the same rules seen before, applied to the function
/! instead of the function f.

At this point, given a function f : X C R — R with second derivative over X, and
given an interval I = (a,b) included in X, the following results hold:

(a) Necessary and sufficient conditions

fconvexon I & f'(x) >0 Voel

f concave on [ < f"(z) <0 Vrel

(b) Sufficient conditions

f’(x) >0 Vx €I= f strictly convex on [

f’(x) <0 Vaxel= f strictly concave on I
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The study of the second derivative allows also to find the presence of eventual
inflection points. With reference to this aspect, given a function f : X C R — R
with second derivative over X, with zq interior point with respect to X, the following
results hold:

(a) Necessary conditions

x¢ inflection point = f”(zg) =0

Given a function f : X C R — R continuous at o € X and with second derivative
in a neighbourhood of xq, U(xy), except eventually the point xg, the following results
then hold (where ¢ is a point such that f”(z) = 0):

(b) Sufficient conditions

/() 20 VYzeU_(x9)
= z¢ descreasing inflection point
f'(@) <0 Vo e Us(xo)

f'(x) <0 VeeU_(xg)
= z¢ increasing inflection point
f(x) 20 Vz € Uy(zo)

The inflection points can also be classified according to the value of the first
derivative of the function calculated in correspondence of such points; if xgy is an
inflection point we have in fact:

inflection point with horizontal tangent if f'(z) =0
inflection point with vertical tangent if limg ., f'(z) = oo

oblique inflection point in the other cases

In conclusion, to obtain information on the behaviour of a function using its de-
rivatives, it is possible to compute these derivatives (first derivative and second deri-
vative) and then to study their sign. Applying the criteria illustrated above, finally, it
becomes possible to obtain indications on the monotonicity and the presence of even-
tual extremum points (through the first derivative) and on the concavity/convexity
and the presence of eventual inflection points (through the second derivative) of the
function considered.
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Example 130 Discuss the monotonicity and the invertibility of the function:

3—x
=1
f(z) =log—
The function is defined for:
3
>0
z =0<z<3
x#0
and its first derivative is:
—x—3+=x
/ _ x2 _ 73 . x — 3
fo)=—F=7—- 2 3—x 2(3 — )
T

For 0 < < 3 we have f'(x) < 0, therefore f(x) is strictly decreasing on its
domain, and hence it is invertible.

Example 131 Discuss the monotonicity and the invertibility of the function:
flz)=2® 32> +22 -4
The function is defined for each value of x € R and its first derivative is:
f'(x) = 32% — 62 +2

We then have:

3-43 3++3
3

fl(x) <0 for <x<

3—+3 3+3

fl(z)=0 for z= 3 Vo oxz= 3

f'(x) >0 for x<3_3\/§ \Y x>3+3\/§
so that f(x) is strictly decreasing on the interval 3 73\/3, 3 +3\/§> and strictly
increasing on each of the intervals | —oo, 3 _3\/§ and 3 +3\/§, +o00 |. As a con-

sequence, f(x) is not invertible on R, while the restrictions to each of the three
intervals listed above are invertible.
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Example 132 Determine eventual mazima and minima of the function:
f(z) = 3z(logz — 2)2

The function is defined on the interval (0, 4+00) and its first derivative is:

1
f'(z) = 6z(logx — 2); +3(logz —2)? = 3(logz —2)(2 +logz — 2) =
= 3logz(logz — 2)

At this point, studying the sign of the two factors ans combining the results we
get:
fl(z) <0 for 1<z<eé?

fl(x)=0 for =1 VvV x=¢2

fl(z)>0 for O0<z<1l V x>¢2

from which we deduce that f(x) is strictly decreasing on the interval (1,e?) and
strictly increasing on the intervals (0,1) and (€2, +00), as a consequence x = 1 is a
point of relative maximum and x = €? is a point of relative minimum (and also of
absolute minimum as f(x) > 0 on its domain and f(e?) = 0).

Example 133 Determine eventual maxima and minima of the function:

flz)=vVr+3-2x
over the interval [0,10].

The function is defined over the interval [0, +00), furthermore since f is continuous
over the closed and bounded interval [0, 10] by Weierstrass Theorem it admits absolute
maximum and minimum over this interval. Its first derivative is:

1 9 _ 1—4x

f/(x)ZQ\/E_ = 2\/5

for which we have:

1
l
f'(x) <0 for z> 75

1
/ — _
fi(x)=0 for xf—lﬁ

1
! f —
f'(x) >0 for O<9c<16

1
from which we deduce that f(x) is strictly decreasing on the interval(E, +oo) and

. . . . 1 1. . . .
strictly increasing on the interval | 0, 6 and z = 6 is a point of relative maximum.
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To find absolute maximum and minimum on the interval [0, 10] it is then necessary
to consider also the extremes of this interval, calculating the value of the function
in correspondence of these extremes (and of the point of relative maximum found
before). As we have:

=3 ()% fa=vi-r

1
we conclude that x = — represents the point of absolute maximum and x = 10 the

point of absolute minimum of f(z) on the interval [0,10]. Over this interval, as it
turns out from the previous analysis, it is not sufficient the use of the first derivative
to find maxima and minima, since not all of them are interior to the interval itself;
it becomes therefore necessary a separate study of the points that constitute the
extremes of such interval.

Example 134 Discuss convezity and concavity of the function:
f(z) =322 -2z +4
The function is defined for every value of x € R and its first derivative is:
f(x) =6z —2

while its second derivative is:
f(x) =6
As f"(xz) > 0 Vz € R we can conclude that f(z) is strictly convex over all its
domain.

Example 135 Discuss convezity and concavity of the function:
f(z) = 3z(logx — 2)?

The function (the same of Example 131) is defined on the interval (0, +00) and
its first derivative is:
f'(z) = 3log z(logz — 2)

while its second derivative is:
1 3 6
"(z) = =31 —(1 -2)=—-(1 -1
fi(z) = —3logz + —(logz —2) = —(logz — 1)
6
Over the domain, the sign of f”/(z) depends only on the factor (logz — 1) (as -

is always positive) and we have:

f"(z) <0 for O<z<e
f"(z)=0 for z=e

f'(x) >0 for xz>e
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from which we deduce that f(x) is strictly concave over the interval (0, e) and strictly
convex over the interval (e, 4+00) and « = e is an inflection point (in particular it is
an increasing oblique inflection point).

5.6 Study of a function

The results concerning the functions obtained previously (relatively to the do-
main, the sign, the intersections with the axes - presented in Chapter 3 -, the limits
- presented in Chapter 4 -, the relationships between derivatives and monotonicity,
extremum points and convexity - presented in this Chapter -) can be used jointly to
obtain the study of a function, that consists in the analysis of all the elements that
characterize a function, starting from its analytical expression, in order to obtain its
graphical representation.

In particular, in the study of a function it is possible to proceed considering the
following elements:

1. domain

2. sign of the function, intersections with the axes, symmetries
3. behaviour at the frontier (limits) and asymptotes

4. first derivative, monotonicity, local extrema

5. second derivative, concavity, inflection points

6. graph of the function

If the study of the sign of the function or that of the second derivative turns out
to be particularly complex, then, it is possible to omit it, deducing the behaviour of
the function from the other elements.

Example 136 Study the function:
fla) = 2
In this case we have:
e Domain of the function
In this case there are no restrictions to impose, therefore the domain is:
D=R
e Sign of the function, intersections with the axes, symmetries

We have f(z) >0 Vz # 0 and f(0) = 0, therefore the function intersects the axes
in correspondence of the origin (that is a global minimum), furthermore it does not
present symmetries.
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e Behaviour at the frontier and asymptotes

We have:
lim f(z) = lim 2%¢*7% = 400
T——00 T——00
and then: ,
lim f(z) = lim 2% "= lim —— =0"
——+00 r——+00 r—+oo eX—

so that y = 0 is an horizontal asymptote for x — 400, and furthermore since:

2, 3—x
lim M: lim re lim ze*™® = —00

r———c0 T zo—00 T z5—00
the function does not present oblique asymptotes.
e First derivative, monotonicity, local extrema
The function f(z) has a derivative Vo € D and the first derivative is:
fl(z) = —2%e* " + 20e* ™" = ¥ (2 — 1)
The sign of this derivative depends on that of (2 — ) and we have:

flx)<0 for z<0 V x>2
fl()=0 for 2=0 VvV ax=2

flx)>0 for 0<a<?2

so that f(x) is strictly decreasing on the intervals (—oo,0) and (2, +00) and strictly
increasing on the interval (0,2), furthermore x = 0 is a local (and also global) point
of minimum and x = 2 is a local point of maximum.

e Second derivative, concavity, inflection points

The function f(x) has second derivative Vo € D and this derivative is:

f'(x) = —2e3* + (2 —2)(—2e® " +e37%) = —zed "+ S (2 —2)(1 —x) =
= 370(2? — 4z 4+ 2)

The sign of this derivative depends only on the second factor and we have:

fi(z) <0 for 2—vV2<z<24+2
f(x)=0 for 2=2-v2 V z=2++2

f@)>0 for 2<2—v2 V z>2+2

so that f(z) is strictly concave on the interval (2 — /2,24 v/2) and strictly convex on
the intervals (—oo, 2—\/5) and (2 +/2, +oo), furthermore z = 2—+v/2 and z = 2+/2
are inflection points.
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e Graph of the function

Example 137 Study the function:

2 —2|z| +1
)= ———
/(@) |z] 4+ 1

In this case we have:
e Domain of the function

In this case it must be || + 1 # 0, that is always true, therefore the domain is:
D=R
e Sign of the function, intersections with the axes, symmetries

First of all it is possible to observe that:

(—2)? —2|-z|+1 2*—2|z|+1

e o T E i i A

so that f(x) is even. It is therefore sufficient to study it for > 0 (as its graph will
be symmetric with respect to the y-axis) and we have:

2 —2x+1 (z—1)?
= = ithx >0
1@ =—7 syl mere

from which it turns out that f(x) > 0 Va > 0, furthermore f(0) =1 and f(1) =0, so
that the function intersects the z-axis in the point (1,0) and the y-axis in the point
(0,1). The point x = 1, finally, is a global minimum point.
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e Behaviour at the frontier and asymptotes

We have:
2 1
2 1-= _
. . 2 —2x+1 ) v ( T + x2>
lim f(z)= lim ———— = lim =400
T——+00 r—+00 x+1 z——+00 < 1 >
z|14+—
T
and then:
2 1
2 1- 2 _
f(z) 2 —2x+1 * ( x xz)
xEI—Poo T T a—too  x2+4 1z - 111)51_100 1 1
z? (1 + —)
and finally:

Lo —2x4+1—-22—2x
= lim =
T— 400 LL’+1

1
Brl x<3+5>
et LTy
T—T00 T—T00
v :L‘(l-i-;)

xr——+00 r——+00

lim (f(z) —z)= lim (x——i—l

so that the function f(z) admits, for x — +oo, oblique asymptote of equation
y=x—3.

e First derivative, monotonicity, local extrema
The function f(z) has a derivative Va # 0 and the first derivative (for « > 0) is:

(+12x—-1)—(z—1)?2 (z—-1[2x+1)—(z—1)]

J@) = (z +1)2 - (x +1)2 B
C(z-1D@r+2-2+1) (z—1)(z+3)
(z+1)2 o (z+1)?

The sign of f'(x) depends (for > 0) only on (z — 1), we have therefore:

fl(x) <0 for O0<z<1
fllx)=0 for z=1
fl(x) >0 for z>1

so that f(z) is strictly decreasing on the interval (0, 1) and strictly increasing on the
interval (1,400), furthermore 2 = 1 is a local (and also global) minimum point.
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e Second derivative, concavity, inflection points
The function f(z) has second derivative Vz # 0 and this derivative (for z > 0) is:

f”(:c) _ (x+1)2(2x +2) — (22 + 22 — 3)2(z + 1) _

(z+1)*
2@+ 1P 2@+ D)@ +22-3) 2@+1)[(z+1)?—a®-22+3]
B (z+1)* B (z+1)* B
2+ 1)@ +22+1—-2—2z+3) 8
(x+1)4 C(z41)3

and for x > 0 we have f”(z) > 0, so that f(z) is strictly convex on the interval
(0, 400).

e Graph of the function

5.7 Exercises

Calculate the derivatives of the following functions:

D ) =tos (5 )

2 ()=
_ log(3x)
3) flo)= 1+ log (3z)

) f@)= eV

5) f(z) =+/log(z?+1)

6) fla) = oV
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23
8) J(@)=—F

141
9 fla)=

10) f(z) = zeVsine

11) f(z) =eT=

12) f(z) =logVa? +1

13) f(x) = zesin®

1) f(z)=2vI+a

15)  f(z) = (ze”)”

Given the function y = f(x), calculate the derivative of the inverse function
x = f~Y(y) in correspondence of the point yo = f(xg):

16) y=f(z)=e""2 with zo=1

17) y=f(z) =log(x® +2) with zo=—1

18) y=f(z)=+Ver with z=2

19) y=f(z)=Ve2 with z9=2

20) y=f(z)=e"*2  with zo=1

Given the function f(x), determine the equation of the straight line tangent to
f(x) in correspondence of the point xq:

21) f(x)=2yx+5x with z9=1

22) f(r)=22—-2+3 withzo=1

23) f(z)=logz+5zx with zo=1

2
—TE2 Gith mp =2

24)  f(z)
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25)
26)
27)

28)

f(x)=logxz ++/xr with zg=1
fz)=Vz+22 with x9=1
fl@)=¢€e"+sinz withzy=0

flx)=a3%e*"t  withay=1

Discuss the continuity and the derivability of the following functions on their do-

main:

4z ife<1
flz) = with o € R
ari+2 ifx>1
aet 1 ifr<l1
flz) = with o, 5 € R
alogez+ (4 ifz>1
az+ ifz <0
flz) = 3 with o, 5 € R
log(l4+ )+ —— ifz>0
1+

Determine Taylor-Mac Laurin’s expansion, centred at xo and up to the order n,
of the following functions:

32)
33)
34)
35)

36)

flx)=e* 25=0 n=3
f(x)=e*—sine 2p=0 n=3
fl@)=¢€"logz xp=1 n=2
flx)=e*—2%2 20=0 n=3

flz)=vV/1422x 29=0 n=3

Discuss the monotonicity and determine eventual mazxima and minima of the fol-
lowing functions:

37)

38)

flx)y=2®-222+2+5

f(z) =+/x+ =z on the interval [1,2]
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39) f(z)=+Z+2+ 3z on the interval [0,1]
40) f(z) =logx —+/x on the interval [2,4]
41) f(z) =+/x+1—=x on the interval [0,1]
42)  f(z) =log+/z on the interval (1,2]

43)  f(x) =2logx + 22

Discuss the concavity and convezity of the following functions:
44)  f(x) =2*+223 +6

7x2+2:c+5

) o)==

2

46)  f(x) =¥ 72
47)  f(z) = ze®

48) f(z) = e+

Study the following functions:
49) f(SU) — efz2+logz+2

e‘x|73

x



Chapter 6

Integral calculus

6.1 Primitives and indefinite integral

In the differential calculus, introduced in Chapter 5, given a function f it is possible
to associate to it a new function, called derivative function, that is denoted with f’.
In the integral calculus the first step consists in proceeding in the opposite direction,
so that given a function f it is necessary to determine a function F' whose derivative
is the initial function. In this way it is possible to introduce the notion of primitive
(or antiderivative) of a function and, then, that of indefinite integral.

Given a function f: X CR — R and given an interval I = (a,b) included in X,
a function F': I C R — R is a primitive (or antiderivative) of f if it holds:

F'(z)=f(z) Vxzel

If a function has a primitive, moreover, it has infinite ones, that differ for an
arbitrary constant, that is if F' is a primitive of f also F'+ ¢ (where ¢ is a constant)
is a primitive of f, in fact we have:

(F(z)+¢) =F'(z)+0=f(x) Vaxel

that indicates that also F' + c¢ is a primitive of f. On the contrary, it is unique the
primitive of f that takes a given value yg in correspondence of a given xg € I, that is
the primitive of f passing through the point P = (zg,yo).

Considering in fact the generic primitive F'(z)+c of the function f(x) and imposing
that it passes through the point P, that is imposing the condition:

F(xz) + ¢ =y
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we get:

c=yo— F(xo)

and substituting this value of the constant in F(z) + ¢ we have that the primitive is:

F(z)4+c=F(z)+yo — F(xo)

The set of all the primitives of a function f has particular importance and takes
the name of indefinite integral of f, that is denoted with the symbol:

/f(x)dx

so that we have:

/f(:c)dx =F(z)+c¢ withceR

The function f is called integrand function, while = constitutes the variable of
integration.

The problem of the indefinite integration of a function f consists in the determi-
nation of its indefinite integral, therefore in finding one of its primitives. In order to
get this result it is possible to use some rules that allow to reduce the calculation of
the primitive of a generic function to that of the primitives of the elementary functions
(that are known), in an analogous manner to what we have seen with reference to
the calculation of derivatives. In fact, a first result is constituted by the so-called
immediate integrals, that are obtained simply interpreting in a reverse way the table
of derivatives of the elementary functions, introduced in the previous Chapter.
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We have therefore the following results:

Derivation formula

153

Integration formula

Dx=1 /1dx:x+c
CL"X+1 N ) N xa—&-l
a+1_x with o # —1 /x dx—a+1+c
a® . o
=a" withO<a#1 /a“dx: +c
loga loga
De® = ¢” /e’”dw =e"+c
1 . 1
Dlog|z| = with & # 0 ;dx:10g|x|+c
@) . f'(z)
Dlog|f(x)| = with f(x) #0 / dx =log|f(x)|+c
@)l =5 ® o £@)
Dsinxz = cosx /cosxdx:sinx—i—c
Dcosx = —sinx /sinxdx:—cosx—i—c
1 1
Dtgr = — / s—dr =tgr+c
cos? x cos? x

Starting from these immediate integrals, then, to calculate the integral of a
generic function it is possible to use two properties of the indefinite integral and two
methods of integration, in order to reduce the integrals to be computed to one or
more immediate integrals (that are known).

The two properties used are the following:

(1) Homogeneity. If f(z) is a continuous function and k is a constant, then:

/kf(x)dx:k/f(x)dx

(ii) Additivity with respect to the integrand function. If f(z) and g(x) are conti-
nuous functions, then:

[t + gands = [ o+ [ gaida

(and the same holds in the case of a sum of more than two functions).
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These two properties indicate that the multiplicative constants can be “taken out”
from the sign of integral and that the integral of a sum of functions is equal to the
sum of the integrals of the single functions. Considering jointly the properties (i) and
(74) we have that the indefinite integral satisfies the property of linearity, that can be
summarized in the expression:

/ (é lm%(x)) dx = iki/fi(x)dx

according to which the integral of a linear combination of functions is equal to the
linear combination of the integrals of the single functions, and that expresses the
so-called procedure of integration by decomposition.

The two methods of integration used are then the following:

(1) Integration by substitution. If f(x) is a continuous function and x = ¢(t) is
a function with continuous derivative, such that there exists the composite function

f(p(t)), then:
/ f(2)dz = / Flo(t)) - & (t)dt

In practice, this method is used considering, in the initial integral, the substitution
x = @(t) and observing that, differentiating both members, we have dx = ¢'(¢)dt
that must also be substituted in the initial integral (where, therefore, the symbol dz
is interpreted as the symbol of differential).

(#i) Integration by parts. If f(z) and g(x) are continuous functions with continuous
derivative, then:

/ f(2)g (@)dz = f(z)g(x) - / f(@)g(a)dx

In practice, this method is used to calculate the indefinite integral of a function
that can be expressed as the product of two functions f(x) and ¢'(x), one of which
is the derivative of a known function. In this case, in the initial integral, f(z) takes
the name of finite factor while ¢’(x)dx takes the name of differential factor.

In conclusion, the aim of these methods of integration is to reduce the calculation
of a given integral to that of a simpler integral (through an appropriate substitution,
or through an appropriate choice of the finite factor and of the differential factor),
that therefore can be solved.

With reference to the conditions that guarantee the integrability of a function,
finally, it is possible to show that each continuous function over an interval has primi-
tives on that interval. However, not always can these primitives be expressed through
elementary functions; when this is possible the function considered is said to be ele-
mentarly integrable.
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Example 138 Determine the generic primitive of the function:
f(z) =2+ 3z +2

In this case, using the procedure of integration by decomposition, we get first of

all:
/(sc2+3x+2)dx:/x2dx+/3xd:c+/de:
:/xQd:c+3/xd:c+2/d:c

At this point each of the integrals in which the original one has been decomposed
can be easily calculated (as they are immediate integrals), we have therefore:

3 2

/deerB/xderQ/dx:%+3%+2x+c:

:%x3+g:ﬂ2+2x+c with c € R
that represents the generic primitive of the function f(z). It is also possible to observe
that in the calculation of an integral it is possible to check the result, simply deriving
the function obtained from the calculations; since this function represents a primitive
of the initial function, by definition its derivative must be exactly the function con-
sidered at the beginning, that is the function that appears under the sign of integral.
In the example considered we have:

1 3
D<§x3+§x2+2x+c) =224 3x+2

that is exactly the initial function, so that the function obtained is effectively its
generic primitive (that is its indefinite integral).

Example 139 Determine the primitive of the function:
flz) =2 4+3z+2
passing through the point P = (2, 3).

In this case first of all it is necessary to determine the generic primitive of f(x),
that is (as it has been calculated in the previous exercise):

1 3
/(x2+3x+2)dx:§x3+§x2+2x+c

At this point we impose that this function passes through the point P = (2, 3),
that is:

(2)3+%(2)2+2-2+c:3
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from which we get:
38 +c=3=c= _®
3 N 3
and substituting in the generic primitive the value of ¢ just found we get:

1 3 29
F(x)=§x3+§x2+2x—§

that represents the primitive of the function f(x) passing through the point P = (2, 3).

Example 140 Determine the generic primitive of the function:

32—z -2

x

f(z)
and then find the primitive of the same function passing through the point P = (1,0).

In this case, using the procedure of integration by decomposition, we get first of

all:
3 . 3
i X X i

:3/x2dx—/x_%dx—2/idx

At this point each of the integrals obtained can be easily computed (as they are
immediate integrals), we have therefore:

1 3 g3
3/x2dx7/x*%dx72/;dx:3%f$—210g|x|+c:

2
=23 — 2y/z — 2log|z| + ¢

that represents the generic primitive of the function f(z). Imposing then that this
primitive passes through the point P = (1,0) we get:

(1) —2v1—2log|1|+¢=0

from which:
1-24c¢c=0=c=1

and substituting in the generic primitive the value of ¢ just found we have:
F(z) = 2% — 2/x — 2log |z + 1

that represents the primitive of the function f(x) passing through the point P = (1, 0).
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Example 141 Calculate the indefinite integral:

/sin(2x + 3)dz

In this case it is possible to use the method of integration by substitution, to this
end we consider first of all:
2vr4+3 =t

from which we also have: i3
T =0
and differentiating both members we get:

1

At this point it is possible to substitute the expressions obtained for 2z + 3 and
for dx in the initial integral, that becomes:

1
/sin(2x+3)d:c: /sint~§dt

This integral can be easily solved, we have in fact:

1 1 1
/sint- §dt: E/sintdt: -3 cost+c

and finally, substituting to ¢ its original expression, we get:
1
—3 cos(2x 4+ 3) + ¢

that represents the solution.

Example 142 Calculate the indefinite integral:

/log xdx

In this case it is possible to use the method of integration by parts, to this end
first of all the integral can be written as:

/ 1-logzdzx

then it is necessary to choose, between the two factors appearing under the sign of
integral, the finite factor and the differential factor (that is, in practice, the functions
f(z) and ¢'(x) that appear, together with f'(x) and g(z), in the formula of integration
by parts). In this case the choice to make is:

f(z) =logz g () =1
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so that the functions to use in the formula of integration by parts are:
, 1
f@) =lgr  [(r) =

gy=r  J@)=1

and applying this formula of integration we get:

1
/1-log:cdx:xlog:cf/;xdx:xlog:cf/dx:

=zlogx —z+c=xz(logz—1)+¢

that represents the solution.

It is possible to observe that, choosing f(z) = 1 and ¢'(z) = logz, it wouldn’t
have been possible to solve the integral as it wouldn’t have been possible to find the
function g(x) that appears in the formula of integration by parts (in this case, being
g'(x) = log x, the function g(z) is the primitive of log x, that is exactly the function
we are trying to calculate). In practice, the rule to follow is the one that consists in
choosing as the function ¢’(z) the more “complicated” but that, at the same time, is
immediately integrable between the two functions that appear in the initial integral
(in the case under examination the more “complicated” of the two functions that

appear in / 1-log zdz is log z, that however is not immediately integrable, so that it

is necessary to choose ¢'(x) = 1).

Example 143 Calculate the indefinite integral:

/ zetdr

In this case it is possible to use the method of integration by parts, considering
first of all:

then we have:

glz)=e®  g'(x)=e"
and then:
/xe’”dx:xex —/e’”dx:xe“‘ —e*+c=
=e"(z—1)+c

that represents the solution.
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In this case it is possible to observe that, considering the choice f(x) = e® and
g'(x) = z, it would have been necessary to calculate (applying the formula of inte-

gration by parts) an integral more complex than the initial one (precisly [ z%e®dz) so

that it wouldn’t have been possible to solve the problem. It remains therefore valid the
rule mentioned above, according to which it is opportune to choose as the function
g'(x) the more “complicated” but that at the same time is immediately integrable
between the two functions that appear in the initial integral (in this case the more

“complicated” of the two functions that appear in [ xe®dz is e, that is immediately

integrable, so that we consider ¢'(x) = e®).

Example 144 Calculate the indefinite integral:

/xZemdx

In this case it is possible to use the method of integration by parts, considering

first of all:
fl)=2*  fl(a)=2z

then we have:
/xZemdx =z — Q/xemdx

At this point the new integral / xe®dx can itself be solved by parts (it is the

integral calculated in the previous exercise), so that in the end we get:

/xze’”dx = 2%e® — Q/xe’”dx = 2%e® — 2[e%(x — 1) + ] = 2%e” — 2zxe” + 26" +c =
="z —22+2)+¢

that represents the solution (in this case it is possible to observe that the product
—2c that appears developing the computations continues to be denoted with c¢ since
this is an arbitrary constant, that therefore can assume every value, exactly as —2¢).

Example 145 Calculate the indefinite integral:

/ e” sin xdx

In this case it is possible to use the method of integration by parts, considering

first of all:
f(z) =sinz f'(z) = coszx
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then we have:

/e’” sinzdr = e*sinx — /e“‘ cos xdx

At this point the new integral / e” cosxdr can itself be solved by parts consi-

dering:

so that we get:

/e“‘ sinzdr = e*sinz — /e’” cosxzdr = e*sinx — {ex cosz + /e’” SiIlCL’dCL‘:| =

= ezsinxfexcosxf/ezsinxdx

and then, observing that in the left and in the right-hand side there is the same
integral:

Q/exsin:cd:c =e¥sine —e®cosx + ¢

and finally:

1
/ez sin xdx = §ez (sinx — cosx) + ¢

that represents the solution (it is possible to observe that in the right-hand side the
constant ¢ appears when the symbol of integral disappears, since up to this point it
is “embedded” in the symbol of integral itself).

In this case the integral could have been solved, always by parts, also choosing at
the beginning f(x) = e® and ¢’(x) = sinx and, in the second integration by parts,
f(z) = €® and ¢'(z) = cosx (i.e. it is necessary to choose in both integrations by
parts as f(z) the exponential function and as ¢’(z) the trigonometric function, or
viceversa, because otherwise we get the identity 0 = 0 that does not allw to calculate
the initial integral).
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6.2 Definite integral

A different concept with respect to that of indefinite integral introduced in the
previous Section is that of definite integral. Given a function f : X C R — R and
given an interval I = [a, ] included in X, the definite integral of f between a and b is
the number that represents the area (with sign) of the surface included between the
graph of f and the z-axis relatively to the interval [a, b], that is:

]

fi(x)

This integral is denoted with the symbol:

/ab f(x)dx

where f is called integrand function, x is the variable of integration, while a and b
constitute respectively the lower and the upper extreme of integration.

In the case of a function f(z) > 0 Va € [a,b] (that is of a function whose graph
is never below the z-axis) the value of the integral is itself > 0, while in the case
of a function f(z) < 0 Vz € [a,b] (that is of a function whose graph is never above
the x-axis) the value of the integral is itself < 0. In the case of a function f(x) that
changes sign in the interval [a, b], on the contrary, the value of the integral represents
the difference between the (positive) area of the surface included between the part of
the graph that lies above the z-axis and the z-axis itself and the (negative) area of
the surface included between the part of the graph that lies below the z-axis and the
x-axis itself, that is in this case the value of the integral represents the result of the
“compensation” among positive and negative areas.

With reference to the conditions that guarantee the existence of the definite in-
tegral of a function, it is possible to prove that each continous function on a closed
interval [a,b], or bounded on the interval [a,b] (with eventually a finite number of
points of discontinuity), or monotonic on the interval [a,b] (with eventually a count-
able infinity of points of discontinuity) turns out to be integrable over such interval.

The definite integral enjoys a series of properties; first of all we put by definition:

/aa f(z)dz =0 /ab f(x)de = — /b f(x)dz with b <a

and then the following properties hold (where f and ¢ are continuous functions,
therefore integrable, over the interval [a, b]):
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(1) Homogeneity. If k is a constant, then:

b b
/ kf(x)dx = k/ f(z)dz
(#i) Additivity with respect to the integrand function. We have:

b b b
/ (f(2) + g(x)) d = / f(a)dz + / o(e)de

(#43i) Linearity. From properties (i) and (i) we get:

b n n b
/ (Z kifi(x)> de = Zki/ fi(x)dx
a \i=1 =1 Ja
(1v) Additivity with respect to the interval of integration. We have:
b c b
/ f(z)dz :/ f(x)dx —|—/ f(x)dz Ve e (a,b)
(v) Positivity. If f(x) > 0 Vx € [a, b], then:

/bf(x)d:c >0

(vi) Monotonicity. If f(z) < g(x) Yx € [a, b], then:

/ab flz)dz < /abg(x)dx

/ab f(x)dx

The fundamental Theorem of integral calculus (or Torricelli-Barrow theorem) es-
tablishes then the link between differential calculus and integral calculus (and also
between definite integral and indefinite integral), and it gives the rule that allows, in
practice, to calculate a definite integral. According to this theorem, given a function
f(z) continuous over [a, b], the corresponding integral function, that is defined as:

(vit) We have:

b
< / ()] da

Plz) = / FO)dt  with @ € a8
is continuous and has a derivative Vz € [a, b] and we have:

F'(x) = f(x)
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The integral function is a function that indicates the value of the area (with sign)
of the surface included between the graph of f and the z-axis in the interval [a, z],
with = that varies in [a, b] (therefore when = changes, the value of the area changes,
and for this reason we get a function), that is we have:

-

ity

o e ———

and by the fundamental theorem of integral calculus the integral function of f turns
out to be a primitive of f, more precisely the one that in & = a is equal to 0 (as
a

F(a) = f(®)dt = 0). From this theorem we then have, as a Corollary, that the

calculation of a definite integral can be done using the following formula:

b
/ f(@)dz = [G@)], = G(b) - G(a)

where G is a generic primitive of f. This means that the definite integral of a (con-
tinuous) function over an interval is equal to the difference between the values that a
generic primitive of the same function assumes in the upper extreme and in the lower
extreme of integration.

Example 146 Calculate the definite integral of f(x) = x first on the interval [0, 1]
and then on the interval [—1,1].

2
x
In this case we have (observing that a primitive of x is 7)

/lxdx[ﬁrl_szl
0 2], 2 2 2

that represents the value of the integral on the interval [0, 1], and then:

1 271 2 2
221t 12 (-2 11
/1xdx[2]_12 > “27 370

the represents the value of the integral on the interval [—1,1].
It is possible to observe that, in the choice of the primitive to use for the calcu-
lation, it is possible to omit the arbitrary constant ¢ (that is, in practice, to choose
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¢ = 0) since this constant, in any case, cancels out considering the difference between
the values that the primitive assumes in correspondence of the upper and of the lower
extreme of integration.

This example can be used also to underline the geometric meaning of the definite
integral; in particulat, the first integral constitutes the (positive) area of the triangle
(with basis and height equal to 1) represented in the picture:

v
R N flxFx
;
0 1 X
. . 1-1 1 . . .
This area is equal to —— = = as in fact it turns out from the calculation of

the definite integral. The second integral considered, on the other hand, constitutes,
from the geometrical point of view, the algebraic sum of the areas of the two triangles
represented in the picture:

tl

1
Each of these two areas is equal to 3 but since one is positive and the other is

negative their algebraic sum is equal to 0, as indeed turns out from the calculation of
the definite integral (that therefore in this case expresses the compensation between
positive areas and negative areas). In practice, to use the definite integral for the
calculation of an area (without sign) it is necessary to consider the areas of the parts
of the plane that are below the z-axis taking their absolute value. For example, in
the last example, to calculate the area of the part of the plane dashed in the picture
it is necessary to proceed in the following way:
L=

1 0 1 1 1
rdx = / xdx —l—/ zdx = '—— -
/_1 ‘ -1 0 2 2 2

that represents exactly the sum of the (positive) areas of the two triangles.

1 1
Z =1
+2
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Example 147 Calculate the definite integral:

2
/ (w2+3x+2)dx
0

In this case we have:

2 3 2
/ (x2+3x+2)dx:{
0

T T 2 1 3 2
z~ z~ _|t.3,.2 2

3 —i—32 +2xL {3:(: +2:c +2x}
8

0
=(=4+6+4)—-(0+0+0) f—+10—§
- \3 3 3
that represents the value of the definite integral.
Example 148 Calculate the definite integral:
39,3
3x° — -2
/ idw
1 X
In this case we have:
3 9.3 3 3 3
3x° — -2 3 2 2
/ %dx:/ (i—ﬁ——)dx:/ <3x2—x_%——)dx:
1 x 1 x x x 1 x
3
Bz 3 3
= 3? - T —2logla|| = [2° —2Vx —2loglx]]| =
2 1

- (27—2%5—21og3) —(1-2-0)=28—2V/3—2log3
that represents the value of the definite integral.

Example 149 Calculate the definite integral:

1
2
/ S
o T +1
In this case the integral can be calculated considering first of all the substitution:
2 41=t
from which we also have:
?=t-1
and differentiating both sides:

2xdr = dt
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At this point the integral becomes:

1 2
/ 2 = / Lat
o T2+1 1t
where, passing from the integral in the variable = to the integral in the new variable ¢,
also the extremes of integration must be changed. More precisely, the new extremes
of integration are obtained substituting those relative to the integral in « (that is 0
and 1) in the expression that defines the variable ¢ (that is ¢ = 2% + 1) obtaining in

such a way the extremes relative to the integral in ¢ (that is 1 and 2). At this point
the new integral can be easily calculated obtaining:

2
1
/ Edt = [log |t|]% =log2 —log1 =log?2
1

that represents the value of the initial definite integral.
The same result can be obtained calculating first of all the indefinite integral
corresponding to the initial definite one, that is (considering the same substitution

used above):
/_235 dw—/ldt—lo lt| + ¢
P e

then substituting to ¢ its original expression:

2
/xz—j_ldx =log(z? +1) +¢

and finally passing to the definite integral (keeping the original extremes of integration
since the primitive found is a function of the original variable x), obtaining;:

1
2z 9 1
/0 x2+1da: = [log(z* +1)], =log2 —log 1 = log 2

that is the same result found above.

In this case, finally, the same result can be obtained also using the immediate
integral:

/%dw =log|f(z)|+ ¢

since in the example considered the numerator of the fraction that appears under the
sign of integral is exactly the derivative of the denominator, we have therefore:

oo 1
/0 —x2+1dx = [log}gg2 +1|]0 =log2 —log1l =log2

that is the same result found above.
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Example 150 Calculate the definite integral:
1
/ eVt
-3

In this case it is possible to consider first of all the substitution:
ve+3=t

from which we get:
z=t>-3

and also:
dx = 2tdt

At this point the initial integral becomes (observing that the extremes of integra-
tion must be changed):

1 2 2
/ eV dy = / etotdt = 2/ tetdt
-3 0 0

This integral can be calculated by parts considering;:

fy=t  f=1

and then we have

2/02tetdt2 {[tet]z/jetdt] — 2 [[e']2 - [¢)7] =
=2[(2e2-0) — (*—1)] =2(e* +1)

that represents the value of the definite integral considered at the beginning.

Example 151 Given the function f: R — R defined by:

2z if0<z<2

flz) =
?4+1 if2<x<3

calculate the definite integral f03 f(z)de.

In this case, since the integrand function is defined piecewise, it is necessary to
apply the property of additivity with respect to the interval of integration, “breaking”
the integral in the following way:

!Agf@yM:iAZf@yh%:LéﬂxMx
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and then, using on each interval the expression of f(x) corresponding to such interval:

3

/03f(:c)dx/022xd:c+/2 (2* +1) do = [22}0 [3+xL

a2 [1 4 7 8

:[”“[5“42 0+ (Fi-5-2)-
8

—4+9+3—§—2——3

that represents the value of the initial definite integral.

6.3 Exercises

Calculate the following indefinite integrals:

1) / (z 4 222 + 32%) da

2) /<2x+3\/_%>d:c
3) /x\;_;dx

4) /600” sin xdx

5) /sin Vardz
6) /xlog:cd:c
log x
7 ——dx
x
2
8) /log T
x

9) / r2e®®dx

/ T adz
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11) / (14 €*) dx
12) /(x +1)e "dx
13) /eﬁdx
14) / (VZ +2) de
15) / (z +sinz) dx
16) /szezxdx
17) / Yrdx

18) / N

32
19) /x?’ n 1dx

20) / el=*dx

Determine the primitive of the function f(x) passing through the point
P = (z0,y0):

21) f(z) =322 +2x+5 with P =(-1,1)

22) f(z) =cosz+z+3z% with P=(0,1)
23) f(x) = VT + i with P = (1,1)

24)  f(z) = (2z+3)> with P = (0,—1)

Jz
25)  f(z) = e—ﬁjﬂ with P = (1,1)

2r —1
2—x—1

26) f(x)= with P = (1,-1)
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27)  f(z) = e cosz with P = (0,2)
28) f(z) =€?*73 with P = (1,0)
29) f(z) =evY® with P =(0,1)

30) f(z) =+r—2? with P =(1,0)

Calculate the following definite integrals:

2
31) / " ldx
1

1
32) / V2zx — 1dz
0
33) / VI+ads
—1
1
34) / cos \/xdx
0
3
2z
35) /0 o 1dx
1
x

2 2
37) / L.

0$3+1

1

38) /O(x+ﬁ)dx
39) /O(\/E+x2)da:

5
40) / e’ sin xdx
0

41) /1 (x + cosz) dz

0

Chapter 6. Integral calculus
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2
42) /\%—cdx
0

2
43) / xe®dx

1
2

44) /‘$+3m
2

2
45) / zlog xdx
1

1
46) / el ~?dx
0

47) /2 log (3z) dx

4 J—
48) / =1

312 —2x

49)  Given the function:
322 if —1<x2<0
fx) =

r+2 if0<x<1
1
calculate the definite integral / f(z)dz.
—1

50) Given the function:

43 if0<zx<1

flx) =9 4
—+1 if 1<z <2

2

calculate the definite integral / f(z)dz.
0

171



172 Chapter 6. Integral calculus



Chapter 7

Linear algebra

7.1 Vectors: definitions and properties

Linear algebra is a set of rules of calculus that are applied to objects called vectors
and matrices, that are substantially numerical tables used in many applications. The
starting point of the analysis is therefore represented by the definition of the concepts
of vector and then of matrix and by the study of the operations that it is possible to
introduce among them.

A vector is an ordered n-tuple of real numbers, that is denoted with:

z1
X2 .
X = re€R 1=1,2,...,n

Tn

where 1, 3, ..., T, are the components of the vector. The same vector (that is called
column vector) can be represented in the following way:

XT = ( 1 X2 ... Tp )

that is the transpose vector of x (and it is also called row vector).
The set of all vectors with n real components is denoted by R"™, that is given by

the cartesian product of R considered n times, that is we have:

R"=RxRx..xR={(a1,a2,...,a,) :a; ER, i =1,2,....,n}

The real numbers can be seen as a particular type of vectors, with a unique
component, and as it is well known they can be represented on a straight line, that
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constitutes therefore the geometric image of the set R:

=7 ]
B ]

In a similar way, the vectors with two components (that is the pairs of real num-

bers) can be represented on a plane, that constitutes therefore the geometric image
of R?:

and the vectors with three components (that is the terns of real numbers) can be
represented in the tridimensional space, that constitutes therefore the geometric image
of R3:

while for n > 4 it is not possible a geometric representation.

Among the vectors of R™ particularly important are the so-called fundamental
vectors (or “versors”), denoted with e',e?, ...,e". The generic fundamental vector e’
has all the components equal to 0 except the i-th, that is equal to 1, that is we have:
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For example, in R3 the fundamental vectors are:

1 0 0
el = 0 ez — 1 e3 — 0
0 0 1

Two vectors with the same number of components are equal when the components
of equal position coincide, that is:

Given x,y € R" then x=y<sz, =y, Vi=1,2,...n

For example, the vectors:

(1) ()

are clearly equal, while the vectors:

(1) (0

are not equal (since in the vectors it is important the order of the components).
Among vectors it is then possible to introduce a (partial) order, so that we have:

Given z,y € R" then x>y oz, >y, Vi=1,2,...n

(in an analogous way it is possible to introduce the relations of <, 2, £) . The order
is partial because (differently from what happens with numbers) given x,y € R" it
is not necessarily true that x >y (eventually x 2 y) or x <y (eventually x < y) or
x = y. Considering for example the vectors:

=() v=(3)

we have x <y, while considering the vectors:

<) =)

we have x >y, but if we consider the vectors:

(1) ()

in this case x and y cannot be compared.
It is then possible to introduce the notion of positive vector in the following way:

Given x€R" then x>0&z; >0 Vi=1,2,...,n

where 0 is the null vector (that is the vector with all the components equal to 0). In
a similar way it is possible to define negative vectors (x < 0) and also non-negative
vectors (x 2 0) and non-positive vectors (x < 0).
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7.2 Operations with vectors

At this point it is possible to introduce the operations among vectors, that are 3.
Using these operations, then, it is possible to introduce other two notions of particular
importance, that of norm of a vector (and of distance among vectors) and that of linear
combination of vectors (with the concepts of linear dependence and independence).

7.2.1 Sum of vectors

The first operation that can be introduced is the sum of vectors. Given x,y € R"
with:

Ty n
X
Tn Yn

the sum is the vector x +y € R" given by:

1+ Y1
T
x+y= 2+ 2
Tn + Yn
that is the vector obtained summing each component of the first vector with the
corresponding component of the second vector.

7.2.2 Multiplication vector-scalar

The second operation is the multiplication of a vector by a scalar (that is a real
number). Given ¢ € R and x € R" with:

T
T2

»
|

Ty
the product of the vector x by the scalar ¢ is the vector ¢x € R™ given by:

CX1
CIo

CIp

that is the vector obtained multiplying each component of the inial vector by the
scalar.
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7.2.3 Scalar product of vectors

The third operation is the scalar product (or inner product) among vectors. Given
X,y € R” with:

T n
T Yn

the scalar product (or inner product) is the number given by:
n
(x| Y) = Z1y1 + T2Y2 + o+ TnYn = Y Tl
i=1

that is the number obtained multiplying each component of the first vector by the
corresponding component of the second vector and summing the various products so
obtained. Differently from what happens in the case of product among numbers, for
the inner product the “cancellation law” does not hold (the scalar product of two
vectors, one of which is the null vector, is equal to zero, but the scalar product can
be equal to zero even if the two factors are both different from the null vector). Two
vectors whose inner product is null, then, are said to be orthogonal (and we write
x Ly).

1 5
Example 152 Given the vectors x = | 3 and 'y = -4 calculate their
0 3
sum.
In this case we have:
1 5 6
x+y=\|3 |+| 4 |=1 -1
0 3 3

that represents the sum of the two vectors.

2
Example 153 Given the vector x = 1 and the scalar ¢ = =5 calculate the
-3
product cX.
In this case we have:
2 —10
ex=(=5)-[ 1 =| -5
-3 15

that represents the product —5x.
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1 -3
Example 154 Given the vectors x = | 2 and y=| 4 calculate their
0 2

scalar product.
In this case we have:
(x|y)=1-(-3)4+2-4+0-2=5

that represents the scalar product of the two vectors.

1
Example 155 Determine for which value of a € R the vectors x = | —3 and
2
2
y=1| « are orthogonal.
5

In this case we have:
(x|y)=1-24+(=3)-a+2-5=12— 3«
and then:
xlysl2-3a=0ca=14

so that for a = 4 the vectors x and y are orthogonal. This is an example from which
it turns out clearly that for the scalar product the “cancellation law” does not hold,
in fact (if @ = 4) the inner product between x and y is null even if the two vectors
are both different from the null vector.

7.2.4 Norm of a vector, distance among vectors, linear com-
bination of vectors, linear dependence and independence

The operation of inner product (or scalar product) among vectors allows to intro-
duce the notion of norm of a vector. Given x € R™ with:

T
T2

xn

the norm of x is the number given by:

I x|= VG [3) = o + 23 +... a2 =
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that is by the square root of the scalar product of x with itself. Geometrically the
norm of a vector represents the length of the segment that corresponds to the same
vector, as it is evident in the case n = 2:

in which, applying Pythagorean’s Theorem, we have that the length of the hypotenuse
of the rectangular triangle that has vertices 0,1 and x is given by \/z?% + x3, that is
exactly the norm of the vector considered.

In the case n = 1, then, we have:

I x = V) = /a3 = Ja]

i.e. the norm coincides with the absolute value of the number considered.

Using the notion of norm it is possible to introduce that of distance among vectors
of R™. Given x,y € R" the distance between x and y is defined as the norm of the
difference x — y, i.e. the lenght of the segment with extremes x and y:

d0x,y) =l x =y = (@1 — 92)> + (@2 — 920> + o+ (@0 —y0)* =

The operations of sum of vectors and of product of a vector by a scalar, on the
other hand, allow to introduce the notion of linear combination of vectors. Given k

vectors x!,x2, ..., x¥ € R" and k scalars (that is numbers) ¢, ca, ..., ¢, € R, the vector
given by:
k
X = c1x1 + 02x2 —+ ..+ ckxk = Zcixi
i=1
is called linear combination of the vectors x!,x2, ..., x* with weights (or coefficients)
C1,C2,...,C.

In particular, it is possible to prove that each vector x = (x1,x2,...,x,) can be
expressed as linear combination of the fundamental vectors (or versors) e',e?,...,e"
with coefficients equal to the components x1, o, ..., x,, of the vector, we have in fact:

1 1 0 0
x 0 1 0

X = 2 =1 + x5 + ...+, =
T, 0 0 1

n
=xie' + 19 + ... + 6" = E x;e’
i=1
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The notion of linear combination allows then to introduce that of linear dependence
(and independence) among vectors. With reference to this aspect, we say that the vec-
tors x',x2, ..., x* € R™ are linearly dependent if (at least) one of them can be expressed
as linear combination of the others, that is if there exist scalars ci,co,...,cx—1 € R

such that it is possible to write:

k—1
xF = E cx'
i=1

(it is always possible to think that the last vector is the one that can be expressed
as linear combination of the others, eventually changing the order). When, on the
contrary, this representation is not possible, we say that the vectors considered are
linearly independent.

An equivalent definition (that is used in practice to verify the linear dependence or
independence) is that according to which the vectors x!,x?,...,x* € R" are linearly
dependent if and only if there exists a linear combination of these vectors with coef-
ficients not all equal to zero that corresponds to the null vector, that is it is possible

to write:

k
Z c;x' =0  with at least one ¢; # 0
i=1

while the vectors are linearly independent if and only the unique linear combination
of these vectors equal to the null vector is the one with coefficients all equal to zero,
that is it is possible to write:

k
Z ext =0 only when ¢; =0 Vi
i=1

(it is possible to observe that this solution always exists, as it is evident that a linear
combination of vectors with coefficients all equal to zero is always equal to the null
vector).

3
Example 156 Given the vector x = 0 calculate its norm and its distance
—4
2
from the vectory = | —3
=5

In this case we have first of all:

[ x|=vVx][x)= /23 +2d4+23=/32+02+(-4)2=V9+0+16=v25=5
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that represents the norm of the vector x, and then:

d(x,3) =l x —y 1= /(@1 = 92) + (@2 — 2)° + (25 — )* =

—/B=2 (0= (=3) + (4= (=5))* = VT 2 + 12 = VIT

that represents the distance between the vectors x and y.

1 0
Example 157 Given the vectorsx = | —2 and y=| -1 and the scalars
3 2
a =3 and f = —2 determine the linear combination ax + By.
We have in this case:
1 0 3 0 3
ax+PBy=3-| -2 | +(-2)-| -1 | = -6 |+ 2 = —4
3 2 9 —4 5

that represents the linear combination 3x — 2y.

1 0
Example 158 Given the vectors x = | 3 and y=| 2 determine if they
1 1
are linearly dependent or independent.
We have in this case:
ax+cy=0 with ¢1,¢c0 € R

that is we consider the generic linear combination of the 2 vectors and we equal it to
the null vector. With some calculations we then get:

1 0 0
(& 3 +co- 2 = 0 =
1 1 0
C1 0 0
3c1 + 2¢o = 0 =
C1 Co 0
C1 0
3c1 + 2¢o = 0
c1+ co 0

so that we must have:
61:0 o
3¢y +2c; =0 :,{ 21:0
c1+ca=0 2=

and since the unique linear combination of the 2 vectors that gives the null vector is
the one with null coefficients, the vectors x and y are linearly independent.
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1 2 0
Example 159 Given the vectors x = | 0 y=11 and z = -1
1 -1 3
determine if they are linearly dependent or independent.
We have in this case:

X+ cy +c3z=0 with ¢1,c2,c3 €R

and developing the calculations we get:

1 2 0 0
cl - 0 “+cg - 1 +c3 - -1 = 0 =
1 -1 3 0
C1 2¢o 0 0
0 + C2 + —c3 = 0 =
C1 —Ca 3cs 0
c1 + 2co 0
Co — C3 = 0
c1 — ¢ + 3c3 0
so that we must have:
c1+2c=0 c1 = —2c3
co—c3=0 = co = cC3 with ¢c3 € R
cp—cy+3c3=0 Co =C3

All the linear combinations of the 3 vectors with coefficients (—2cs, c3, ¢3), where
c3 € R, are equal to the null vector, and since there are also linear combinations with
coefficients not all equal to zero (it is sufficiento to take c3 # 0) the vectors x, y and
z are linearly dependent.

7.3 DMatrices: definitions and properties

A matrix is a table of real numbers, that is denoted by:

a1 a2 ... Qip
a1 a22 . Qa9 1=1,2,....m
A= n aij cR - 9 Ay eeey
71=12...,n
Gm1 Am2 ... (Gmn

and it is a matrix with m rows and n columns, that can also be represented in a
compact form in the following way:

A= (aij)¢:1,2,...,m
j=1,2,....n
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A matrix of dimension m x n , then, can be obtained writing m row vectors of R"
one above the other, so that we have:

( ai;p aiz2 ... Qin ) al )

A= ( az1 Q22 ... Q2pn ) = a
. 1=1,2,....m
( am1  Am2 ... Amn ) a

or it can be obtained writing n column vectors of R™ one side by side to the other,
so that we have:

ai a2 ain bi € R™
a a a
A=| ™ 2oL ™ | =(b b2 . b))
—192 n
Gm1 Gm2 Amn J T

The set of matrices with real components and with m rows and n columns is
denoted by R™™ and the vectors can be seen as particular matrices, with only one
column (in the case of column vectors, that therefore can be denoted in general by
R™1) or only one row (in the case of row vectors, that therefore can be denoted in
general by R™).

Given a matrix A € R™" with:

A = (aij)i=12,..,m
)

Jj=1,2,
it is called transpose of A the matrix A7 € R™™ given by:

AT = (aji) j=12,..n
1=1,2,....m
that is the matrix that we get from A exchanging between them the rows and the
columns. For example, given the matrix 2 x 3:

2 1 -3
A<o42>

its transpose is the matrix 3 x 2:

We also have (AT)T = A, that is the transpose of the transpose of a given matrix
is the initial matrix.

A matrix A € R™™ (that is with the same number of rows and columns) is called
square matrix of order n, and the elements with the same indeces of row and column
(a11, aa, ..., Gny) constitute the main diagonal.
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A square matrix that coincides with its transpose, then, is said symmetric, and in
this matrix the elements symmetric with respect to the main diagonal are equal, we
have therefore:

A symmetric = A = AT = aij =a;; YiFj

The matrix:

w
= O

for example is symmetric.

A matrix A € R™" with all the elements below the main diagonal that are null is
called upper triangular matrix:

S

\
O O =
o w |
[N}
DN O s

while a matrix A € R™" with all the elements above the main diagonal that are null
is called lower triangular matrix:

0 0
A= 5 0
-1 2 3

A matrix A € R™" with any elements along the main diagonal and zero elements
elsewhere is called diagonal matrix:

A0 0
A 0 X 0
0 O An

and finally the diagonal matrix that has on the main diagonal elements all equal to 1
is called unit matrix or identity matrix (of order n) and is denoted by I,:
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7.4 Operations with matrices

At this point it is possible to introduce the operations among matrices, that are
3 and are completely analogous to those introduced for the vectors (actually, in the
particular case in which the matrices have a unique row or a unique column - so that
they are in reality vectors - the operations become exactly those introduced previously
with reference to the vectors).

7.4.1 Sum of matrices
The first operation that can be introduced is the sum of matrices. Given A, B €
R™™ with:

A= (aij)i=1,2,....m B = (bij)i=1,2,....m
j=1,2 " J=12.n

the sum is the matrix A + B € R™"™ given by:

A+ B= (aij + bij)i:l,Z,...,m
j=1,2,....n

that is the matrix obtained summing each component of the first matrix with the
corresponding component of the second matrix.

7.4.2 Multiplication matrix-scalar

The second operation is the multiplication of a matrix by a scalar (that is a real
number). Given ¢ € R and A € R™" with:

A= (aij)¢:1,2,...,m
j=12,...,n

the product of the matrix A by the scalar ¢ is the matrix cA € R™"™ given by:

cA = (caij)i=1,2,...m
=12,

that is the matrix obtained multiplying each component of the initial matrix by the
scalar.

7.4.3 Product of matrices

The third operation is the product of matrices. Given A € R™™ and B € R™?
with:

ail a2 AT a
A— asiy a9 e Qop _ a2
aAml Qm2 ... Omn am
b11 b12 blp
B=| b b2 o b =(b' b> .. br)

bni bna o by
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the product is the matrix C = AB € R™P given by:

alb! alb? .. albr
O AB — a’b!  a’b? .. a’bP
;mbl ame ... a™mpr

Using a different notation we have that, given A € R™™ and B € R™P with:

A = (aij)i=1,2,....m B = (bjr)j=1,2,....n

Jj=12,...n r=1,2,....,p
the product is the matrix C' = AB € R™P given by:
C = (¢ir)i=1,2,...m
r=1,2,....,p

where:

n
Cir = @i1b1r + ai2bor + ... + Ay = E @isbsr
s=1

that is the generic element in position (i,7) of the product matrix is equal to the
scalar product of the i-th row of the first matrix with the r-th column of the second
matrix.

In order for the product of two matrices to be defined, therefore, it is necessary
that the number of the columns of the first matrix is equal to the number of the
rows of the second matrix; in this case the product is a matrix that has the same
number of rows of the first matrix and the same number of columns of the second
matrix. In particular, then, the product between a matrix 1 x n (a row vector with n
components) and a matrix n x 1 (a column vector with n components) is a number,
and it is the scalar product introduced previously.

The product among matrices does not enjoy the commutative property (changing
the order of the factors the product may not be defined, and in any case even if it
is defined in general we have AB # BA), furthermore (as already seen for the scalar
product) the “cancellation law” does not hold (the product of two matrices, one of
which is the null matrix - that is with all the elements equal to zero - is the null
matrix, however a product of matrices can be null with all the factors different from
the null matrix).

4 ‘ 1 3 -5 -2 13
Example 160 Given the matrices A = ( 0 2 —4 > and B = ( 1 0 -1 )

calculate their sum.

We have in this case:

13 -5 2 1 3 “1 4 =2
A+B_<0 2 4)+<1 0 1)‘(1 2 5)

that represents the sum of the two matrices.
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Example 161 Given the matrix A = ( 2 > and the scalar ¢ = 3 calculate the

1 —
30
product cA.

We have in this case:

1 -2 3 —6
CA_3'<30 )_(90 )
that represents the product 3A4.

1 -2 0
glgl)andB 0 3 1
02 -1

—_

Example 162 Given the matrices A = (

calculate the product C = AB.

In this case, since A € R?>3 and B € R33, the product AB exists (because the
number of columns of the first matrix is equal to the number of rows of the second
one) - while the product BA does not exist - and we have C = AB € R*? with:

1 -2 0
C:((Q) 1 31> 03 1 =
02 -1
_(2141-04+(-1)-0 2-(-2)+1-34+(-1)-2 2-0+1-14+(-1)-(-1) \ _
-\ 0:-1+41:-0+3-0 0-(-2)+1-3+3-2 0-0+1-1+3-(-1) -

(2 -3 2
“lo9 -2

that represents the product AB.

Example 163 Given the matrices A = ! 1 171 > and B = ( :1,) :1,) > calcu-

late the product AB and the product BA.

In this case, since A € R>? and B € R??2, there exist both the product AB and
the product BA and we have AB € R?>2? and BA € R*? with:

an= (L L) () - (s )
L)
D4 )= (Airhe s

)

BA

(
(
(

OO W
OO W
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from which it is evident that the commutative property of the product between
matrices does not hold (in fact AB # BA) and the “cancellation law” of the product
does not hold (in fact BA is equal to the null matrix even if neither the matrix A nor
the matrix B is the null matrix).

7.5 Exercises

Compare (if it is possible) the vectors x and y:
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Given the vectors x and y calculate their sum, their scalar product and the product

2x:

—
=
»
I
VR

12) x=
13) x=
14) x=
15) x=
16) x=

-2 2
1 y=1| 4
0 0
-1 1
4 y=1| 2
-2 4
-1 1
-1 y = 1
-1 2
3 1

0 y=1{| 0

1 -2
1 -3
2 y=| —2
3 -1

Calculate for which value of the parameter a € R the vectors x and y are or-
thogonal. Putting o = 1, then, calculate the norm of the vectors x and y and the
distance between them:

m x=

2) = (3)
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20)

21)

22)

23)

24)

25)

26)

27)

28)

29)

30)

Chapter 7. Linear algebra

o o0 N

O =

_ =

oS =0

0
2
1
3
—6
0
0
1
-1
2 4
zZ = 0
1 5
1 -1
zZ = 0
-1 2
3 1
0 zZ = 2
1 0
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Determine for which values of a € R the vectors given are linearly dependent and
for which values they are linearly independent:

() ()

w o

o) (5)
i) () (8
i) () ()

Given the matrices A and B, calculate their sum and the product —2A:

35) A:(ll 22) B:(l_l 2_2)

30 4= (

3 4= (

3 4= (

wa=(3) 5=(3' )
(
(
(

40) A=

S
Il

A1)

[

W =
|

IS )

N~~~
Sy
I

S
Il

42)

|
—_
=
—_
~_
oy
I
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Given the matrices A and B, calculate the product AB and the product BA:

-2 0
2

(.

-1 1
0 0

46)

1
-1 0

0

RS
—
|~ o
-~
— O o — O
() Il
~ M
I
[a o
™M O
/N o~
- <H
(o]
— ™ — |
~__ ~
I Il
< <
~— —
[=2] e
<t 0



Chapter 8

Functions of several variables

8.1 Definitions and domain

In the previous Chapters we have examined the real functions of one real variable,
that is functions of the type:

f:XCR—-R and also y = f(x)

which are defined on subsets of R and assume values on R. At this point it is possible
to introduce some concepts concerning real functions of several real variables, that is
functions of the type:

f:XCR"—=R and also y = f(z1, T2, ..., Tp)

which are defined on subsets of R” and assume values on R. In particular, it is possible
to consider real functions of 2 real variables, that is functions of the type:

f:XCR?=R and also y = f(x1,22) or z = f(z,y)

As for real functions of one real variable, also for real functions of several real
variables the starting point is represented by the determination of the domain (or
field of existence). With reference to this aspect, it is possible to apply the same
rules seen for functions of one variable (the denominator of a fraction cannot be
null, the expression under the sign of a root with even index must be non-negative,
the argument of a logarithm must be strictly positive, tha basis of a power with
variable basis and exponent must be strictly positive), observing that in this case there
are n independent variables. Considering the functions of 2 variables, furthermore,
it is possible to give the graphic representation of the domain (that is a subset of
R?2, eventually coincident with R?). For these functions it is also possible a graphic
representation of the functions themselves (in the tridimensional space, that is in R?,
even if in general it is not easy to determine the graph of a function of this type),
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while this is not possible when we consider functions of n variables with n > 2.

=
=xy)
0 ¥
X

Example 164 Determine the domain of the function:

flay) = Y2
T,Y) = ==
V3y
In this case each expression under the sign of root must be non-negative, therefore
we must have 2z > 0 (that is « > 0) and 3y > 0 (that is y > 0), moreover the
denominator of the fraction must be different from 0 (that happens when 3y # 0, i.e.
when y # 0), so that the domain of the function is given by:

D={(z,y) eR*:2>0 A y>0}

Graphically this set can be represented in the following way:

]
Ry
*
b1

and it is formed by all the points that belong to the first quadrant, with the exclusion
of those that are on the positive x half-axis.

Example 165 Determine the domain of the function:

5z
2y

In this case the expression under the sign of root must be non-negative, therefore

fx,y) =

5
we must have Q_x >0 (that is z > 0), that happens when we have:
Y Y

(x>0 Ay>0)V(z<0Ay<0)
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so that the domain of the function is given by:

D{(x,y)€R2:§ZO}{(x,y)€R2:(x20 Ay>0)V(z<0Ay<0)}

Graphically this set can be represented in the following way:

]

and it is formed by all the points that belong to the first and to the third quadrant
of the cartesian plane, with the exclusion of those that are on the z-axis.

Example 166 Determine the domain of the function:

f(z,y) =log(x +y)
In this case the argument of the logarithm must be strictly positive, therefore we

must have z +y > 0, that happens when y > —=z, so that the domain of the function
is given by:

D={(z,y) eER*:z+y>0}={(z,y) eR*: y > -z}

Graphically this set can be represented in the following way:

and it is formed by all the points that are in the half-plane above the straight line of

equation y = —x, with the exclusion of the points that belong to the same straight
line.
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Example 167 Determine the domain of the function:

fz,y) =log(a® — y*)

In this case the argument of the logarithm must be strictly positive, therefore we
must have 2 — 32 > 0, and therefore:

x2y2>0é(xy)(x+y)>0é{

é{ y<z \/{ y>z
y>-—-T y< -

so that the domain of the function is given by:

z—y>0 v x—y<0
z+y>0 z+y<0

D={(z,y) eR*: 2> —y* >0} ={(z,9) eR*: (~z<y<a) V (z<y<-az)}

Graphically this set can be represented in the following way:

and it is formed by all the points that are included between the straight lines of
equation y = z and y = —z, with the exclusion of the points that belong to the same
straight lines.

8.2 Partial derivatives, differential, tangent plane

Also for functions of several variables it is possible to introduce the notions of de-
rivative and differential, and since in this case there are several independent variables
there are several derivatives of the same order, that are called partial derivatives.

Given a function f: X C R? — R and given a point (zg,yo) interior with respect
to X, the partial derivative of f with respect to the variable x in (xg,yo) (denoted

with %(Jio,yo) or with f,(zo,y0) or with D, f(z0,%0)) is defined as the limit of

the difference quotient of f built starting from the point (zg, o) increasing only the
variable x, provided this limit exists finite:

%(xo,yo) = fue(w0,90) = Do f(%0,y0) = }g}) flot h7y0]1 — (@0, %)
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In a similar way it is possible to define the partial derivative of f with respect to the

variable y in (x, yo) (denoted with g—;(xg, Yo) or with fy(zo,yo) or with Dy, f(zo,v0))

as the limit of the difference quotient of f built starting from the point (zo,yo)
increasing only the variable y, provided this limit exists finite:

f(zo,y0 +h) = f(w0,%0)
h

If f is a function defined in a certain set and has first partial derivatives in each
point (z,y) interior with respect to that set, then, at each pair (z,y) it is possible to
associate the first partial derivatives of f in that point, f;(z,y) and f,(x,y), obtaining
in this way two functions that are called first partial derivatives of f.

It is then possible to define the second partial derivatives, obtained with a similar
procedure starting from first partial derivatives. The second partial derivatives turn
out to be 4 and they are denoted with the symbols:

0 .
B o) = (o0, 30) = Dy o o) = Jim

o°f *f O f 0% f
@(wo,yo) ydr (%0,%0) 92y (70, %0) a—yg(wo,yo)
or:
fxz(xmyo) fxy($07y0) fyz(xmyo) fyy(xmyo)
or also:
Dmf($07y0) Dzyf(l’o,yo) Dyzf(CL'anO) Dyyf(CL'OvyO)

where f,, and f,, are called pure second derivatives (in particular f,, is obtained
starting from f, and deriving it again with respect to x, while f,, is obtained starting
from f, and deriving it again with respect to y), while f;, and f,, are called mixed
second derivatives (in particular f,, is obtained starting from f, and deriving it with
respect to y, while f,, is obtained starting from f, and deriving it with respect to z,
furthermore if such derivatives are continuous we have f., = fy., that is the order of
derivation is irrelevant).

Also in this case if f is defined in a certain set and has second partial derivatives
in each point (z,y) interior with respect to that set it is possible to introduce the
functions called second partial derivatives of f.

The first partial derivatives can then be collected in a (row) vector that is called
gradient of the function f:

0 0
Vf(z,y) = (a—i a—g)

while the second partial derivatives can be collected in a (square and symmetric)
matrix that is called hessian matrix of the function f:

?r
Ox? Oyox
V() =
0*f  0°f

Oxdy  Oy?
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In practice, for the calculation of the partial derivatives of a function of
several variables we don’t use the definition (as already seen for the derivatives of
real functions of one real variable) but we use the rules valid for the calculation of the
derivatives of functions of one variable, observing that, when we derive with respect
to one variable, the other variables must be considered as constants.

Example 168 Calculate the gradient and the hessian matriz of the function:

fla,y) = 4%y

and evaluate them in the point P = (1,0).

In this case the first partial derivatives of the function are (observing that when
we derive with respect to x the variable y must be considered as a constant and when
we derive with respect to y the variable x must be considered as a constant):

0 of 2 2
L — Ay -2 = L —4x? . 1=4
97 y - 2z = 8xy By T T
and the second partial derivatives are:
>*f ’f _ *f >*f
Ox2 Ooyoxr  Oxdy Oy?

The gradient of the function is then given by:
Vi@y) = (8zy  4a?)
while the hessian matrix is given by:
V' fla,y) = ( b >
In particular, in the point P = (1,0) the gradient is:

ViL,0)=(0 4

while the hessian matrix is:

viF(1,0) = ( - )
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Example 169 Calculate the gradient and the hessian matriz of the function:
fla,y) = 32°(z — 2y)

and evaluate them in the point P = (1,2).

In this case we have first of all:
f(a,y) = 32° — 622y

then the first partial derivatives of the function are:

of 2 of 2

= _ _12 2

g 9z Ty oy 6z

and the second partial derivatives are:
0*f 0*f 0 f 0% f
=18z —12 = =12 £
a2~ 18712y dydr  9xdy v 97 0
The gradient of the function is then given by:
Vf(z,y) = (92— 122y  —62?)

while the hessian matrix is given by:
18z — 12y —12x

Vi f(z,y) =
—12x 0

In particular, in the point P = (1,2) the gradient is:
vf(1,2)=(-15  —6)

while the hessian matrix is:

vraa=( T, ")
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Example 170 Calculate the gradient and the hessian matriz of the function:

f(z,y) = 2zlogy + 3zy

In this case the first partial derivatives of the function are:

2
g:210gy+3y g:—x—i—Sx
ox oy y
and the second partial derivatives are:
Fr_, P #F 2 . P %
0x? oydxr  0xdy vy oy g2

The gradient of the function is then given by:

2
vfz,y) = (210gy+3y §+3x>

while the hessian matrix is given by:

0 - +3
9 Yy
Vof(r,y) =
2 2z
S43 =
Yy Yy

Example 171 Calculate the gradient and the hessian matriz of the function:
flz,y) =¥
In this case first of all the function must be rewritten in the following way:
fla,y) =¥ = evions
then the first partial derivatives of the function are:

% :eylogr.g %
ox x dy

and the second partial derivatives are:

f _ yroga (YN, Y. yiogz Y _ Y _yloga
w:eylg .(_ﬁ>+g.eylg .E:ﬁ.eylg (y—1)

= V1087 . Jog z

0% f 0% f 1y 1 :

—_J _ — eylogz = 4 7 pylogz | — Z . eYlogz (1 1
Oydx  Oxdy c x+sc c 0ET z © (1+ylogz)
0% f

o logx - €187 . logx = e¥'°8 7 . log” x
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The gradient of the function is then given by:

Vf(z,y) = (wy : % z¥ - log w)
while the hessian matrix is given by:
Y v Y
2 (y—1) —-a¥- (1+ylogx)
VA f(a,y) = )
E-xy-(lerlogx) z¥ - log’x

As we have seen in Chapter 5, given a function f: X CR — R, that is y = f(x),
we say that this function is differentiable at a point z interior with respect to X if
it is possible to write:

f(x) — f(xo) = f'(x0) (x —w0) + R as T — o

In this case the expression f'(zg) (x — x¢) is called differential of the function in the
point zg, denoted by:
dy = f'(zo)d

and, close to the point x(, a good approximation of the function f is given by the
straight line tangent to the function itself in correspondence of x(, whose equation is:

y = f(@0) + f'(z0)(x — w0)

In a similar way, given a function f : X C R? — R, that is z = f(z,y), we say
that this function is differentiable at a point (xg, ) interior with respect to X if it
is possible to write:

)= z0,10) = G a0, o) (o0 5 (o) -s)+R 55 (5,0) = (s0:0)

In this case the expression %ﬁ(wo,yo)(x — ) + giy(xo,yo)(y — yp) is called total
differential of the function in the point (xo,yo), denoted by:

0 0
dz = a—i(ﬂﬂo,yo)diﬂ + 8—£($0,y0)dy

while each of the two terms %(xo, yo)dx and g—;(xo, yo)dy constitutes a partial dif-

ferential (the first with respect to the variable 2 and the second with respect to the
variable y). Close to the point (xg,yo), then, a good approximation of the function
f is given by the plane tangent to the function itself in correspondence of (zg,yo),
whose equation is:

z = f(wo,y0) + %(xo,yo)(ﬂﬁ —x0) + g—i(xovyo)(y — %)
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In the case of a function of two (or more) variables, then, the notion of derivability
and that of differentiability are not equivalent (contrary to what happens for functions
of one variable). In particular, the notion of differentiability implies that of deriva-
bility but the viceversa is not necessarily true, i.e. if a function is differentiable at a
point then it has partial derivatives in that point, while if it has partial derivatives it
is not guaranteed that it is differentiable (but if these derivatives are continuous then
the differentiability is guaranteed).

Example 172 Given the function:
fla,y) =5—32" —2y°

write the expression of its total differential, evaluate it in correspondence to the point
P = (1,2) and determine the equation of the plane tangent to the function in cor-
respondence to this point.

In this case we have first of all:

% = —6x g—Jyr = —4y
and the total differential of f is given by:

dz = —6xzdzr — 4ydy
while in correspondence to the point P = (1,2) such differential is:

dz = —6dx — 8dy

The equation of the plane tangent to the function in correspondence to the point
P, then, is given by:

z=f(1,2) + %(1,2}@ -1+ 2—5(1,2)(3; —2)
and since we have:
f(1,2) =—6 %(1,2) =—6 %(1,2) =-8

we get:

z=—-6—-6(x—1)—8(y—2)=—-6—6x+6—8y+ 16 =
=16 — 6z — 8y

so that the equation of the plane tangent in the point P = (1,2) is z = 16 — 6x — 8y.
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Example 173 Given the function:
fla,y) = 3e® + 2y

write the expression of its total differential, evaluate it in correspondence to the point
P = (0,1) and determine the equation of the plane tangent to the function in cor-
respondence to this point.

In this case we have first of all:

of _
or

of _

3e” =4
e By Y

and the total differential of f is given by:
dz = 3e"dx + dydy
while in correspondence to the point P = (0,1) such differential is:
dz = 3dx + 4dy

The equation of the plane tangent to the function in correspondence to the point
P, then, is given by:

z=f(0,1) + %(0,1)(35— 0) + 2—5(0, y—1)

and since we have:

_ 9 0.1) = 9 0.1) =
£0,1) =5 5-(0,1) =3 5, (01 =4

we get:

2=5+4+3(zx—-0)+4(y—1)=5+3zx+4y—4=
=143z +4y

so that the equation of the plane tangent in the point P = (0,1) is z = 1 + 3z + 4y.

8.3 Unconstrained maxima and minima

With reference to the functions of several variables a problem of great interest is
represented by the analysis of eventual extrema (maxima and minima). In particular
it is possible to examine, with reference to a function of 2 variables, the analysis of
unconstrained (i.e. without any constraint) maxima and minima. With reference to
this aspect, given a function f : X C R? — R with first derivatives on X, with (20, o)
interior point with respect to X, the following results hold:
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(a) Necessary conditions

(20, o) point of relative maximum = 5/ f(zo,y0) =0

(20, y0) point of relative minimum = <7 f(zo,yo) = 0

Given a function f: X C R? — R with second derivatives on X, with second par-
tial derivatives continuous in a point (g, 3o) interior with respect to X, the following
results then hold (where (zg, yo) is a stationary point, i.e. such that <7 f(xo,y0) = 0):

(b) Sufficient conditions

82 f

@(CL’O?ZJO) <0

= (x0,yo) point of relative maximum

det 72 f (0, yo) > 0

82 f

ﬁ(l’o?yo) >0

= (x0,yo) point of relative minimum

det 572 f (20, y0) > 0
det 72 f(z0,90) <0 = (x0,y0) saddle point

where det 72 f(z,y) is the determinant of the hessian matrix of the function f:

0% f 0% f
02 dydx
Vi f(zy) =
o*f  0*f
0x0y (‘9_y2

that is defined by the expression:

Rf 9°f  9*f  f
2 = — e — — —— .
det v f(z,y) = 0x2  Oy? Oydx Oxdy

constituted by the difference between the product of the two terms that are on the
main diagonal and the product of the two terms that are on the secondary diagonal.

In practice, to find the presence of eventual unconstrained maxima or minima of a
function of 2 variables first of all we look for the points that make the gradient of the

same function equal to zero (and that are called stationary points), then we compute,
2

: : ... 0 :
in correspondence to these points, the second derivative —‘é and the determinant of

x
the hessian matrix. If the sequence of the signs of these two quantities is —, + we

can conclude that we have a relative maximum, while if it is 4+, + we have a relative
2

minimum, and if the determinant is negative (independently by the sign of ﬁ) we
T
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have a saddle point (that is a point which is a maximum with respect to one of the

two variables and a minimum with respect to the other). In the case in which the
2

f
=)

determinant of the hessian matrix is equal to 0 (independently by the sign of

finally, it is not possible to conclude anything with certainty.

Example 174 Determine the eventual mazxima and minima of the function:
fla,y) = 32 + 49

In this case we have first of all that the first partial derivatives of the function are
given by:

of _ of _
Fr 6x oy 8y
and using the necessary conditions we get:
6z =0 z=0
vz, y) =0= =
8y =20 y=20

so that A = (0,0) represents the unique stationary point for the function considered.

At this point to establish the nature of the stationary point it is necessary to use
the sufficient conditions, with reference to this aspect we have first of all that the
second partial derivatives of the function are given by:

o oo, o
0r? Oyox  O0xdy oy?

)

This is also the hessian matrix in the point A = (0,0), and since we have:

so that the hessian matrix is:

VZf(xvy) - < 8

co O

>’f 2
5-3(0,0)=6 det 72 £(0,0) = 48

the point A = (0,0) is a point of relative minimum for the function (while there are
no relative maxima).
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Example 175 Determine the eventual mazima and minima of the function:

1 1
flz,y) = §x3+5y2 —dz 4y

In this case the first partial derivatives of the function are given by:

of _ » of

=224 L —y+1
or  © oy vt
and using the necessary conditions we get:
22 —4=0 rT=-2 T =2
Vf(z,y) =0= = v
y+1=0 y=-—1 y=—1

so that A = (—=2,—1) and B = (2,—1) are the stationary points for the function
considered.
We then have that the second partial derivatives of the function are given by:

0% f o2 f 0 f o2 f

or2 Oyox - 0x0y B 8—3,/2 B

so that the hessian matrix is:
2 o 2CL’ 0

In the point A = (=2, —1) this matrix is:

and since we have:
0% f
Ox2

the point A = (—2,—1) is a saddle point.
In the point B = (2,—1), then, the hessian matrix is:

ViR, -1) = ( 3 (1) >

(=2,—-1) = —4 det /2 f (=2, —1) = —4

and since we have:

*f 2

ﬁ(l—l):él detv*f(2,-1)=4
the point B = (2,—1) is a point of relative minimum. In conclusion, the function has
a relative minimum and a saddle point, while it doesn’t have relative maxima.
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Example 176 Determine the eventual mazima and minima of the function:

flz,y) = -2 —y* —ay

In this case the first partial derivatives of the function are given by:

of 2 of
ox v dy yoe
and using the necessary conditions we get:
—322 —y=0 —322 —y=0 —322+42=0
Vi(z,y) =0= = = =
—2y—xz=0 y:f%x y:f%x
1
z(—3z+3)=0 z=0 =%
= = v
—_1 - 1
y=—3T y=0 —
YT
1 1 . . .
so that A = (0,0) and B = 5 1o are the statioanry points for the function

considered.
We then have that the second partial derivatives of the function are given by:
*f 0% f 0% f 0% f

022 6z Oyox - 0zdy =1 8_y2 =2

so that the hessian matrix is:
—6x -1
2 _
In the point A = (0,0) this matrix is:

vron-(% 5)

and since we have:

o f 5
a2 (0,0)=0 det 77 f (0,0) = —1
the point A = (0,0) is a saddle point.

1 1
In the point B = (6’ ﬁ)’ then, the hessian matrix is:

1 1 -1 -1
71(5m)=(0 =)
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and since we have:

%f (1 1 1 1
—(=,-=)=-1 det2f (=, ——= ] =1
D22 (6’ 12> v f<6’ 12)
. 1 1y, . . . . .
the point B = AT is a point of relative maximum. In conclusion, the function

has a relative maximum and a saddle point, while it has no relative minima.

Example 177 Determine the eventual mazxima and minima of the function:

1
flz,y) = gwg —dx—y* +3y

In this case the first partial derivatives of the function are given by:

of _ o2 of .o
So=a’ 4 5y~ 3

and using the necessary conditions we get:

22 —4=0 2 =4
vf(z,y) =0= = =
32 +3=0 y? =1
r=-2 r=-2 r=2 T =2
= V V V
y=-1 y=1 y=-1 y=1

so that A = (-2,-1), B = (—2,1), C = (2,—1) and D = (2,1) are the stationary
points for the function considered.
We have then that the second partial derivatives of the function are given by:

*f >*f o f >*f
Ox2 Oydx  Oxdy Oy?
so that the hessian matrix is:
2 . 2¢ 0
In the point A = (=2, —1) this matrix is:
200 - 4 0
and since we have:
2
0 f( 2,—1)=—4 det 2 f (=2,—1) = —24

x?
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the point A = (—2,—1) is a saddle point.
In the point B = (—2,1), then, the hessian matrix is:

v = (' %)

and since we have:

>*f 2
ooz (2.1) =4 det 72 f(—2,1) =24

the point B = (—2,1) is a point of relative maximum.
In the point C = (2, —1), then, the hessian matrix is:

V2, -1) = (3 2 >

and since we have:

&y

= (2,-1) =4 det 2 f(2,—1) = 24

0
the point C = (2, —1) is a point of relative minimum.
In the point D = (2, 1), finally, the hessian matrix is:

V(21 = (é 26 >

and since we have:

0% f 2
5oz (2.1) =4 det v°f(2,1) = —24

the point D = (2,1) is a saddle point. In conclusion, the function has a relative
minimum, a relative maximum and two saddle points.

8.4 Exercises
Determine the domain of the following functions:
1) flzy) =7y
2) flzy)=vayy
3) [flx,y) = log(zy)

4)  f(z,y) =logz -logy

Ty
log(zy)

5 flz,y) =
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6)
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f(z,y) = Yy + /22 + y?

7 flay) =eVrty

8)

9)

10)
11)
12)
13)

14)

15)

f(z,y) =log

[ V)

T
Y

f(z,y) =log /zy?

f(x,y) =log(z® + y?)
F(z,y) = elos(=®+v)

f(z,y) =log \/z%y
f(z,y) =log (2% + 3> + 1)

i = e
X

VT ty

f(x,y) =

Determine the gradient and the hessian matriz of the following functions in the
point P = (x9,y0):

16)

17)
18)

19)
20)
21)
22)
23)
24)

25)

f(z,y) =log(z +y) with P=(1,0)

flz,y) =" + oy +y*  with P = (1,-1)
6 .
f(:c,y):;Jrscy with P = (1,0)

flz,y) = e®™+¥  with P = (1,-1)
f(z,y) =e® +¢¥ with P = (1,1)
flz,y) = e +v°  with P = (0,0)
flz,y) =T Fy with P=(2,2)
f(z,y) =log (e* +y?) with P = (0,0)
fz,y) = y8®  with P = (1,1)

f(x,y) = 322y — bay? with P = (1,0)
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Determine the total differential of the following functions in the point P = (x0,y0):
26) f(z,y)=e*+2y with P=(0,1)

27)  f(x,y) =log(zy) + e*TY  with P = (2,-2)
28) f(z,y) =e*+e¥ with P=(0,1)
29)  flz,y) = V22 +1y? with P = (3,4)

30) flz,y) =e®+Y with P = (1,-1)

31) f(z,y) = with P = (2,2)

32)  f(z,y) =log\/zy? with P = (3,2)
Determine the equation of the plane tangent to the following functions in the point
P = (2o,y0):

33) f(z,y) =e®+y*> with P=(0,-1)

34) flz,y)=+x+y with P=(1,3)

35) f(z,y) =e*+y® with P =(0,1)

36) f(z,y) =€ +e¥ with P =(0,0)

37)  flz,y) = eV with P = (—1,1)

38) f(z,y) =log(zry) with P =(1,1)

39) f(z,y) = /22 +y? with P =(3,4)

10) fla,y) = x—iy with P = (1,0)
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Determine eventual mazima and minima of the following functions:

A1)
42)
43)
44)
45)
46)
A7)
48)

49)

50)

flz,y) =2 — 12z — 3

fla,y) = %xz +yt —ay
flay) =a' =222 +9° —y
flz,y) =23+ 322 + 492 + 1
flz,y) = (2*=1) (y— 1)

fla,y) = e + 42

3 1
f(a?,y)z—-i-—-i-xy
z Yy

f(z,y) =2 — 6z — y?

fla,y) =log(1+ = +y) — bz -y

f(z,y) = —a? +zy —y?
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Solutions of the exercises

9.1 Exercises Chapter 1

1) z<-1

6) no value of z € R
7) —l<x<3
5 S

8) x>0

9) >0
10) z<-5 Vv z=3

11) mno value of z € R
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12)

13)

14)

15)

16)

17)

18)

19)

20)

21)

22)

23)

24)
25)
26)

27)

28)

7
—6 < —
_Zl'<2

—-1l<z<l1
3<z<bh

no value of x € R

each value of x € R

no value of x € R

x#2

each value of x € R
x>0

z>1

no value of x € R

>4

—-5<xr<4

xz—_l—;\/g

each value of z € R

x#0

Chapter 9. Solutions of the exercises
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29) 1< —V2 vV z>.2
30) z>-1

3) —2<z<7

32) z>-——

33) novalueof z € R

34) no value of z € R

3) z<-3 V >3
36) z<-2 V x>2
37 —2<x<2

38) z<-1 VvV z>1
39) 1<z<10

40) z>-5

41) -3<wx<e?-3

42) <0 Vv z>4
43) <0 VvV x>3
44) <0 V z>4
45) 0<z<4

46) z< -4 V x>4

47) —2<x <2

48) 2 <0
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log4 —log2
19) g > 827087
) T2 e T o3

log2 +log 3

50) @< 7log2—log3

9.2 Exercises Chapter 2
1) AUB=1{0,1,2} AnB={1} A\B={0} B\A={2}
2) AUB=1{0,1,2,3} ANB=0 A\B={0,1} B\A={23}
3) AuB=1{1,2,3,4,5} AnB={3} A\B={1,5} B\A={2,4}
4) (-3,5)
5 (-8,5]
6) (—3,7)
7) 0 (empty set)
8) (—o00,1) U (8,+cc)
9) 0 (empty set)
10) {0}
11)  (=00,0] U [5,+00)
12) (=00, —1] U0, +00)
13) R
14) AxB = {(0,0),(0,—1),(1,0),(1,—1)} and BxA={(0,0),(0,1),(—1,0),(~1,1)}
15) AxB = {(-1,0),(~1,1),(1,0),(1,1)} and BxA={(0,—1),(0,1),(1,—1),(1,1)}

16) A x B = {(0,—1),(0,2),(0,3),(1,-1),(1,2),(1,3)} and
Bx A={(-1,0),(-1,1),(2, 0) (2,1),(3,0),(3,1)}

(—1,2], max = 2, min 3, sup = 2, inf = —1, the interior points are those

the exterior points are those of (—oo0, —1) U (2, +00), the boundary points

17) X
of (—1,2), ¢
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are those of {—1,2}, the accumulation points are those of [—1,2], the set is neither
open nor closed and it is bounded.

18) X = (—4,-3), max$, minf, sup = —3, inf = —4, the interior points are
those of (—4, —3), the exterior points are those of (—oo0, —4)U(—3, +00), the boundary
points are those of {—4, —3}, the accumulation points are those of [—4, —3], the set
is open and it is bounded.

19) X = [-5,3] U [4,400), max#i, min = —5, sup = +o0, inf = —5, the interior
points are those of (=5, 3)U(4, +00), the exterior points are those of (—oco, —5)U(3,4),
the boundary points are those of {—5,3,4}, the accumulation points are those of
[—5,3] U [4, +00), the set is closed and it is unbounded (from above).

20) X = (—00,—2) U [2,+00), maxP, minf, sup = +oo, inf = —oo, the
interior points are those of (—o0,—2) U (2,400), the exterior points are those of
(—2,2), the boundary points are those of {—2, 2}, the accumulation points are those of
(—00, —2] U [2,+00), the set is neither open nor closed and it is unbounded.

21) X = (—o0,—3)U[~2,—1] U (0, +00), max #, min B, sup = +o0, inf = —oc0,
the interior points are those of (—o0,—3) U (—2,—1) U (0, +00), the exterior points
are those of (=3, —2) U (—1,0), the boundary points are those of {—3, —2, —1,0}, the
accumulation points are those of (—oo, —3] U [-2,—1] U [0, +00), the set is neither
open nor closed and it is unbounded.

22) X = (—o0,—2] U [2,+00), max#, minfl, sup = +oo, inf = —oo, the
interior points are those of (—o0,—2) U (2,400), the exterior points are those of
(—2,2), the boundary points are those of {—2, 2}, the accumulation points are those of
(—o0, —2] U [2, +00), the set is closed and it is unbounded.

23) X = (—oo0,—1] U (1,+00), maxP, minf, sup = +oo, inf = —oo, the
interior points are those of (—oo,—1) U (1,400), the exterior points are those of
(—1,1), the boundary points are those of {—1, 1}, the accumulation points are those of
(—o0, —1] U [1,+00), the set is neither open nor closed and it is unbounded.

24) X = (—o00,—2] U (3,+00), maxP, minf, sup = +oo, inf = —oo, the
interior points are those of (—o0,—2) U (3,400), the exterior points are those of
(—2, 3), the boundary points are those of {—2, 3}, the accumulation points are those of
(—o0, —2] U [3,+00), the set is neither open nor closed and it is unbounded.

25) X = (—2,3] U {4}, max = 4, min 3, sup = 4, inf = —2, the interior points
are those of (—2, 3), the exterior points are those of (—oo, —2) U (3,4) U (4, +00), the
boundary points are those of {—2, 3,4}, the accumulation points are those of [—2, 3],
the isolated point is {4}, the set is neither open nor closed and it is bounded.
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26)

27)

28)

29)

30)

31)

The table of truth of ~ p A q is:

Chapter 9. Solutions of the exercises

Plg|~p|~DPNg
T |T| F F
T |F| F F
F|T)| T T
F|F | T F
The table of truth of ~ (~ p A q) is:
pla|~p|~pAg|~(~pAq)
T|T| F F T
T|F| F F T
F|T| T T F
F|F | T F T
The table of truth of ~ (p =~ ¢) is:
pla|~qg|p=~qg|~pP=~q)
T |T| F F T
T | F| T T F
F|T| F T F
F|F | T T F
The table of truth of ~ p =~ ¢ is:
Plag|~p|~qg]|~p=>~(q
T |T| F F T
T |F| F T T
F|T| T F F
F|F | T T T
The table of truth of p <~ q is:
Plag|~q|p=~(qg
T|T| F F
T | F| T T
F|T| F T
F|F | T F
The table of truth of ~ p = ¢ is:
pPlg|~p|~pP=(q
T|T| F T
T |F| F T
F|T| T T
F|F | T F
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32) The table of truth of ~ ¢ = p is:

Plaqg|~q|~q=Pp
T |T| F T
T | F| T T
F|T| F T
F|F | T F
33) The table of truth of ¢ = p is:
pPl4g|a=Pp
T | T T
T | F T
F | T F
F|F T
34) The table of truth of ~ pV ~ ¢ is:
Pl g |~p|~q|~pV~q
T|T| F F F
T|F| F T T
F|T| T F T
F|F | T T T
35) The table of truth of ~ p &~ ¢ is:
plal~p|~a[~pe~g
T|T| F F T
T|F| F T F
F|T| T F F
F|F | T T T
36) The table of truth of p < ¢ is:
Plgq|pP<=4q
T | T T
T | F F
F| T F
F|F T
37) The table of truth of p =~ ¢ is:
p

1S ] Ras | Ras 1S
eS| sl les ] Eanl B

o | S

Hﬂﬂw%
=)
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38) The table of truth of ~ p < ¢ is:

Plag|~p|~p=(
T |T| F F
T |F| F T
F|T| T T
F|F | T F
39) The table of truth of pA ~ ¢ is:
Pl g | ~qg|pPA~gqg
T |T| F F
T | F| T T
F|T| F F
F|F | T F
40) The table of truth of ~ ¢ =~ p is:
Pla|~q|~p|~qg=>~p
T |T| F F T
T | F| T F F
F|T| F T T
F|F | T T T

41) The table of truth of [(pV ~ p) Ap] V ¢ is:

plag|~p|[pv~p| (pV~p)Ap | [(pV~p)Ap| Vg
T|T| F T T T
T|F| F T T T
F|\T| T T F T
F|\F| T T F F
42) The tables of truth of p = ¢ and of ~ pV ¢ are:
Plaqa|pP=4q Plg|~p|~pVg
T|T T T|T| F T
T|F F T |F| F F
F|T T F|\T| T T
F|F T F|F| T T

43) The tables of truth of p < ¢ and of (p = ¢q) A (¢ = p) are:

pPEq p=q|lq=p|P=9A(@=Dp)

1 es] sl Ras S
5] LT les ] Easl B
N =S

1 es] sl Ras 1S
E5] Ll les] Easl S
NN =

A
T
F
F
T

M| =8N
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44) The tables of truth of ~ (pV q) and of (~ p) A (~ q) are:

plg|pVg|~(Vy Pla|~p|~q]|(~p)A(~q)
T\ T T F T | T F F F
T | F T F T | F F T F
F | T T F F | T T F F
F | F F T F | F T T T
45) The tables of truth of ~ (p A q¢) and of (~ p) V (~ q) are:
Pl a|pAhg|~(Ag Plag|~p|~q]|(~p)V(~g)
T\ T T F T | T F F F
T | F F T T | F F T T
F | T F T F | T T F T
F | F F T F | F T T T
46) The table of truth of ~ (pA ~ p) is:
p|~p|pAN~p | ~(pA~Dp)
T F F T
F T F T
47) The table of truth of p A (p = ¢) = ¢ is:
plag|pr=q|pAp=9q |PAP=q=q
T | T T T T
T | F F F T
F | T T F T
F | F T F T

48) The table of truth of (p = q) & (~ g =~ p) is:

pla|pr=q|~q|~p|~q=~p| (p=q9 & (~qg=>~D)
T|T| T F | F T T
T|F| F T | F F T
F|T| T F | T T T
F|F| T T | T T T

49) The table of truth of ~ (p = q) & pA ~ q is:

Pplag|lp=q|~pP=q9 |~q|p\~q | ~(p=q) &P \~q
T|T| T F F F T
T|F| F T T T T
F|T| T F F F T
F|F| T F T F T

221
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50) The table of truth of (p = q) A (g=71)= (p=7) is:

p=qlq=r|p=>9ANg=r) | p=2r | =A== =7

SR EIEIEIEIEE
SN EIEIEEEIEIES
N EREREEIEE
SIESIESIESIEEISIES
SIS ESIESIEIEEE
SIS IS RS RN RS
SIESIESISIEISIENS
SR R R R

9.3 Exercises Chapter 3
) D= (00, ~V3)U (V3 +0)
2) D= (~oc, V3] U[VA +o0)
3) D=R
4) D =][2,+0)
5) D= (-o00,—2]U[2,400)
6) D= (—00,—2)U(-2,—v3)U(v3,2) U(2,+)
7) D=R\{0}
8) D =0 (empty set)
9) D= (-3,-2)U(-2,+00)
10) D =(0,2]
11) D = (—log4,+o0)
12) D = (0,+00)
13) D = [e,+00)

14) D

(=00, 2] U2, +00)
15) D = (4,+)

16) D= [-5,—v5) U (=v5,-2) U (2,V5) U (v5,+0)
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17) D= (~00,~v3) U (V3. +o0)
18) D =(1,+o00)

19) D =[0,4) U (4,+c0)

20) D =R\ {0}

21) f intersects the x-axis in the point (e3,0) while it doesn’t intersect the y-axis,
furthermore f(z) > 0Vz € D = (0, +00).

22) f doesn’t intersect the z-axis while it intersects the y-axis in the point (0, e?),
furthermore f(z) > 0Vz € D =R\ {1}.

23) f intersects the x-axis in the points (—2,0) and (2,0) and the y-axis in the
point (0,4), furthermore f(z) >0Vz € D =R.

24)  f doesn’t intersect the x-axis while it intersects the y-axis in the point

(0, g), furthermore f(x) < 0 for x < —2 and f(z) > 0 for z > —2 (observing that

the domain is given by D = R\ {—2}).

25)  f intersects the x-axis in the points (—1,0) and (1,0) and the y-axis in the
point (0,3), furthermore f(z) > 0Vx € D =R.

26) f intersects the z-axis in the point (1,0) while it doesn’t intersect the y-axis,
furthermore f(z) < 0 for 0 < z < 1 and f(x) > 0 for £ > 1 (observing that the
domain is given by D = (0, +00)).

27) f intersects the z-axis in the point (3, 0) while it doesn’t intersect the y-axis,
furthermore f(z) > 0 for # < —2 and for > 3 and f(z) < 0 for 1 < 2 < 3 (observing
that the domain is given by D = (—o0, —2) U (%, +00)).

28) f is odd.

29) f is even.

30) fisodd.

31) fisodd.

32) fiseven.

33) f is neither odd nor even.

34) gof=g(f(z)) =x while fog= f(g(t)) =t.
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35) gof=g(f(x))=vz3+2while fog= f(gt)) =t+2.

36) gof=g(f(z)) =e°8%+3 = ze3 for x > 0 while fog = f(g(t)) =loge!™® =
t+ 3.

37) gof =g(f(x)) = [logz —2| for x > 0 while fog = f(g(t)) = log|t — 2
Vit #£ 2.

38) gof=g(f(x)) = eos@+l) — 2 4+ 1 for £ > —1 while fog = flg®)) =
log(e' + 1).

39) gof=g(f(zx))=+/log(z+1)forz >0 while fog = f(g(t)) =log (Vt +1)

for t > 0.

40) go f = g(f(z)) = Viogz — 2 for x > €? while fog = f(g(t)) = logy/t — 2

for t > 0.
41) gof=g(f(z)) = /]e—1] while fog = f(g(t)) = |Vt —1| for t > 0.
12) gof=g(f(x)) = e for x> 0 while fog= f(g(t) =t+1.
43) gof=g(f(x)) =z +2while fog= f(g(t)) = te? for t > 0.
M) @) = do
5) @)= V53
16) fYz)=a2—2 forz>0

47) The inverse of the restriction of f to the interval (—o0,0) is f~1(z) = —e®.
The inverse of the restriction of f to the interval (0,+o00) is f~1(x) = e*.

log, x if O0<ax<2
48) fl(z) =
ve—2 if >3
1
5% + g it x<-1
49) [ (z) =
e if >0
50) The inverse of the restriction of f to the interval (—oo, —3] is f~!(z) = —z?

if z > /3. The inverse of the restriction of f to the interval (—=3,3)is f~'(z) =2 —3
if 0 < # < 6. The inverse of the restriction of f to the interval [3, +00) is f~1(z) = €*
if x > log 3.
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9.4 Exercises Chapter 4

1
1) =
) 2

2) 5

3) 0+
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22) 3

23) 0

24) 0

25) 0

26) f(x) has horizontal asymptote y = 2 and vertical asymptote z = 1.

27)  f(x) has horizontal asymptote y = 1 and vertical asymptote = = 1.

28)  f(z) has horizontal asymptote y = 1 and vertical asymptote z = 3.

29) f(x) has horizontal asymptote (as z — —o0) y = 0 and vertical asymptote
T =

30) f(x) has (left) horizontal asymptote y = 0 and vertical asymptote x = 2.

31) f(z) has vertical asymptote x = —3 and oblique asymptote y = x + 2.

32)  f(z) has horizontal asymptote (as x — 400) y = 0 and oblique asymptote
(as ¢ — —00) y = —2z.

33) f(x) has (left) horizontal asymptote y = 0.

34) f(x) has (left) vertical asymptote z = 0 and oblique asymptote y = x — 2.

35) f(z) has horizontal asymptote y = e and (left) vertical asymptote x = 1.

36) f(x) has horizontal asymptote y = e and (left) vertical asymptote = = 1.

37) f(z) has vertical asymptote x = —3 and oblique asymptote y =z — 1.

38) f(z) has vertical asymptote x = —1 and oblique asymptote y = z + 2.

39)  f(z) has vertical asymptotes x = —1 and z = 1 and oblique asymptote
y=a-+2.

40)  f(x) has horizontal asymptote y = 0 and vertical asymptotes z = —2 and
z=0.

41)  f(z) is continuous Vx # 1 and it is continuous also at = = 1 for & = 0.

42)

f(z) is continuous Va # 1 and it is continuous also at = = 1 for a = §.
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43)  f(x) is continuous Vx # 1 and it is continuous also at « = 1 for any value of
« and for § = 1.

44)  f(z) is continuous on R for any value of a.

45)  f(x) is continuous Vz # 1 but it is continuous at = 1 for no value of a.
46) f(x) is continuous Vx # —1 and it is continuous also at © = —1 for a = —3.
47)  f(z) is continuous on R for any value of a.

48)  f(x) is continuous Vx # 0 and it is continuous also at x = 0 for « = —3.

49)  f(x) is continuous Vz # 0 and it is continuous also at z = 0 for no value of

50) f(z) is continuous Vz # 0 and it is continuous also at = 0 for & = F1.

9.5 Exercises Chapter 5

D
1
2) fl(z)= NG
5 o) ————
[l 4 log (3z))°
VBT
Y )= 2z+/log x
, o X
5) fl@)= (22 4+ 1) y/log (2 + 1)
Veos T gipy
6) f()= -G —" mx
N )=t
CL‘2 — O
Y S =
9 flz) = ——

=z (log z)*
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10)

11)

12)

13)

14)

15)

16)

17)

18)

19)

20)

21)
22)

23)

24)

25)

26)

27)

N Jama [ TCOST
= ¢V —+1
Jia) =e <2x/sinx )

4—x
36 1—z

LT
Filw) = 2 +1
f(z) = e (1 + xcosx)

3r+2

fo=sms

fl(x) = (xe®)* [x + 1 + log(ze™)]

of )4

D[ (log3)] = 3

Chapter 9. Solutions of the exercises
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28) y=4x—3

29) f is continuous and it has a derivative Vx # 1, furthermore it is continuous
and it has a derivative also at z =1 if o = 2.

30) f is continuous and it has a derivative Va # 1, furthermore it is continuous
and it has a derivative also at x = 1 if a = .

31) f is continuous and it has a derivative Va # 0, furthermore it is continuous
also at x = 0 if 8 = 3 and it has a derivative also at z =0 if « = —2 and § = 3.

32) ﬂ@:ef§ﬂ+dﬁ)

1 1
33) flz)=1+ 5:62 + §x3 + o(x3)

M)f@%>§+gﬂ+d@—nﬁ

1 1
35 flz)=1+2— 51'2 + 61'3 + o(x?)

1 1
36) f(z)=1+2— 51'2 + 51'3 + o(x?)

1
37) f is strictly increasing on the intervals (oo, §> and (1, +o00) and strictly

1
decreasing on the interval (g, 1), furthermore it has a maximum in x = 3 and a

minimum in z = 1.

38) [ is strictly increasing on the interval [1,2], furthermore it has a minimum
in z =1 and a maximum in x = 2.

39) [ is strictly increasing on the interval [0, 1], furthermore it has a minimum
in z =0 and a maximum in x = 1.

40) f is strictly increasing on the interval [2,4], furthermore it has a minimum
in z = 2 and a maximum in x = 4.

1
41) f is strictly increasing on the interval [0, Z] and strictly decreasing on the

1 1
interval [4_1’ 1], furthermore it has a maximum in x = 1 and a minimum in x = 0

and in z = 1.
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42)  f is strictly increasing on the interval (1, 2], furthermore it has a maximum
in x = 2 while it has no minimum.

43)  f is strictly increasing on its domain (0,400), furthermore it has neither
minimum nor maximum.

44)  f is strictly convex on the intervals (—oo,—1) and (0,+00) and strictly
concave on the interval (—1,0), furthermore it has an inflection point in z = —1 and
inz=0.

45)  f is strictly concave on the interval (—oo, —3) and strictly convex on the
interval (—3,400), furthermore in this case the point x = —3 is not an inflection
point (since here the function is not defined).

46) f is strictly convex on all R.

47)  f is strictly concave on the interval (—oo,—2) and strictly convex on the
interval (—2,400), furthermore it has an inflection point in z = —2.

1 1
48 is strictly convex on the intervals [ —oo,———= ] and [ —=,+o0 | and
)T ey (-o=-35) = (F5+=)

strictly concave on the interval ( >, furthermore it has an inflection point

1 1
V2 V2
. di 1
inr=—-——and in x = —.
V2 V2
49) We have in this case:
2 2
f(ll') _ €7m +log z+2 _ 1’671‘ +2
e Domain of the function
It must be z > 0, therefore the domain is:
D = (0,+0)
e Sign of the function, intersections with the axes, symmetries

We have f(z) >0 Vz € D, furthermore there are no intersections with the axes
and the function does not have symmetries.

e Behaviour at the frontier and asymptotes

We have:
. . g2
lim f(z) = lim ze™® T2 =0%
rz—0t z—0t
and then: , .
lim f(z)= lim ze ™= lim —— =0T
z——+00 r——400 z—to0 er?—2

so that y = 0 is an horizontal asymptote.
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e First derivative, monotonicity, local extrema
The function f(x) has a derivative Vx € D and the first derivative is:
f(z) = _op2p—u?H2 + e~ +2 _ (_2$2 + 1) et +2

The sign of f'(x) depends only on that of (—2352 + 1), we have therefore:

f(z) <0 for x>

1
f(z)>0 for 0<z<—7=

V2

1
so that f(z) is strictly decreasing on the interval (—, +oo) and strictly increasing

V2

) and the point © = —= is a global maximum point.

V2 V2

e Second derivative, concavity, inflection points

on the interval (O,

The function f(z) has second derivative V& € D and this derivative is:

F(@) = —22(—22% + 1)e ™ T2 — 4z~ +2 =

= 22(22% — 3)e_$2+2

The sign of f”(z) depends only on (2z* — 3), we have therefore:

f'(x) <0 for 0<x<\/§

f(x)=0 for x=4/=

(@) >0 for x> \/g

3
so that f(x) is strictly concave on the interval [ 0, \/; and strictly convex on the

. 3 . 3. . . .
interval 3 +o0 | and the point x = 5 isan inflection point.
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e Graph of the function

0 1 2 3

50) We have in this case:

fz) =

e Domain of the function
It must be x # 0, therefore the domain is:
D =R\ {0}
e Sign of the function, intersections with the axes, symmetries

First of all it is possible to observe that we have:

e\—x|—3 e\x|—3

flea) = S == = —f(@)

—X T

so that f(x) is odd. It is therefore sufficient to study it for > 0 (since its graph

ez73

will be symmetric with respect to the origin), where f(x) = .
T
Va > 0 and there are no intersections with the axes.

e Behaviour at the frontier and asymptotes

We have:
lim f(z) = lim =400

z—0t r—0t T

so that x = 0 is a vertical asymptote, furthermore:

) ) ex—3
mggiof(x)::zlggn x =t

and then: o) s
LU Tx = Jim exz = oo

so that there are no oblique asymptotes.

We have f(z) >0
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e First derivative, monotonicity, local extrema

The function f(z) has a derivative Vo € D and the first derivative (for > 0) is:

1.61'73 _ ex73 6173(1. _ 1)

f'x) = =

2 2

The sign of f'(x) depends only on (z — 1), we have therefore (on the interval
(0, +00)):
flx)<0 for O0<z<1

ff(x)=0 for z=1
fl(x)>0 for z>1

so that f(z) is strictly decreasing on the interval (0,1) and strictly increasing on the
interval (1,400), furthermore x = 1 is a local minimum point (and therefore z = —1
is a local maximum point).

e Second derivative, concavity, inflection points

The function f(x) has second derivative Vo € D and this derivative (for z > 0) is:

2 [e* B4 em(a—1)] —2ze” 3z — 1)  ze®3(2? — 224 2)

£'@) = - -

x4 x4
e 3(x? — 2z + 2)

3

for which we have (on the interval (0,+00)) f”(z) > 0 for z > 0, so that f(x) is
strictly convex on the interval (0, +00).

e Graph of the function
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9.6

10)

11)

12)

13)

14)

15)

16)

17)

18)

Exercises Chapter 6

1 2 3

§x2+§x3+1x4+c with ¢ € R

2?4 2z\/z — 4log |z| + ¢ with c e R
2 .

3% r+10/r+c¢ withceR

—e®S% 4+ ¢ withce R

2sin\/z — 2/ cos\/x + ¢ with c € R

1

Zx2(2logac—l)+c with ¢ € R
1, .

§1og z+c withceR

1

gloggx—i—c with c € R
1, 5 1 .

5600 T —x—i—i +c¢ withceR

2
—g(l—x)\/lforc with c € R

1
x—i—iezx—i—c with c e R

e?(—x—2)4+c¢ withceR

2eVF(\Jx —1)+¢ withceR

2 1, .
gx\/i—i—gx +c withceR
1, .

5T —cosz+c withceR

2x 2 1 :

e’z —x+§ +c withceR
3 .

Z—lx{*’/f—i—c with ¢ € R

2
§(1+x)\/1+x+c with ¢ € R

Chapter 9. Solutions of the exercises
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19)
20)

21)

22)

23)

24)

25)
26)

27)
28)
29)
30)
31)

32)

33)

34)

35)
36)
37)

38)

10g}x3+1|+c with c € R
—e!™® 4+ ¢ withceR

F(z) =2+ 2?4+ 52+6
: Lo 3
F(ac)zsmx—i—éx +az+1
2 1
F(ac):§x\/5+log|x|+§
4 3 2
F(x):gx +62° +92x —1

F(z) =2eV™ + 4/ —3 — 2
F(z) =log|a* —z—1| -1

F(Zl') — esin:L‘ +1

2 1 1
F(ac)—gx x—§x3—§
e—1
1
3
2
3

2(sinl 4 cos1—1)

log 10
1

B log 2
log 9

7
6

235



236 Chapter 9. Solutions of the exercises

39) 1

e (sinh — cos5) + 1

40)
41) 1-i—sinl
2
33

42) 5\/é
43) e?
9
44) -
) 4
45) 210g272

46) e—1

47) logl12—1

48)

49)

NCRIEN

50) 2+ log?2

9.7 Exercises Chapter 7
1) x=y
2) x2y
3) x and y cannot be compared.
4) x>y
5) x<y
6) x and y cannot be compared.

N x>y
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8) x<y

9) x+y<8> (x| y) =2 2x(§)
(

) xly=0 -

o N

10) x+y=<

n>x+y(§> (x| y) =2 2x( )

o
|
W

12) x+y=| 5 (x|ly)=0 2x=1{ 2
0 0
0 —2
13) x+y=| 6 xly)=—1 2x=1 8
2 —4
0 -2
14) x+y=| 0 (x|y)=—4 2x=| -2
1 -2
4 6
15) x+y=1( 0 x|ly)=1 2x=10
-1 2
-2 2
16) x+y=1{ 0 (x|ly)=-10 2x=1 4
2 6
6
17) x and y are orthogonal for a = —5 for & = 1 we have | x |[|= V5 ,

|y = V34 and d(x,y) = V1T,

18) x and y are never orthogonal; for & = 1 we have || x [|= 2, || y |= 3 and

d(x,y) = V5.

19) x and y are orthogonal for o = 0; for a = 1 we have || x |= V10, || y ||= v2
and d(x,y) = 2.

20) x and y are orthogonal Vo € R; for o = 1 we have || x [|= V14, || y |= V5
and d(x,y) = V/19.

21) x and y are orthogonal Yo € R; for o = 1 we have || x [|= V2, | y |= V2
and d(x,y) = 2.
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22)

Chapter 9. Solutions of the exercises

1
x and y are orthogonal for « = 0 and for o = -3 for « = 1 we have

I x[|= V14, ||y [I= V2 and d(x,y) = V8.

23)
d(x,y)

24)

x and y are never orthogonal; for @ = 1 we have || x |= V6 , || y ||= v/2 and

=2.

x and y are orthogonal for a = 0; for a = 1 we have | x ||=1, || y |= V2

and d(x,y) = 1.

25)
26)
27)
28)
29)
30)
31)
32)

33)
o # 2.

34)
a#0.

35)

36)

37)

38)

39)

x and y are linearly independent.

x and y are linearly dependent.

x and y are linearly independent.

x, y and z are linearly dependent.

X, y and z are linearly independent.

x, y and z are linearly dependent.

x and y are linearly dependent for & = 1 and linearly independent for o # 1.
x and y are linearly dependent for o = 0 and linearly independent for o # 0.

X, y and z are linearly dependent for & = 2 and linearly independent for

X, y and z are linearly dependent for &« = 0 and linearly independent for

0 0 -2 -4
ien(00) s (31
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11

40) A+B<0 0
3

41) A+B:(1

2 0

42) A+B<0 0
55

43) AB=( ¢ o

00
a4) AB=( o o

2 2
46) AB=( | 0>

47) AB =

(
(
o n=
(
(

0 1
48) AB=[ -1 0

2 -2
BA<00>

) BA does not exist

) BA does not exist

3 4

2 2
49) AB does not exist BA = ( -2 —4 )

50) AB<(1) 2)

2 -1 0
BA=| -3 2 3
-6 3 0

9.8 Exercises Chapter 8

1) D={(zy) cR?:
2) D={(zy) eR?:
3) D={(zy) €eR?:

4) D={(z,y) eR?:

(x>0 Ay>0) V (<0 A y<0)}
>0 A y>0}
(x>0 Ay>0) V (<0 A y<0)}

x>0 /\y>0}

239



240 Chapter 9. Solutions of the exercises

5) D{(x,y)ERQ:((x>O ANy>0)) VvV (z<0 A y<0))/\y7éé}

6) D=R>

7) D=R?

8 D={(x,y) eR*:2x#0 A y>0}

9) D={(x,y) eR*:2>0 A y#0}

10) D={(z,y) ER?:x#0 V y#0}

11) D={(z,y) eR*:2#0 V y#0}

12) D={(z,y) €R>:2#0 A y>0}

13) D =R2

14) D={(z,y) €eR*: (>0 A y>0) V (<0 A y<0)}

15) D={(z,y) eR?:y > —z}

16) Vf(1,0)=(1 1) sz(1,0)=<_1

)
17) Vf(1,-1)=(0 0) sz(LD(é §)
18) Vf(1,0)= (-6 1) sz(lv())( 1 (1)>

)

19) Vf(1L,-1)=(2 1) sz(l,—l):(
20) Vf(1,1)=(c e) sz(l,l):<8 2

)
21) VF(0,0)=(0 0) V2f(070><(2) g)
1
32

1
32 32
22) Vf(z,z):G i) sz@ﬂ)( . . )
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0
0

25) Vf(1,0)=(0 3) v2f(1,0)<

23) Vf(0,0)=(1 0) V2£(0,0)

N O
N—

24) Vf(1,1)=(0 0) V2f(1,1)

_= O
O =
~~

o O
|
—_ O
o
N————

26) df(0,1) = dx + 2dy
3 1
27) df(2,-2) = -dz + —dy
2 2
28) df(0,1) = dz + edy
29)  df(3,4) gdaz + %dy
30) df (1,—1) = 2dx + dy

1
31) df(2,2) = gdaz <y

1 1
32) df(3,2) = gd:c + Edy
33) z=x—2y

34) zzix-ﬁ-%y—i-l
35) z=z+3y—1
36) z=z+y+2
37) z=x+2y

38) z=x+y—2

3 4
39 == -
) z 5x+5y

40) z=—-x—y+2

41)  The function has a relative maximum in A = (—2,0), while there are no
relative minima.
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11
42)  The function has a relative minimum in A = (g, g) and a saddle in

B = (0,0), while there are no relative maxima.

1
43) The function has a relative minimum in A = (—1, 5) and another relative

minimum in B = (1, 5), while there are no relative maxima.

44)  The function has a relative minimum in A = (0,0) and a saddle in
B = (—2,0), while there are no relative maxima.

45)  The function has a saddle in A = (—1,1) and another saddle in B = (1, 1),
while there are neither relative maxima nor relative minima.

46) The function has a relative minimum in A = (—1,0), while there are no
relative maxima.

47) The function has a relative minimum in A = (\7@, , while there are no

L)
V3
relative maxima.

48)  The function has a relative maximum in A = (—\/5, O) and a saddle in
B= (\/5, O), while there are no relative minima.

33 5

49) The function has a relative maximum in A = (—1—0, 3

>, while there are no

relative minima.

50) The function has a relative maximum in A = (0, 0), while there are no relative
minima.



