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Abstract 

During the last three decades low dimensional systems attracted increasing interest both from the 

fundamental and the technological point of view due to their unique physical and chemical properties. 

X-ray Absorption Spectroscopy (XAS) is a powerful tool for the characterization of such kind of 

systems, owing to its chemical selectivity and high sensitivity in interatomic distances determination. 

Moreover this technique can simultaneously provide information on electronic and local structural 

properties of the nanomaterials, significantly contributing to clarify the relation between their atomic 

structure and their peculiar physical properties. This review provides a general introduction to XAS, 

discussing the basic theory of the technique, the most used detection modes, the related experimental 

setups and some complementary relevant characterization techniques (DAFS, EXELFS, PDF, XES, 

HERFD XAS, XRS). Subsequently a selection of significant applications of XAS spectroscopy to 2D, 

1D and 0D systems will be presented. The selected low dimensional systems include IV and III-V 

semiconductor films, quantum wells, quantum wires and quantum dots; carbon based nanomaterials 

(epitaxial graphene and carbon nanotubes); metal oxide films, nanowires, nanorods and nanocrystals; 

metal nanoparticles. Finally, the future perspectives for the application of XAS to nanostructures are 

discussed. 
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1 Introduction 

Low dimensional systems exhibit nanometric size in one (2D systems), two (1D systems) or three 

spatial (0D systems) dimensions. In the community of solid-state physics and optoelectronics 2D, 1D 

and 0D structures are usually named quantum wells, quantum wires and quantum dots, respectively. 

However, the interest for this kind of systems is not restricted only to these scientific fields since 

confined structures are also widely employed for instance in catalysis [1-3], energy storage 

applications [4], thermoelectric materials [5], photocatalysis [6], mechanical metamaterials [7] and 

biotechnology [8]. In these applications, low dimensional systems are generally labeled as 

nanostructures as the confinement usually occurs in the nanometer scale. 

Starting from the 1970s, when the first quantum well laser was demonstrated, low dimensional 

materials attracted increasing interest from both a fundamental and a technological point of view [9-

13]. Indeed, as highlighted above, their peculiar dimensionality gives rise to quantum confinement 

phenomena, which modify the structural, optical, chemical and electronic properties with respect to the 

corresponding bulk (unconfined) materials. For instance systems with different dimensionalities show 

significantly different optical properties which arise from their peculiar density of states (DOS) [14, 

15] (see Figure 1). Indeed, a bulk material exhibits a square root energy (E
1/2

) dependence of the DOS, 

while the DOS of a 2D system is described by a step function (E
0
 dependence for the single quantized 

state), the 1D systems show a E
-1/2

 dependence for each quantized state and the quantum dots DOS is a 
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δ-function since the electron is confined in all three spatial dimensions and all available states exist 

only at discrete energies. 

 

Figure 1. Electronic density of states for a bulk 3D crystalline material, a 2D quantum well, a 1D nanowire or 

nanotube, and a 0D quantum dot. Unpublished Figure, inspired from Ref. [15]. 

In the last decades strong efforts have been devoted to improve the growth/synthesis techniques of low 

dimensional systems in order to tailor the structure and the chemical composition and to optimize the 

size control, the homogeneity, and the preparation reproducibility. The different preparation methods 

include epitaxial growth [16-20], etching/regrowing [21, 22], self-organized growth [4, 23, 24], 

nanolithography [25, 26], pulsed laser techniques [27], bottom-up self-assembly approaches [24, 28, 

29], template assisted synthesis [4], precipitation/deposition/stabilization methods [30-33]. Meanwhile 

several theoretical studies tried to predict the properties of low dimensional systems and relevant 

progresses have been achieved in their characterization [34-41]. 

Improvements in the realization of nanostructures can be realized by a strict interplay among the 

progress achieved in these three grounds, as basically schematized in the following points [42]: (i) 

theoretical calculations predict the physical properties of a given nanostructure; (ii) the preparation 

techniques try to realize it; (iii) structural characterization techniques check whether the actually 

realized nanostructure corresponds to the desired one or not: if not the preparation conditions have to 

be optimized and step (ii) has to be repeated; (iv) the optical, electrical, mechanical, electronic, 

chemical properties are checked to verify whether the desired nanostructure has actually the foreseen 

properties. If not then the level of theory used in step (i) has to be improved and the process has to 

restart again from the beginning. Conversely, if the whole procedure is successful, the scientific study 

can be considered concluded and the future of the device will depend on engineering/economical 

factors where the production rate, the realization costs and the market requests are the main driving 

forces. Of course, the interplay often moves in the opposite direction, i.e. theoretical models help in the 

interpretation of previous non-understood (or wrongly interpreted) experimental results. However, the 

aim of this contribution is not to discuss the preparation methods or the theoretical models that have 

contributed to the progress in the field of low dimensional structures. Indeed, we will focus our 

attention on a particular structural characterization technique, which is X-ray Absorption Spectroscopy 

(XAS). XAS is a powerful tool in the study of the local atomic environment in condensed matter since 
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it couples chemical selectivity and high resolution at the short distance scale [43]. These peculiar 

features of the technique are extremely useful in the characterization of 2D, 1D and 0D systems which 

may be made up of a very low number of atoms, often embedded in a hosting matrix, which can 

dominate the response of any non-atomic selective characterization technique. Moreover, the intrinsic 

nanometric dimension of the nanomaterials prevents the straightforward application of standard 

diffraction techniques which require a long range order. Finally, from the analysis of the XAS 

spectrum information on the electronic structure of the absorber atom can be also obtained. Therefore 

XAS has been widely applied in the investigation of nanostructures, significantly contributing to their 

characterization at the sub-nm level and to the understanding of the relation between atomic structure 

and physical properties [44]. 

This review begins with an introduction to XAS as a tool for the determination of local structure: the 

physical origin of the fine structure is illustrated and the basic detection modes and experimental 

setups are presented; moreover some advanced approaches and complementary characterization 

techniques, which will be employed in the selected examples, are introduced. The successive three 

Sections are devoted to relevant applications of XAS spectroscopy to 2D, 1D and 0D systems. The 

selected low dimensional systems include IV and III-V semiconductor films, quantum wells, quantum 

wires and quantum dots; carbon based nanomaterials (epitaxial graphene and carbon nanotubes); metal 

oxide films, nanowires, nanorods and nanocrystals; metal nanoparticles. Finally, in the last Section, 

conclusive comments are reported and possible future perspectives for the application of XAS to 

nanostructures are discussed. 

2 Basic concepts of XAS spectroscopy 

2.1 Theoretical background 

When electromagnetic radiation interacts with matter, it can produce very different effects depending 

on the energy. In the soft X-ray regime (indicatively up to 4 keV) and for the lower hard X-ray energies 

photoelectric absorption is the dominant interaction. On a quantitative ground, the Compton 

(incoherent) scattering cross section becomes comparable to the photoelectric cross section at about 20 

keV for carbon and at about 500 keV for lead [45]. X-ray Absorption Spectroscopy (XAS) measures 

the absorption coefficient μ(E) of a material as a function of the incident X-ray energy. When the 

energy increases, X-rays become more penetrating; as a consequence      generally smoothly 

decreases approximately as 1/E
3
 [46]. However, at specific energies, characteristic of the atoms in the 

material, an absorption edge is observed due to the fact that the X-ray photon liberates an electron from 

an inner atomic level. The nomenclature of the edges uses progressive letters and numbers depending 

on the orbitals from where the electron is extracted (                       

           ). The presence of fine variations of the μ(E) after the edges was firstly observed in X-

ray absorption spectra in 1920 [47, 48], but only in 1970 Stern, Sayers and Lytle provided a viable 

theory [49-52] to interpret the so called X-ray Absorption Fine Structure (XAFS) phenomenon. It is 

worth noticing that the term XAFS has a general meaning which includes both X-ray Absorption Near 

Edge Structure (XANES) and Extended X-ray Absorption Fine Structure (EXAFS). As suggested by 

their names, the main difference between these two techniques consists in the energy range considered: 

XANES focuses only on the first tens of eV before and after the edge, while EXAFS monitor a wider 

energy range up to 1 keV after the edge. Furthermore, the information that can be obtained from the 

analysis of the two spectral regions can be complementary and give a better description of the system 

studied, as it will be discussed in more details hereinafter.  
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2.1.1 Origin of the XAS signal 

The physical origin of the XAS signal can be explained by means of the scattering theory. For 

simplicity, the one-electron and non relativistic approximations are adopted. In this framework, the 

photoelectric absorption process is described as a transition between an initial state    (incident photon 

of energy    and electron in a core orbital with binding energy   ) and a final state    (core hole and 

excited electron). If the energy is lower than   , in the pre-edge region, the electron is promoted to 

empty bound atomic states. On the contrary, when the energy of the photon is sufficient to promote the 

electron to the continuum then the free electron can be depicted as an outgoing spherical wave with 

wavenumber k [44, 53]: 

 

   
√         

 
 (1) 

where m is the electron mass,   is the reduced Planck constant and            is the electron 

kinetic energy. If the photoelectron is scattered by the electrons in the surrounding atoms, its wave 

function is modified by the atoms’ potential and the final state is composed not only by the outgoing 

spherical wave but also by the backscattered waves that perturb the system (see Figure 2).  

To give a mathematical description it is worth noticing that, according to Fermi’s golden rule (Eq. (2)), 

the transition rate between two states i and f, in presence of a time-dependent perturbation, is a function 

of the density of final states   and of the matrix element of the hamiltonian    describing the 

perturbation [54, 55]. 

 

      
  

 
 ⟨      ⟩     (2) 

If one consider the transition caused by the photoelectric absorption, using as Hamiltonian the 

excitation by electromagnetic waves, the same rule can be adopted to describe the absorption 

coefficient  : 

 

   |〈  | ̂   ⃗   
  ⃗⃗  ⃗   

〉|
 
              (3) 

where  ̂,   ⃗⃗ and    are X-rays polarization versor, photoelectron momentum and energy, respectively. 

If   is the interatomic distance between the absorbing and the scattering atom, the difference in phase 

between the outgoing and scattered waves will be           . 
While scanning a range of photon energies, the value of   is changing accordingly, so the interference 

switches from constructive to destructive causing modulations in the absorption coefficient, observed 

as oscillations in the XAS spectrum after the edge. 

In order to give a quantitative interpretation of this fine structure it is necessary to calculate the matrix 

element present in Eq. (3). In order to simplify the expression, it is possible to introduce a further 

approximation, in fact the exponential could be expanded as a series      ⃗⃗   ⃗     where the first 

and dominant term is representing the dipole interaction, and the following terms are associated with 

quadrupole and higher order multipoles. Afterwards, for the complete calculation different methods 

have been adopted; the most commonly used is the multiple scattering approach [56, 57] which consists 

in describing the potential as the sum of separated contributions from each single atoms. By means of 

the Green’s function [58] also the absorption coefficient can be separated in two contributions, see Eq. 

(4):    due to the absorbing atom as if it was isolated, and   describing the scattering effects. 

 



8 

 

 
Figure 2. Schematic representation of the EXAFS process. (a) An incident X-ray photon causes a photoelectric 

process on the absorber atom and the wavefunction of the extracted photoelectron is scattered by the neighboring 

atoms causing an interference process. The outgoing and backscattered photoelectron wavefuctions are depicted 

in magenta and green, respectively. (b) Scheme of the interference phenomenon which gives rise to the 

oscillations (fine structure) in the XAS spectrum (purple line). Unpublished Figure. 

 

 

           (4) 

Similarly, also   can be expressed as a sum of contributions due to all possible scattering events. A 

simplified but useful expression of   was derived by Stern, Sayers and Lytle [49-52] and is known as 

EXAFS function, Eq. (5). 

 

 
      ∑

  

   
 |     |

 

              
 

                             
(5) 

The sum is performed over “coordination shells” (groups of atoms of the same element at similar 

distances from the absorber);    is the number of atoms in the shell,    is the average distance,   
  is 

the Debye-Waller factor depending on the mean square variation of distances about the average and on 

the thermal motion of the single atoms, |     | and            are the modulus and the phase of the 

complex electron scattering amplitude,       is a phase depending on the absorbing atom,    is the 

photoelectron mean free path. Contrarily to the absorption coefficient which is expressed as a function 

of the incident photon energy,   is usually reported as a function of the wavenumber   of the 

photoelectron. 

However, it is important to remember that this approach can be adopted successfully only when the 

energy is sufficiently higher than the absorption edge. In fact, at relatively low energies (few eV over 

the absorption edge), the scattering probability is much higher and the path expansion may not 

converge, so it could be necessary to use more complex and time consuming alternatives such as full 

matrix inversion [59], finite difference method [60, 61] or Haydock’s recursion method [62]. For this 

reason it is common to consider separately the XANES and the EXAFS regions, which can give 

complementary information on electronic and atomic structure.  
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2.1.2 The XANES region 

The region including few tens of eV before and after the edge is usually called XANES for hard X-rays 

or NEXAFS (Near Edge XAFS) for soft X-rays. This part of the spectrum mainly reflects the 

unoccupied atomic levels of the absorbing species and can be divided in pre-edge, edge and post-edge 

parts. The quantitative analysis of an X-ray absorption spectrum in this energy range can require 

calculations which are very demanding from the computational point of view. Nevertheless, the 

tremendous progress in computational capabilities currently allows in many cases accurate 

interpretation and modeling of XANES spectra [63-67]. The technique is very sensitive not only to the 

bond length, but also to symmetry of the coordinated atoms, distribution of charges and potential 

around the absorbing atom. All of these reasons make the direct fitting of the spectra very difficult; the 

common approach is to start from a hypothetical structure and calculate a simulated spectrum, then 

compare it with the experimental curve and change systematically some of the physical parameters or 

atomic positions to improve the agreement. 

The full MS approach is the only one possible to analyze XANES data, because the mean free path of 

the photoelectron near the edge is much greater. Several codes have been developed so far for the 

XANES simulation [68]. In this regard the following specific codes can be mentioned: CONTINUUM 

[69, 70], developed by the Frascati group; FEFF-8 and FEFF-9 [53, 71-73] developed by the 

Washington group; FDMNES [61, 74]. The following DFT-based codes are able to directly compute 

the pre-edge region: the StoBe code [75], Stockholm-Berlin version of deMon, DFT package for atoms, 

molecules, and clusters initially developed by St-Amant [76]; the Amsterdam Density Function (ADF) 

code [77]; the ORCA code developed by Neese et al. [78]. Finally, we mention CTM4XAS code 

developed by de Groot [79] based on the multiplet theory [80]. 

Typically, multiple scattering theories employ an important approximation: the muffin-tin averaging of 

the potential needed for the expansion of the wave functions. This approximation is serious, especially 

when the photoelectron kinetic energy is close to the value of the approximation done on the potential. 

Moreover, it makes the results dependent on the size of the interstitial region between the muffin tin 

spheres. To avoid the restriction imposed by this approximation, several computing methods has been 

developed and successfully applied [81, 82]. Among them, the finite difference method currently 

included in the FDMNES code it is emerging for the reliable results and the stability of the algorithm 

[61, 74]. Other alternative methods are possible: for instance, a plane wave base is useful for periodic 

structures because it allows to employ periodic limit conditions, but is not appropriate to describe the 

region in the neighborhood of the atomic nuclei [83]. 

However, a qualitative interpretation of XANES spectra has been simultaneously developed during the 

years and is commonly adopted to a first approximation. One of its more common uses is in 

fingerprinting, where the experimental spectrum measured on an unknown sample is compared to 

spectra of reference compounds. In order to compare different spectra it is first and foremost necessary 

to perform a proper normalization which requires an evaluation of the pre-edge and post edge trends 

and an estimation of the edge jump. The most interesting features to be observed in this kind of 

analysis are pre-edge peaks, edge position, intensity of the top of the edge (known as “white line” [84, 

85]), and shape of the first features after the edge (see Figure 3). 

It is worth noticing that the initial state of the electron is a core level with well defined angular 

momentum quantum numbers    . Because of the orthogonality of spherical harmonics, the transition 

matrix element in Eq. (3) projects out only part of the final state wavefunction depending on the 

geometry and on the decreasing contribution of multipolar terms in the photoelectric interaction. 

Hence, selection rules can be defined to determine the allowed transitions. Bearing in mind that the 

dipolar term is the dominant contribution of the photoelectric interaction, will be favoured transitions 

with      . So the final states of K- and   -edges will contain p symmetry, while for   - and   -
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edges the final states will have an s or d character. Since d states are more localized then p states, 

usually   - and   -edges show a more pronounced white line. Thinking in terms of molecular orbitals 

(MOs), the atomic orbitals of the absorber will mix with the neighbours’ orbitals, and the pre-edge 

transition strength will depend also on the symmetry of the site since in an inversion-symmetric site 

orbitals of different parity do not mix in an eigenfunction. In the case of a K-edge where transitions to 

d-states should have a very low probability, when the coordination is tetrahedral the inversion 

symmetry is broken and a sharp and intense pre-edge peak appear, while it is not visible for octahedral 

sites. Other important information that can be extracted by XANES data is the oxidation state of the 

absorber which can be gathered from the edge position (see Figure 3). In fact, an higher oxidation state 

will correspond to an higher edge energy because it is harder for the photoelectron to leave a positively 

charged (oxidized) atom. It is worth to know that a shift of the edge can also be caused by a different 

bond length of the coordination shells; but, since the interatomic distance is directly correlated to the 

valence state, this shift usually results as an additional indirect term which does not invalidate the 

effectiveness of the analysis method. 

Furthermore, when the sample consists of a mixture of absorbing atoms in inequivalent sites, the 

measure will represent an average of the single spectra corresponding to each species. If the data are 

not distorted by nonlinear effects due to sample thickness [86] or fluorescence self absorption [87], it is 

possible to fit the XANES with a linear combination of spectra of well known references and extract 

the relative amount of the species inside the sample [88-92]. In addition, Principal Component Analysis 

(PCA) offers the chance to understand how many components are present inside the sample by starting 

from a large subset of candidate references [89, 91-95]. 

 
Figure 3. Mn-K edge XANES spectra of different standards and MnOx samples. In the inset is reported a 

calibration line for Mn oxidation state determination based on the chemical shift of the absorption edge energy. 

Reproduced with permission from Ref. [96]. Copyright Elsevier (2012). 

2.1.3 The EXAFS region 

The EXAFS region starts few tens of eV after the edge and can be extended up to more than 1 keV. 

The spectrum in this energy range is a picture of how the photoelectron extracted by the absorbing 

atom probes the surrounding atomic environment. The XAS signal results in a series of oscillations, 

which have a relatively low intensity with respect to the edge jump. Hence, the first step during the 

analysis is to reduce the data to a      curve by subtracting a background that simulates the absorption 

signal expected for an isolated atom (  ). This data reduction highlights the fine structure oscillations 

and results as a sum of sinusoidal waves where phases and amplitudes depend on the type of atoms and 

on their distribution around the absorber, as described by the EXAFS function, see Eq. (5). It is worth 
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noticing that the amplitude of the oscillation is exponentially decreasing at increasing values of k 

because of the       
 

 term in the EXAFS function. To take into account this damping of the signal, the 

     extracted curve is commonly multiplied for a power of k to better visualize the oscillations at 

higher wavenumbers (see Figure 4). As in the case of XANES, also for EXAFS it is possible to 

perform a preliminary qualitative analysis performing a Fourier Transform (FT) of the      function in 

order to single out the contributions by each atomic shell in the R space. The phase-uncorrected 

modulus of the FT shows peaks for the closest coordination shells at distances which are slightly 

shorter than the real bond lengths. The intensity of the peaks is related to the coordination number, but 

can be influenced by the distribution and kind of atoms in the shell since their contributions are 

summed in phase. Furthermore the peak intensity is affected by the thermal motion. Indeed, the higher 

is the amplitude of the atomic vibrations, the higher is the dumping effect on the EXAFS signal 

intensity, which is also associated to an increase of the peak width. 

 
Figure 4. Pictorial description of the EXAFS experimental data treatment procedure. (a) Fitting of the pre-edge 

and post-edge regions with two polynomial functions to normalize the raw Ru K-edge XAS data. (b) Normalized 

XAS signal obtained from the raw data reported in part (a). The inset shows the extracted χ(k) EXAFS signal 

obtained by subtracting the absorption signal expected for an isolated atom, namely    in part (a). The red line in 

the inset indicates a Planck-taper apodization window. Unpublished Figure. 
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Following the same procedure described for the XANES, it is possible to acquire spectra of reference 

samples with well known structures and compare their FT curves with the experimental one. 

Furthermore, it has been shown [89, 91-94] that the PCA method can be applied for EXAFS as well, 

but it is not possible to perform a linear combination. It is common to compare FT curves of two or 

more different samples observing shifts of the peak position or changes in intensity and width and 

deducing the corresponding physical changes. This simple comparison should not be limited to the 

modulus of the FT, but it should include also the imaginary parts, otherwise the phase information is 

lost. There is also the opportunity to check individually each shell contribution back-Fourier 

transforming in the k-space only a selected R-range.  

Exploiting the EXAFS function it is possible, contrarily to XANES, to fit directly the experimental 

     curve and perform a quantitative analysis adopting some expressly developed codes [85]. Among 

all, we mention GNXAS [97-100] by Filipponi, Di Cicco, and Natoli; EXCURVE [101-103] by 

Gurman, Binsted, and Ross and FEFF, in its successive releases [53, 71, 72, 104-109] developed by 

Rehr et al., more widely used in the frame of the IFFEFIT package [110, 111]. All these software start 

from a hypothetical structure and calculate all of the possible scattering paths of the photoelectron 

including the single scattering (SS) ones, which involve only the absorbing and one of the 

backscattering atoms, and the most probable multiple scattering (MS) ones, which involve more than 2 

atoms. Usually it is not necessary to give as an input the full structure, but only a cluster with a radius 

of few Å from the absorber, considering that the region probed by the photoelectron is limited by its 

mean free path   , see Eq. (5). In alternative, if the structure is unknown, it is also possible to 

individually generate single scattering paths, simulate the corresponding EXAFS signal and then 

calculate the sum of their contributions. When considering which paths to include it is worth 

remembering that atoms with a higher atomic number Z have a greater probability of scattering 

electrons, having larger scattering amplitudes |     |, and that scattering paths with higher length are 

less likely to occur because of the mean free path limitation. 

Once the list of the most relevant scattering paths is established, the amplitude and phase functions are 

computed ab initio while the coordination number, bond (or MS scattering path) length and Debye-

Waller factor are optimized during the fit procedure. When the fit is performed it is important to control 

the good agreement between simulated and experimental curves (usually expressed by the R-factor, the 

lower the better) and also to check that the mathematical results are acceptable considering the physical 

meaning of the parameters. The correlation between the parameters can be relevant as well, 

coordination numbers and Debye-Waller factors influence, differently, the amplitude of the 

oscillations; on the contrary, scattering path lengths are inversely proportional to the frequency of the 

sinusoids and strongly correlate with the binding energy   , that is also optimized during the fitting 

procedure. Note that    appears in the relationship between photon energy and electron wavenumber, 

see Eq. (1). 

According to the Nyquist theorem [112], also known as sampling theorem, the maximum number (nind) 

of optimized parameter is defined by the product of the sampled interval in k-space (k) and the 

interval in R-space (R) containing the optimized shells [85, 113]:  

 

 nind = 2kR/ (6) 

If the number of parameters to be optimized is too high, it could be necessary to fix some of them to 

values obtained by fit on similar structures where the same paths are present or to calculate the relative 

atomic displacement on the basis of the geometry of the structure [114-128]. Another interesting check 

can be done by observing the imaginary parts of the experimental data FT and of the single 
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contributions from the different scattering paths to understand if the individual signals sum with a 

constructive or destructive interference. 

2.2 Basic detection methods and experimental setups 

The features of interest in XAFS spectra consist of small variations in the absorption coefficient     . 

For this reason, to correctly perform an experiment, a good signal to noise ratio is required. This 

requirement is particularly critical for the energies much higher than the edge since at the end of the 

spectra the oscillation amplitude is strongly damped. As a consequence, an intense beam is required to 

obtain satisfactory data quality in a reasonable acquisition time. A good energy resolution (lower than 1 

eV) to resolve XANES features, the access to a wide range of energies in order to measure as many 

edges as possible and the possibility to accurately and stably scan the energy are required as well. 

Synchrotron radiation sources [129-134], combined with the use of a monochromator crystal mounted 

on a high precision rotary motor [85, 134-138], are optimal to fulfill these requirements and, in 

addition, they provide the possibility to exploit their spatial [85, 139, 140] and temporal [85, 141-144] 

resolution for more challenging experiments. 

The absorption coefficient (and consequently the XAFS spectrum) can be measured in several modes: 

directly by transmission or indirectly through secondary processes such as fluorescence or electron 

emission [44, 85].  

2.2.1 Transmission mode 

The transmission mode simply consists in measuring the flux of the X-ray beam before    ) and after 

   ) the sample. Taking in consideration the Lambert Beer law, Eq. (7), describing the absorption of a 

sample of thickness x, the absorption coefficient can be derived except for a constant using Eq. (8).  

 

                    (7) 

 

          (
  
  
)    (

  
  
) (8) 

Commonly the fluxes    and    are measured by means of two ionization chambers placed along the 

beam direction before and after the sample (Figure 5), which are filled with a gas mixture optimized 

depending on the energy range of interest. The chambers contain a pair of electrodes which collect the 

electron/positive ion pairs created in the gas at the passage of X-rays. If an appropriate voltage is 

applied, the current measured is linearly proportional to the flux. A reference sample (usually a metal 

foil of the same element) and an additional ion chamber can be positioned after the second chamber, 

always along the X-ray beam direction (Figure 5) [85, 145]. The second and third ion chambers are 

used to measure a reference spectrum contemporaneously to the sample in the same operating 

conditions for a correct energy calibration.  
Even if the transmission mode is the simplest and most direct way to measure a XAFS spectrum, it cannot be 

used in every case. In fact it requires a thickness of the sample and a concentration of absorbing species which 

are small enough to allow the beam passing through the sample, but high enough to obtain a satisfactory signal-

to-noise ratio. The optimal combination of thickness and concentration should reflect into an edge jump close to 

1 (e.g. circa 30% of difference in the transmitted beam before and after the edge) and a total absorption lower 

than 90%. If the sample is a powder or a solution, it is suggested to dilute it with a blank solvent (low Z atoms) 

to reach the optimal conditions. However there will be many cases when the sample is too diluted, or too thick, 

or supported on a more absorbing material, where the transmission mode is not adequate and the fluorescence 

mode is usually preferred. 



14 

 

 

 
Figure 5. (a) Schematic representation of the set-up necessary for a XAFS experiment, illustrating a typical 

experimental hutch and the most used detection schemes. (b) Photograph of a typical XAFS setup: in particular, 

here the experimental chamber available at the B18 – Core EXAFS beamline [146] at the Diamond Light Source 

is shown. Unpublished Figure. 

2.2.2 Fluorescence mode 

Fluorescence is a secondary effect of X-ray absorption. Once the X-ray photon has extracted an 

electron from a core level of the absorbing atom, the core hole will be filled by one of the electrons in 

the outer levels. As a consequence a fluorescence photon with energy equal to the difference between 

the two electronic levels will be emitted by the atom (Figure 6b). In fluorescence yield (FLY) mode,    

is still measured by means of an ion chamber, but the flux of fluorescence photons    emitted at the 

energies characteristic of the element are measured by means of a multi-element semiconductor (based 

on e.g. Ge or Si) detector. Usually the fluorescence detector is positioned at 90° with respect to the 

incoming X-ray beam and the sample is turned at 45° to minimize the signal due to elastic scattering. If 

the detector is linear the signal is proportional to the flux and the absorption coefficient can be 

calculated considering that           . The fluorescence measurements can be applied to a large 

variety of diluted samples, whereas they are not appropriate for concentrated samples. Indeed, in the 

latter case, detector saturation may occur, causing a non-linear response. In addition, the measure could 

be affected by self absorption phenomena [147], which depend on the different thickness of the sample 

probed by X-rays at the different energies of the scan.  
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Figure 6. Schematic representation of the photoelectric effect (a) and of two of its possible decay channels: X-

ray fluorescence (b) and Auger effect (c). In both cases, the probability of emission (X-ray or electron) is directly 

proportional to the absorption probability. Unpublished Figure. 

2.2.3 Electron yield mode 

Another alternative approach is to measure the electron yield (EY). In fact, when the core hole of the 

absorber is filled by an electron from an outer level, there is a decay channel alternative to fluorescence 

which is called Auger effect. In this case the energy, instead of being released under the form of a 

photon, is transmitted to a second electron which is extracted from the outer electronic levels (Figure 

6c). If the electrons emitted through this process are measured, the intensity of the electron yield    is 

directly proportional to the absorption coefficient           , and the XAS spectrum is obtained. 

Contrarily to transmission or fluorescence modes which are based on measurement of X-rays, the 

relatively short mean free path of the electrons (indicatively from several Å to few nm) makes this 

mode more surface-sensitive [148]. Unfortunately, for the same reason, the sample is usually inside the 

detector and it is required for the whole system to be in ultra-high vacuum. As a consequence this 

method is more common in the case of soft X-rays XAS, where the electrons are usually collected by 

electrodes. At higher energies, conversion electron detection can be used; this kind of measure is 

performed on secondary electrons generated by the collision of Auger electrons with He gas. It is worth 

remembering that the electron yield detection mode can be adopted only if the samples are sufficiently 

conductive, otherwise they will accumulate charge during the measure, resulting in distorted spectra. 

2.2.4 Optically detected mode 

When excited by an X-ray beam, luminescent samples may emit visible radiation. This phenomenon is 

known as X-ray excited optical luminescence (XEOL) [44, 149] and the collection of the resulting 

photoluminescence yield (PLY) by scanning the X-ray beam across the edge of a luminescent element 

present in the sample results in the optically detected EXAFS (OD-EXAFS). The first OD-EXAFS 

spectrum reported in the literature was collected at the Stanford synchrotron on Ca K-edge of CaF2 by 

Bianconi et al. [150]. Compared with the corresponding spectra collected in transmission and in 

fluorescence modes, the PLY-detected spectrum was characterized by the same features in both 

XANES and EXAFS regions. Interestingly, the PLY-detected spectrum was characterized by an 

inverted jump (i.e. a decrease, rather than an increase, of the PLY at the Ca K-edge edge). The role of 

the attenuation lengths for the X-ray and optical photons and the sample composition in determining 

this behavior was successively understood and discussed by Emura et al. [151]. 

Usually the PLY signal is much lower than the FLY or EY ones, but this method has the advantage to 

give information only on the light emitting sites. The interest of the OD-EXAFS in the characterization 

of 2D, 1D and 0D-confined nanostructures is thus evident, as it adds site selectivity to XAS [152]. 
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Whereas some samples exhibit PLY spectra that, within the signal to noise ratio, are indistinguishable 

from the transmission or fluorescence XAS spectra, other samples show marked differences between 

the data obtained with the different detection schemes. This effect is due to non-local excitations of the 

luminescence centers. It is consequently mandatory to check that the change of the PLY at the 

absorption edge of a particular atom is only due to absorbers in the optically active centers [44]. In 

many cases, particularly in scintillators or ionic crystals, the optically active center may be different or 

distant from the selected absorbing atoms. In the case of a sample consisting of a mixture of ZnSe and 

ZnSe powders, in which the two components emit at different wavelengths, site selectivity was clearly 

demonstrated by Pettifer and Bourdillon [153].  

In his recent review on EXAFS studies of semiconductor heterostructures and nanostructures, 

Boscherini clearly recommended that the site-selectivity in PLY-XAFS should be checked for every 

sample examined [44]; this can be done by collecting the partial PLY across the emission band of the 

specific luminescent center: In case different luminescent centers are present, then, together with the 

total PLY also all site specific partial PLY should be collected. Other systems that have been 

investigated by OD-EXAFS and that have relevance for this review are: nanostructured ZnO [154-156], 

porous silicon [157, 158] and silicon nanowires [159]. The last example will be discussed in Section 

4.2. 

2.3 Advanced approaches and related setups 

2.3.1 Polarization-dependent XAS and XMCD 

As shown in Eq. (3), the absorption coefficient is directly depending by the scalar product of the 

polarization versor  ̂ and the bond direction  ⃗. X-ray beams from synchrotron sources are always 

nearly polarized in the plane of the electron orbit, and the polarization versor can be written in spherical 

coordinates as a function of the two angles   (in plane) and   (with respect to vertical axis).  

 

  ̂                           (9) 

In the case of isotropic samples such as solutions, randomly oriented polycrystalline or cubic symmetry 

crystals this property does not affect the measurements. On the contrary, if the subject of the study is a 

crystal with different lattice parameters, there are changes in the absorption along the different 

directions (dichroism). In this case, polarization-dependent XAS is a powerful tool since it allows 

structural determination with directional sensitivity once the crystal is correctly oriented with respect to 

the incoming X-ray beam. For this reason, angle-resolved XAS has been used to study single crystals, 

layered compounds, polymers, oriented powders and surface thin films and epitaxial layers [160]. 

Usually, the anisotropy of XANES is particularly marked at the K-edge, because the p-waves attained 

in the final state are highly directional. 

The polarization dependence of the XAS was already noticed by Kronig in 1932 [161] and its 

dependence by the direction relative to crystal axes was suggested by Cooksey and Stephenson [162]. 

Successively, other studies provided an experimental observation of this effect [163] and tried to give 

an explanation based on quantum theory [164, 165], until a final and comprehensive description was 

furnished by Alexander in 1963 on the base of group theory [166]. A distinction should be done 

between the high-energy part of the XAS spectrum and the multiple scattering (near edge) region. For 

the former case it was demonstrated by Stern [50] that the contribution of each neighbor for a K-edge is 

weighted by a factor      , where   is the angle between the polarization and the bond directions. 

This simple angular dependence is commonly employed in data analysis to determine the neighbor 

distances in the various directions. For an   - and   -edge, the situation is more complex because the 
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presence of two final state components (     ) [167] cannot be neglected, otherwise it could lead to 

significant errors in the determination of the structural parameters.  

The specific advantage of angle-resolved XAS is emphasized in the XANES region where it gives 

detailed information on the electronic structure of the sample. Summing over final states at different 

energies, the dipole absorption coefficient can be written explicitly in terms of polarization 

dependence, starting from Eq. (4) and using a tensor M. 

 

 
      ̂     ̂  ∑          

   

            ∑ 

 

〈    ⃗     
〉 〈  |  ⃗    

〉 
(10) 

Usually the tensor M cannot be diagonalized on the whole energy range, but it is possible for specific 

symmetries of the sample. It has been already highlighted that if the sample is isotropic the polarization 

dependence cancels out: correspondingly the M tensor is reduced to identity matrix. In presence of an 

N-fold rotational axis of order greater than 2, the   dependence vanishes and a simplified expression of 

M is obtained, as shown in Eq. (11). 

 

                    
                    

        
    (11) 

Calculations showed that for K-edges the       contribution becomes negligible at higher energies 

bringing back to the commonly used       dependence previously cited for the EXAFS region.  

When studying a single crystal with two different lattice parameters, keeping into consideration the 

formulae reported in this section, and properly orienting the sample with respect to the incoming X-ray 

beam, it is possible to distinguish between in-plane and out-of-plane interatomic distances [160, 168-

173], as discussed in details in Section 3.4. The simplest case would be when the bond vector  ⃗ is 

perpendicular or parallel to the sample surface such as octahedral or square planar coordination of the 

absorbing atom. In these cases, it would be sufficient to measure the sample with grazing (      and 

normal (       incidence, where there is no intermixing between the in-plane or out-of-plane 

contributions. Nevertheless, in most of the cases, the vector connecting the absorber and the scattering 

atoms is neither parallel nor perpendicular to the growth axis. As a consequence, a calculation will be 

needed to disentangle the two contributions.  

The angular dependence of X-ray absorption spectra can also be used to orientate a single crystal or to 

measure the linear components of the polarization of an X-ray beam in various directions with a highly 

anisotropic reference crystal [174]. Moreover, it allows the interpolation of spectra which cannot be 

obtained experimentally (for instance with the X-ray beam parallel to the surface). 

A particular case of dichroism is X-Ray Magnetic Circular Dichroism (XMCD), pioneered by Schütz et 

al. in 1987 [175] and successively further developed by Sette et al. [176-178] and others [68, 179-182]. 

For this technique, XAS signals are collected with left and right circularly polarized light in a magnetic 

field to examine magnetic materials and properties. In particular, it is the only element-specific 

technique that can distinguish between the spin and orbital part of the magnetic moment. XMCD is 

used in many areas, such as engineering (magneto-electronics), chemistry (organometallic compounds), 

earth sciences (spinels, geomagnetism) and life sciences (metalloproteins, biomagnets). Usually the 

absorption spectrum is formed by the superposition of all the selection-rule allowed transitions from the 

ground level to the final level multiplet, including all the electronic levels determined by Coulomb 

interactions and by spin-orbit coupling. In particular, each multiplet has an atomic angular momentum 

described by the quantum number j, and the dipole selection rules are        ). If magnetic field is 

applied, each level is split in more lines with different projections of j (mj). XMCD measures the 

difference between the        (left circular polarization) and the        (right circular 
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polarization) transitions. For   - and   -edges, the absorption intensity of the resonances is generally 

proportional to the number N of empty d states (holes). For a magnetic material the d shell has a spin 

moment which is given by the imbalance of spin-up and spin-down electrons or holes. In order to 

measure the difference in the number of d holes with up and down spin, we need to make the X-ray 

absorption process spin dependent. This is done by the aforementioned use of circularly polarized 

photons. They transfer their angular momentum to the excited photoelectron, which carries the 

transferred angular momentum as a spin or an angular momentum, or both. Right and left circularly 

polarized photons transfer an opposite momentum to the electron and hence photoelectrons with 

opposite spins are created in the two cases. Hence the spin and orbital moment can be determined from 

linear combinations of the dichroic difference intensities according to specific sum rules. 

2.3.2 Micro-/Nano-beam XAS 

X-ray micro- and nano-beams are able to provide local measurements in specific regions of a complex 

sample probing a small volume of interest even in situ or in extreme environments. For this reason, X-

ray techniques based on such focalized beams are an emerging characterization tool with implications 

in geophysics and environmental science, biophysics, nanotechnologies and materials with 

inhomogeneities down to the sub-m scale. Moreover, the combination of different techniques such as 

fluorescence (XRF), absorption and diffraction (XRD) allows to simultaneously obtain information on 

local composition, oxidation state and structure. By scanning different positions of the sample it is also 

possible to construct 2D maps highlighting the space-dependent characteristic of the sample which 

could help in the understanding of the overall material properties (Scanning X-ray Microscopy, SXM). 

Although normally the information is averaged over all the volume probed by the X-ray beam, it is 

even possible to achieve a 3D resolution employing tomographic methods [183] and confocal or X-ray-

triangulation methods [184]. 

Of course, for achieving more and more challenging spatial resolutions, it is necessary a parallel 

development of X-ray optics and sources, to have beams always more focused (Figure 7b), 

characterized by high brilliance (Figure 7a) and stability. Focalization of X-ray beam up to few 

nanometers can be achieved by different methods such as: capillary optics [185], crystal focusing [186] 

and waveguides [187]. The most recent approaches are shown in Figure 7c–g and are based on high 

fabrication control of X-ray refractive lenses, mirrors, curved crystals and other optical elements to 

reach their ultimate limits. 

Mirror optics represent the earliest method introduced for X-rays microfocusing. The mirrors can be 

either single-layer exploiting total-external-reflection or multilayers working at larger but still glancing 

angles. The most commonly used are elliptical Kirkpatrick-Baez mirrors (Figure 7g, left), which take 

their name by the scientist who pioneered them in the 1940s for an X-ray microscope [188] and are 

particularly appropriate for energy scanning because of their achromaticity. Different variants exist 

such as the more compact nested Montel mirrors (Figure 7g, right). 

Fresnel zone plates (Figure 7d) exploit the interference phenomenon, with their different zones 

specifically designed to obtain the maximum flux at the focus. Their compactness and large field of 

view make them perfectly suitable for imaging applications. A variant allowing higher resolution is 

represented by multilayer Laue lenses (Figure 7f) which consist of thousands of layers with very thin 

outer zones. 

Compound refractive lenses (Figure 7c) were proposed starting from the applications for visible light. 

However, since the refraction index of X-ray is very close to one, it is much more difficult to bend the 

photon beam and an assembly of several discrete lenses was needed to multiply the individual small 

deflection of a single lens. These optics can be combined with zone plates in the design of kinoform 

structures (Figure 7e) to reduce the absorption. The main limit of these refractive approaches is that 
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their response is depending on the photon beam energy, making these optics not suitable for 

spectroscopic studies. 

 

 
Figure 7. Improvements in the X-ray source brilliance (a) and focused beam dimensions (b) during the last years. 

Schematic representation of the most common X-ray focusing set-ups: refractive lenses (c and e), Fresnel zone 

plates (d), multilayer Laue lenses (f), Kirkpatrick-Baez and Nested Montel mirror optics (g). Unpublished 

Figure: parts (a) and (b) summarize data reported in Ref. [139]. 

Finally, the interesting possibility of obtaining OD-XAS spectra with very high (nanoscale) spatial 

resolution by exploiting the sub-wavelength resolution offered by scanning near-field optical 

microscopy (SNOM) has been shown by Larcheri et al. [155, 156] on ID03 beamline at the ESRF 

equipped with KB focusing optics. 

A more exhaustive description of the capabilities and the limits of X-ray micro- and nano-beam science 

can be found in Refs. [139, 140]. 

2.3.3 Grazing incidence/surface XAS 

When the sample consists in a thin film of few monolayers epitaxially grown (or deposited) on a 

substrate, then the transmission mode (Section 2.2.1) cannot be used and FLY (Section 2.2.2) or EY 

(Section 2.2.3) modes must be adopted. In such cases, the response of the sample will be dominated by 

the atoms of the substrate, as they are by several orders of magnitude more abundant than those of the 

thin film. Although the fluorescence photons emitted from the substrate will have no modulation in a 

XAFS spectrum measured across the edge of one element present in the thin film, their high flux will 

saturate the detector, overshadowing the signal coming from the film. The short electron mean free 

path makes this problem less severe for the EY mode; however it is evident that an experimental set-up 
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able to selectively excite only atoms from the thin film and not from the substrate is highly suitable for 

such kind of experiments. This is possible adopting the so-called grazing incidence geometry. The 

concept of this approach can be explained using the basic theory of X-ray optics. In the X-ray region of 

the electromagnetic spectrum, the wavelength dependence of the index of refraction of the sample, 

nsample(), is given by [44, 85, 86, 189-192]: 

              
    

 

  
 

   

  
              (12) 

where is the electron density and r0 is the electron classical radius. The  term takes into account the 

absorption phenomena ( is the linear absorption coefficient). Considering only the real part of the 

refractive index, as it defines the reflection/refraction properties of the interface, and applying the Snell 

law, n1cos(1) = n2cos(2) [193], to the vacuum/sample interface [vacuuo = (1); sample = (2)] the 

relation cos(1) = nsamplecos(refraction) is obtained, since n1 = 1 for vacuum. As Re(nsample) < 1 because 

the phase velocity of X-rays in condensed matter (vphase) is larger than c (generally, in optics Re(nsample) 

= c/vphase), therefore > 0. This implies that there is a critical angle c under which total reflection 

occurs and the electromagnetic wave does not penetrate inside the substrate of the sample: cos(c) = 

nsample when refraction = 0° [191]. Since nsample is very close to unit (10
-6

<< 10
-5

), c must be very close 

to zero and the cosine can be approximated with the first two terms of the Taylor series in zero: cos(c) 

 1 c
2
/2  nsample. Using Eq. (12), the following expression for c is finally obtained : 

    √    √
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For a typical semiconductor like silicon, at E = 10 keV (= 12.3984 Å), c = 4.5 mrad. Below that 

value, the reflectivity approaches unit and inside the sample the beam is confined to the near surface 

region. On the numerical ground, it can be shown that the penetration depth of the X-ray beam inside 

the sample in the direction normal to the surface L() is for instance 22 Å, 26 nm and 29 m for  < c, 

 = c and  = 10c, respectively [44, 194]. Similarly, it can be derived that for  = c the beam 

intensity at the surface of the sample is four times the intensity of the impinging beam. The grazing 

incidence geometry allows thus a strong confinement of the X-ray beam in the near surface region of 

the sample. It is therefore clear that the incidence angle can be tuned as a function of the film thickness 

T to guarantee L() T; in such condition, the fluorescence from the substrate is minimized and that 

from the thin film enhanced.  

Under such geometrical conditions, the EXAFS technique is usually referred as Surface EXAFS 

(SEXAFS) [195-197] or as ReflEXAFS [192, 198-201] and it can exploit the X-ray beam linear 

polarization to discriminate between bonds parallel and perpendicular to the film surface (see Section 

2.3.1) [160]. 

2.4 Complementary techniques 

Once established, the concepts of XAS have influenced and given birth to other related techniques such 

as XMCD [68, 175-182], already discussed in Section 2.3.1, diffraction anomalous fine structure 

(DAFS) [72, 160, 202-206], photoelectron diffraction [207-211], various electron energy-loss 

techniques [212], including extended energy-loss fine structure (EXELFS) [213-217], extended fine 

Auger structure [218, 219] and extended appearance potential fine structure [220], photon interference 

XAFS (PIXAFS) [221, 222], and the related X-ray holography effects [223].The basic physics in all of 

these techniques involves similar high-order electron-atom multiple-scattering processes, which can all 

be treated with theoretical tools similar to those developed to understand XAS spectroscopy [53].  
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In the following short subsections few more words will be spent on DAFS and EXELFS because of 

their relevance in the characterization of nanostructures. Some specific examples of DAFS will be 

presented in Sections 3.2, 4.2 and 5.2. Finally, in Section 2.4.3, similarities, differences and 

complementarities between EXAFS and total scattering technique, or pair distribution function (PDF) 

approach [224-231], will be discussed. In Section 3.1 an application of the total scattering technique to 

semiconductor alloys will be introduced. 

2.4.1 Diffraction anomalous fine structure (DAFS) 

DAFS is a diffraction technique, thus involving materials characterized by long range order that results 

in an EXAFS-like signal [72, 160, 202-206]. It thus provide information on the local environment of a 

selected atomic species. The intensity of a (hkl) diffraction peak of a crystalline material normally 

varies smoothly with the incident X-ray wavelength  used to perform the diffraction experiment, 

reflecting the behavior of the atomic form factor real and imaginary part f1 and f2. This statement does 

not hold if the  scan goes across an absorption edge of an element present in the material. This fact is 

the basis of resonant (or anomalous) diffraction experiments [230, 232]. Now, if the intensity of such a 

diffraction peak is measured as a function of  across the absorption edge of an element present in the 

material, an EXAFS-like signal will be observed, from which structural information around the 

selected atomic species can be extracted. This is actually the field of DAFS, which combines in the 

same experiment X-ray diffraction and X-ray absorption [72, 160, 202-206]. In this way, the long-

range structural information contained in diffraction peaks can be combined with the chemical and 

local structure selectivity of XAS. Thus, it can provide simultaneously site-selective and chemical-

selective structural information. On the experimental ground DAFS data collection needs a very high 

signal-to-noise ratio, as for EXAFS, to perform a quantitative oscillations analysis on a diffraction yield 

that is only a very small fraction of the total one. Consequently, a brilliant beam is needed together with 

a high quality diffractometer coupled to very stable absorption-dedicated optics. Once combined with 

EXAFS, DAFS could be used e.g. in disentangling the contribution present in a standard EXAFS 

spectrum of a nanostructured material where an amorphous phase is coexisting with a crystalline one 

[205]: both signals will be present in the EXAFS spectrum, while only the latter will contribute the 

DAFS signal. Although DAFS contains contributions of both the real and imaginary parts of the 

complex anomalous scattering factors, f1 and f2 (XAS being proportional to the imaginary part only), it 

can be analyzed, in the extended region, like EXAFS [204, 206]. Codes able to handle the DAFS signal 

are e.g. FDMNES [61, 74], ATOMS [233], FEFF [72] and XFIT [234]. 

2.4.2 Extended energy-loss fine structure (EXELFS) 

Modern transmission electron microscopes (TEM) equipped with an electron energy-loss spectrometer 

allow the detection of EXELFS spectra, which are XAFS-like spectra [213-217, 235]. In terms of data 

quality, these spectra can be competitive with those collected at synchrotron sources, particularly for 

low-Z edges and in the near edge region. The technique has the further advantage of reaching the nm-

spatial resolution typical of TEM instruments, i.e. 2-3 order of magnitude better that what can be 

obtained with X-ray microscopies, see Section 2.3.2. On the other hand, EXELFS is intrinsically an 

ultra-high vacuum technique and the thickness of the sample investigated is limited to few tens of 

nanometers by the strong electron-matter interaction. 

2.4.3 Total scattering: the pair distribution function (PDF) approach 

Although known and used before the theory of EXAFS was firmly defined [236] by the work of 

Sayers, Stern, and Lytle [49], and although based on a different physical process, a specific paragraph 

is devoted to the total scattering technique [224-231, 237], able to provide the overall pair distribution 
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function (PDF) G(r) of the material. The experimental setup needed is that for X-ray or neutron powder 

diffraction [238, 239], but the scattering pattern has to be collected to much higher exchanged Q-

values, up to at least 20–30 Å
-1

 (Q = 2K sin() = 4 sin()/, where K is the X-ray wavenumber). 

Low  sources and high 2 collections are required for PDF analysis. For standard Cu K ( = 1.54 Å) 

and Mo K ( = 0.62 Å) tubes a collection up to 2 = 140° results in Q = 7.7 and 19.2 Å
-1

, respectively. 

Working with a synchrotron source at  = 0.5, 0.4, 0.3 and 0.2 Å, Q values as high as 23.8, 29.8 and 

39.7 and 59.0 Å
-1

, respectively, can be reached for a data collection up to 2 = 140°.  

A package able to handle PDF data is the set of programs PDFgetX2, PDFfit, PDFfit2 and PDFgui, 

developed by the Billinge group [240-242]. From the experimentally collected intensity Iexp(Q) the 

code extract the coherent scattering function IC(Q) after correcting for extrinsic contributions to the 

background intensity from effects as Compton scattering, fluorescence, scattering from the sample 

holder, and other experimental artifacts. IC(Q) has sharp intensities where there are Bragg peaks, and 

broad features in between, i.e. the diffuse scattering. The total-scattering structure function, S(Q), is 

then obtained from IC(Q) as follows: S(Q) = [IC(Q)  < f(Q)
2
> + <f(Q)>

2
]/<f(Q)>

2
 [226, 231], where the 

angle brackets denote an average over all the chemical species in the sample and f(Q) is the X-ray 

atomic form factors. As f(Q) decrease upon increasing Q [243], a very long integration time is needed 

at high Q to obtain a good statistic. For this reason, area detectors are more suitable than point detectors 

because they allow the integration on a wide region of the diffraction cone, and because their poorer 

angular resolution is not a significant disadvantage in a Q-region where the diffractogram undergoes 

only smooth variations. Alternatively, PDF studies can be performed using neutrons because the 

coherent neutron scattering length is constant in the whole Q region of interest. Both Iexp(Q) and IC(Q) 

data appear smooth and featureless in the high-Q region (this holds even for crystalline materials where 

usually no Bragg peaks are observed above Q  10 Å
-1

). However, after normalizing and dividing by 

the square of the atomic form-factor, important oscillations appear in this region of the S(Q) function, 

similarly to what is observed in an EXAFS experiment comparing (E) and (k) functions at high E 

(high k or high Q) after the edge. Finally, the reduced pair distribution function, G(r), is obtained from 

S(Q) through a sine FT: 

 

 
      

 

 
∫  [      ]          

    

    

 
(14) 

where Qmin and Qmax are the limits of the data collection in Q-space, being Qmin  0 Å
-1

 and Qmax as 

large as possible. The PDF function, Eq. (14), gives the interatomic distance distribution, having peaks 

at positions r corresponding to the most probable distances between the pairs of atoms in the 

investigated material. So the PDF contains EXAFS-like information, that is however not atomically 

selective: G(r) contains indeed contributions arising from the local environments of all the atomic 

species present in the sample. In this regard, the intrinsic differences in the nature of the (k) and S(Q) 

signals obtained from EXAFS and PDF experiments on single-component disordered systems were 

thoroughly discussed by Filipponi [98]: in that work particular effort was devoted to connect the (k) 

signal with quantities commonly used in the framework of the distribution function theory in 

disordered matter. As the physical phenomenon behind PDF is X-ray scattering and not photoelectron 

scattering, the PDF signal is not damped by the short photoelectron mean-free path and by the core hole 

lifetime as EXAFS is, see Eq. (5), so valuable structural information is contained in the pair-

correlations extending to much higher values of r, than typically reachable by EXAFS ( 5–8 Å). In 

fact, with high Q-space resolution data, PDF can be measured out to tens of nanometers (hundreds of 

angstroms) and the structural information remains quantitatively reliable. With respect to EXAFS, the 
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PDF data has not to deal with MS paths, as only SS signals are present. Although, this represents a 

remarkable simplification, and additional complication with respect to EXAFS analysis comes from the 

fact that the contribution of the local environment around all atomic species present in the sample are 

entangled in the PDF signal. In this regard, note that, for high Z elements (Z > 45, i.e.  < 0.53 Å), the 

lack of atomic sensitivity of the PDF technique can be overcame performing X-ray resonant (or 

anomalous) PDF data collection [244-246] i.e. acquiring two Iexp(E1,Q), Iexp(E2,Q) collections across 

the desired absorption edge and working on the differential pair distribution function G(r) defined as: 

G(r) = G(E1,r)  G(E2,r). 

2.4.4 X-ray Emission Spectroscopy (XES): simplified theory and experimental set-ups 

The excited state of a system can decay with the emission of photons. If the radiative decay yields X-

rays, we refer to the process as X-ray emission and the spectroscopy dealing with the measurement and 

interpretation of the emission lines is usually referred to as X-ray emission spectroscopy (XES). 

Frequently, the excited state is induced by the absorption of photons in the X-ray region of the 

electromagnetic spectrum, but other particles (i.e. protons induced X-ray emission PIXE spectroscopy) 

can also be used [247].  

The X-ray emission process can be theoretically investigated according to the quoted works [248-251]. 

While a comprehensive theoretical discussion is behind the aim of the present work we provide a 

qualitative description using a one electron picture. We consider the case of a 3d-transition metal 

system with a 1s hole created by the transition of the 1s electron to the continuum by an incident 

photon (energy ħ), see Figure 8. The transition of a 3p electron to a 1s hole (core-to-core or ctc-XES) 

gives rise to the Kβ main lines that are sensitive to the metal oxidation and spin state[252, 253], while 

the transition of a valence electron to the metal 1s hole gives rise to the valence-to-core (vtc)-XES that 

provides insights on the type, distance and number of metal ligands as well as to the metal oxidation 

and spin-state [248, 251, 254-256]. Furthermore it has been shown that a theoretical interpretation 

using ground state density functional theory (DFT) calculation adopting the one-electron 

approximation is effective in the interpretation of the vtc-XES spectra [256-264]. 

If the 1s electron is excited into an unoccupied level just above the Fermi energy EF (see Figure 

8c,d), the excitations are referred to as resonant (r). As before, we distinguish between decays of the 

intermediate state where the 1s hole is filled by a valence electron (rvtc-XES) or by another core 

electron (rctc-XES), see in Figure 8 parts (c) and (d). In case of resonant excitation we define the 

energy transfer, which represents the energy that remains within the system [265]. For rvtc-XES the net 

excitation can be as low as few eV corresponding to the range of optical spectroscopy (charge transfer 

and d-d transitions), with the remarkable difference that rvtc-XES is element selective [266-271]. 

Summarizing, X-ray emission spectroscopy (XES) is a photon in/photon out process that probes the 

partial occupied density of electronic states of a material. In this regard, it is a complementary 

technique with respect to XANES, which provides insights on the unoccupied states. The combination 

of XAS and XES is consequently highly informative in the characterization of the electronic and 

geometric structure [248-251, 254, 255, 265, 266, 272-280] and of nanostructures containing transition 

metal-based materials in particular.[281-287]. An example of combined XAS/XES experiment is 

provided in Figure 8e. We show how the techniques are able to follow the symmetry modification 

undergone by Ti(IV) atoms in Td-like geometry upon coordination a fifth ligand (an adsorbed water 

molecule in this case) [263, 264, 288-290]. 
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Figure 8. Parts (a-d): simplified representation, using a one electron picture, of: (a) the ground state |g> and the 

(b) vtc-XES; (c) rvtc-XES; and (d) rctc-XES processes. V
n
 indicates the number (n) of electrons in the valence 

molecular orbitals (V) just below the EF. U indicates the unoccupied molecular orbitals just above the Fermi 

energy (EF) and C the continuum excitations. The blue arrows represent the transition of the 1s electron due to 

the adsorption of an incoming photon of energy ħ to reach the intermediate state |i> (XAS or XANES spectra 

in part e). The red arrow indicates the decay of an electron from a higher level to the core hole with final state 

|f>, accompanied by the emission of a photon of energy ħ (XES spectra in part e). The energy transfer ħ() 

is indicated with a dashed black arrow. Part (e): The combination of TFY-XAS (blue spectra) with vtc-XES (red 

scattered spectra) allows the sampling of unoccupied and occupied molecular orbitals (MO) across EF. The 

reported example indicates how the change of local symmetry of Ti(IV) species in Td-like symmetry (dotted blue 

line and scattered full red spheres) to pentacoordination (solid blue line and scattered open red squares) upon 

adsorption of a water molecule is clearly visible by both XAS and XES spectroscopies. A detailed description of 

the reported spectra has been reported by Gallo et al. [263, 264]. The inset reports the corresponding rctc-XES 

map, where the dotted gray line shows the cut done to obtain the HERFD spectrum. Unpublished figure. 
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Coming to the instrumentation needed to collect resonant XES spectra, besides the standard 

monochromator used to select the energy ħ of the incident X-ray beam (present in every XAS 

beamline) XES requires an additional x-ray spectrometer able to analyze the energy ħ of the 

fluorescence X-rays emitted by the sample in the disexcitation processes consequent to the creation of a 

core hole by the primary ħ beam. The standard solid state fluorecence detector usually used for 

collecting XAS spectra in fluorescence mode (Section 2.2.2) provide a typical energy resolution of 

100-300 eV, that is, by far, insufficient for XES spectra requiring a resolution in ħ in the order of 1 

eV or better. To reach this resolution, the XES spectrometers exploit the Bragg law. As the 

fluorescence emission is essentially isotropic, an ideal XES spectrometer has to combine the apparently 

contradictory requirements of a large angular acceptance with good energy resolution. The analyzer x-

ray optics can be basically categorized in two main categories, see Figure 9. The first set-up consists in 

a monochromator that is scanned across the ħ spectral range of interest [277, 291-298] while the 

second is represented by a polychromator that disperses the X-rays with different energies onto a 

position sensitive detector [299-308]. In Figure 9, a spherically curved 1:1 focusing monochromator in 

Rowland geometry (part a) is compared to an analyzer in von Hamos geometry (part b), which uses a 

cylindrically curved crystal to produce a polychromatic line focus.[277] The advantage of a 

polychromator compared to a scanning monochromator is threefold: (i) it has no moving parts; (ii) it 

records all parts of the ħ spectrum simultaneously; (iii) it can have better energy resolution. 

Conversely, its main disadvantage is the poorer solid angle per analyzed energy increment resulting in 

a poorer signal-to noise ratio due to the comparably larger background from unwanted scattering. 

Finally, we also mention the hybrid spectrometer realized by Huotari et al. [309], where the energy 

resolution is improved considerably without loss in accepted solid angle. 

 

 
Figure 9. (a) Schematic representation of the geometry adopted for a XES scanning monochromator in 1:1 

focusing Rowland geometry based on a spherically curved Bragg crystal. The XES spectrum (as a function of 

ħ and at fixed ħ) is recorded by changing the angle of the analyzer (bent arrows) and the position of the APD 

detector (straight arrows). The Rowland  circle, passing through sample, analyzer and detector is also drawn. (b) 

Polychromator based on cylindrically curved Bragg crystal in von Hamos geometry. This configuration has no 

moving parts and the XES spectrum (at fixed ħ) is recorded in a single shot for a large interval of emitted ħ 

on a position sensitive detector PSD. Unpublished figure, inspired from Ref. [277]. 
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2.4.5. High-energy resolution fluorescence detected (HERFD) XANES and range-extended EXAFS 

spectroscopy 

In a conventional XANES experiment, one monitors either: (i) the transmitted photons or, (ii) the total 

fluorescence yield (TFY, integrated over all the de-excitations related to the excited atomic species) or, 

(iii) the total or partial electron (TEY or PEY) decay of the sample, while scanning the incident photon 

energy ħ (see Section 2.1.2) across the edge. In such experiments, besides the limits of the X-ray 

optics, there is a lower limit in the FWHM of the observed features (ETFY) that is set by the life-time 

broadening of the core hole of the selected edge: ETFY  core  ħ/core, where core is the life time of 

the core hole created by the absorbed X-ray. With the experimental set-ups reported in Figure 9, it is 

possible to follow the evolution of the fluorescence emission fixing ħ (corresponding to a particular 

fluorescence decay channel) upon scanning incident photon energy ħ. In such a way, being the decay 

transition due to an electron coming from an higher level (HL), that has a core hole with a longer HL 

life-time (HL >> core) , the resulting spectrum is characterized by and intrinsic lower broadening 

EHERFD  [(core)
2

 + (HL)
2

]
½

, where HL  ħ/HL, see dashed gray line in the inset of Figure 8. This 

effectively leads to spectra with a higher energy resolution and sharper features [85, 255, 310-314]. 

This life-time suppressed XANES is generally referred to as high-energy resolution fluorescence 

detected (HERFD) XANES and can be seen as a partial fluorescence yields that should be treated in the 

framework of the Kramer-Heisenberg theory [251]. 

Another important application of HERFD XAS consists in the so called range-extended EXAFS 

spectroscopy[85, 315-318]. It applies in case of samples containing elements with adjacent electronic 

numbers Z. In such cases the K-edge spectrum of element Z will also show the undesired edges that 

arise from the K-edge of element (Z+1) that restricts the k-region of study. This holds of course for 

spectra collected in transmission mode, but also for spectra collected in TFY mode. Indeed, the typical 

energy resolution of the solid detectors is  100-300 eV, implying that the low energy tail of the K 

lines of element (Z+1) contribute to the photon counting of the K of element Z, resulting in the 

appearance in the standard EXAFS spectrum of the (Z+1) K-edge jump. Conversely, HERFD XAFS 

can overcame this problem since it is decay-channel selective with an energy resolution in ħ of about 

1 eV, avoiding any contamination from whatever other decay lines. The same problem occurs for a 

couple of elements where K and L edges are close in energy (e.g. Cl K- and Pd L-edges). 

We conclude this section reminding that HERFD XES allows also the collection of oxidation state-

specific EXAFS spectra[248, 319]. This is possible in cases where the different oxidation states are 

characterized by slightly different florescence lines ħ, that can be selected with the analyzer 

spectrometer (Figure 9). With the same principle, also spin-selective EXAFS spectra can be recorded 

[320] because of the spin-sensitivity of the K’ fluorescence line. 

2.4.6. X-ray Raman Scattering (XRS) 

Raman scattering is a widely used spectroscopic technique that provides chemical and structural 

information about the material under investigation [321]. It observes the inelastic process linked to the 

variation of the wavelength of the photons scattered by the sample, also referred to as Raman effect 

[321]. If the photons belong to the X-ray region of the electromagnetic spectrum we refer to this 

technique as X-ray Raman Scattering (XRS) [322] and the excitations that can be probed are from deep 

core electrons, thus XRS can be consider a core level spectroscopy as XAS.  

Variation of the scattered photons energy ħ across a value of ħ  Eedge(Z) results in a XAS like 

signal of the Z element hosted in the sample [323-325]. This technique is particularly relevant to detect 

XANES (and even EXAFS) like spectra on low Z elements like C [326-330], O [331, 332], B [330] 

and even Li [330]. The use of hard X-rays in XRS makes the techniques bulk sensitive and does not 
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require UHV conditions for the sample environment, making possible experiments in presence of gases 

and liquids [333, 334]. These peculiarities represent strong advantages with respect to both standard 

soft X-ray XAS (Section 2.2) and EXELFS (Section 2.4.2). Conversely, the main drawbacks of XRS 

concern: (i) its very tiny cross section and (ii) the relatively higher E/E requested with respect to soft 

X-ray C K edge XAS experiments [335, 336]. Point (i) requires the use of high brilliance sources and 

suitable spectrometers (that can be obtained covering the largest solid angle possible, as done at the 

new ID20 beamline of the ESRF). Point (ii) requires the use of small band-with instrumentation. The 

required performances can be obtained either improving the resolution of the incident beam or 

increasing the resolution of the analyzer (or both). Obviously improving the E/E performances is in 

general in conflict with request (i).  

3 Applications of XAS spectroscopy to 2D epitaxial films and quantum wells 

3.1 Overview on the results obtained on bulk semiconductors 

Semiconductor alloys find widespread applications ranging from solar cells to high-performance 

computing and optical communications [337]. Indeed, most of the II-VI and III-V compound 

semiconductors (e.g. CdSe, ZnSe, CdS, CdTe, GaAs, InAs) possess a direct band gap, covering the 

entire visible spectrum, which makes them particularly suitable in optoelectronic and especially 

photonic devices [338]. Moreover the alloy properties, such as band gap, can be tuned by varying the 

alloy composition to meet the specific requirements of advanced device applications [40, 160]. With 

the advent of the low dimensional systems, such as quantum wells (QWs), superlattices, quantum wires 

and quantum dots, the effects of alloy composition, size, device geometry, doping and controlled lattice 

strain can be combined to achieve the best device performance [12]. The specific properties of the 

different low dimensional systems will be presented in details in the next Sections, while in the 

following paragraphs some useful general concepts derived from the study of bulk semiconductor 

alloys will be discussed. 

The first pioneering studies on AxB1-xC bulk solid solutions date back to the 1920s and employed XRD 

to show that the lattice parameter a varies linearly with the composition, according to the Vegard’s law 

[339]: 

 

                    (15) 

However, the a value obtained from XRD is averaged over a huge number of unit cells and the atomic 

displacements from the ideal lattice positions are included in the diffuse scattering background, which 

is in general more difficult to analyze. Therefore, as explained in Section 2, XAS would be the 

appropriate experimental technique to investigate more thoroughly these problems owing to its element 

selectivity and its high resolution at the short distance scale. Nevertheless, till the beginning of the 

1980s, due to the lack of any direct experimental evidence on the local structure around anions and 

cations in AxB1-xC alloys, the Virtual Crystal Approximation (VCA) [340, 341], which assumes that all 

atoms occupy the average lattice positions obtained by XRD, was routinely adopted to predict 

semiconductor properties such as the energy gap (Eg). It is worth noting that the energy gap is a 

nonlinear function of alloy composition which contains a quadratic term depending on the so-called 

“bowing parameter” [160, 342, 343]. 

In 1982 Mikkelsen and Boyce reported the first EXAFS measurements on InxGa1-xAs alloys, thus 

allowing to model semiconductor band structure from a correct structural starting point [344, 345]. In 

particular, by performing a combined Ga, As and In K-edge study on a set of InxGa1-xAs polycrystalline 
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solid solutions with x ranging from 0 to 1, they observed that both Ga-As and In-As first shell distances 

in the ternary alloy are much closer to the respective values in the pure GaAs and InAs binary 

compounds than to the average VCA distances (see Figure 10a). A bimodal distribution of second shell 

As-As distances has been found corresponding to As–Ga-As bonds or As–In–As bonds (see Figure 

10b). Conversely, the cation sublattice has a broadened single distribution centered at the average 

lattice distance (see Figure 10c), as predicted by the VCA model. Mikkelsen and Boyce have therefore 

demonstrated that the VCA is violated at the local scale, since it drastically underestimates the 

differences in the first shell Ga–As and In–As distances, although it represents a reasonably good 

approximation for the coordination shells higher than the second one, being in asymptotic agreement 

with the long range data obtained from XRD [345]. 

 
Figure 10. (a) First shell Ga–As and In–As bond distances as a function of In content in the InxGa1-xAs alloy. The 

average cation-anion distance calculated from the lattice constant a measured with XRD (3a/4), middle curve, 

follows accurately Vegard’s law [339]. (b) As–As second shell distances in the InxGa1-xAs alloy. The shorter one 

corresponds to As–Ga–As bonds, while the longer one is related to As–In–As bonds. The middle curve 

represents the VCA As–As distance. (c) As part (b) for the In–In, Ga–Ga and Ga–In second shell distances. Part 

(a) adapted with permission from Ref. [344], Copyright APS (1982); part (b) and (c) adapted with permission 

from Ref. [345], Copyright APS (1983). 

After this pioneering work [344, 345] on the InxGa1-xAs system, this phenomenon has been 

systematically studied in several pseudo-binary semiconductor bulk alloys such as CdxMn1-xTe [346, 

347], ZnSnxTe1-x [348], Sn1-xMnxTe [349], InxGa1-xP [348], InxGa1-xSb [348], GaAsxP1-x [348, 350], 

InAsxP1-x [351-353], AlxGa1-xN [354], InxGa1-xN [354] and GexSi1-x [355, 356]. In the framework of the 

Keating potential [357], the results of Mikkelsen and Boyce and of the successive works  mentioned 

above have been explained by the fact that, in semiconductors, bond bending force constants are 
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weaker than bond stretching ones. In particular, a comprehensive theory of bond length variation in 

semiconductor alloys, able to reproduce existing experimental results and with predictive ability, was 

proposed by Cai and Thorpe. They showed that long range order is maintained by distortions in bond 

angles which accommodate bond lengths that, therefore, tend to remain close to their unstrained value 

[358-360]. 
It is interesting to note that more recently a pair distribution function (PDF, see Section 2.4.3) analysis 

of XRD patterns has also allowed the determination of interatomic distances in bulk InxGa1-xAs 

samples [361]. Moreover it has been shown that ab initio structure determination of randomly oriented 

nanostructures is in principle feasible [362] and that the PDF can be obtained for bulk ZnSe1-xTex from 

neutron diffraction data [363]. An advantage of this technique is that it combines short and medium 

scale sensitivity, while a limitation is that the applicability to thin crystalline epilayers seems to be 

difficult. 

3.2 Semiconductor heterostructures and films 

The issue of bond lengths in strained epitaxial films and heterostructures arose directly from the studies 

on bulk alloys described in the previous Section. However, for thin films the bond length variations are 

due to the simultaneous presence of two independent factors, i.e. alloying and strain, thus adding a 

further degree of complexity to the problem. Indeed, it is well known that, below a certain critical 

thickness, when an epilayer with a cubic lattice is deposited on a substrate with the same symmetry, but 

with a different lattice parameter, its unit cell undergoes a tetragonal distortion (pseudomorphic 

growth). The distortion is quantified by the perpendicular (  ) and parallel (  ) strains : 

 

 
   

     

  
                                   

     

  
    

(16) 

where as is the unstrained epilayer lattice parameter. 

At the beginning of the 1990s the researchers were interested in the effect of this long range strain on 

the individual bond lengths. This problem is not only of academic interest, because, besides the 

fundamental interest in determining the strain accommodation mechanisms in semiconductor epitaxial 

layers, a strong motivation to obtain a local atomic description of the strained-layer structures arises 

from semiconductor technology since the presence of strain reduces the symmetry of the crystal and 

modifies the band lineups of the charge carriers [160, 343, 364-368]. As previously highlighted, XAS 

is the perfect technique to perform such investigation, also because it can be applied in grazing 

incidence (see Section 2.3.3) to enhance the surface sensitivity and to reject the substrate contribution 

[369]. 

The local atomic environment has been studied by XAS both for group IV based materials and for 

heterostructures based on III-V semiconductors. Basically two different kind of studies can be 

performed: (i) for an alloy epilayer with fixed composition, the bond lengths can be measured as a 

function of thickness: the effect of strain should be present up to the critical thickness when the strain 

relaxation will occur; (ii) for an alloy epilayer below the critical thickness, the bond lengths can be 

measured as a function of the composition: the strain will change because the free lattice parameter 

varies according to the Vegard’s law, Eq. (15), and, in this case, the variations of the bond length 

induced by strain must be distinguished from the variations due to alloying. 

Concerning group IV based systems, the first studies on SixGe1-x alloys epitaxially deposited on Si(001) 

reported the absence of a significant variation of the bond lengths around Ge when the Si content is 

changed in the films [370-372]. Successively Oyanagi et al. published surface EXAFS results on 1, 2 

and 4 Ge monolayers (MLs) epitaxially deposited on Si(001), pointing out a strain-induced surface 

rearrangement [373, 374]. Woicik et al. [375] performed a polarization dependent EXAFS study on the 
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first shell of strained Ge-Si layers grown on Si(001). They showed that the Ge-Si bond lengths deviate 

only slightly from their unstrained values; however, the distortion of the cubic-unit cell by strain leads 

to measurable polarization-dependent changes in first-shell coordination and second-shell distances. 

Finally, the structure of thin strained-layer Ge-Si superlattices grown on Si(001) has been investigated 

in the Ge L3-edge study of Castrucci et al. [376] including MS contributions in the data analysis. 

Interestingly, they discussed the qualitative difference in the XAS spectra of fully strained or 

completely relaxed alloys. 

Concerning III-V alloys, initially several authors reported negligible variations of bond lengths in 

strained layers. For instance, Takeda et al. [377] measured the Ga–P, Ga–As and In–As bond lengths in 

different thin films lattices matched to InP reporting constant interatomic distances, in agreement with 

the measurements by Woronik et al. [378] on lattice-matched In0.53Ga0.47As/InP. The first EXAFS 

investigation of the As environment in InAsxP1-x/InP compressively strained superlattices was 

presented in 1994 by Lamberti et al. [351, 352]: the reported As–In bond length, varying at most 0.02 

Å with As concentration at the interface, suggests that the epitaxial growth leads to local structural 

distortions, such as bond angle variations, which accommodate the nearly constant As–In bond length. 

In the same year, Shioda et al. [379] reported similar results on a single InAsP layer grown by exposing 

the InP(001) surface to AsH3 flow as a function of the As exposure time. A complete work on the 

combined optical (4 K photoluminescence) and structural (high resolution TEM, high resolution XRD, 

and EXAFS) study on the InAsxP1-x/InP (0.05  x  0.59) superlattices by Lamberti et al. appeared later 

[353], confirming the results obtained in the previous studies [351, 352, 379, 380] (see Figure 11a). 

The same group, in a parallel work [381], reported a study comparing the first three coordination shells 

in the same set of InAsxP1-x/InP compressively strained superlattices and in bulk alloys. They showed 

that the differences between the strained layers and the bulk samples increase with distance from the 

central atom, the first shell bond lengths being practically constant in this system, suggesting that 

lattice strain is accommodated mainly by bond bending variations rather than by bond stretching 

distortions, a situation common to bulk alloys.  

In the same period Kuwahara et al. [382] reported a strain induced bond length variation in 

compressively strained InAs and InAs0.6P0.4 layers on InP(001) as a function of  thickness. As visible in 

Figure 11b, in ultrathin films the In–As bond lengths for both InAs and InAs0.6P0.4 are shorter than in 

bulk samples owing to an epitaxy-induced strain arising from the lattice mismatch. When increasing 

the film thickness till reaching the critical thickness for strain relaxation, the In–As bond lengths 

gradually approach the values in the bulk material. This study, confirmed later by Woicik et al. for a 

buried InAs monolayer epitaxially grown on GaAs(001) [383], suggests that changes in the first shell 

bond lengths due to different strain values might exist and be observable. In a successive work, 

Kuwahara et al. [384] studied the rAs-In bond length relaxation in InP1-xAsx MLs epitaxially grown on 

InP in the 0.08 < x < 0.80 range. They reported that the rAs-In bond length shows an anomaly around x = 

0.5, deviating from the linear interpolation between the values in a dilute limit (x  0, As:InP) and the 

strained InAs monolayer (x = 1). 

The studies reported above should have shown that the local structure of strained interface layers was 

still a debated argument in semiconductor physics even in the middle of the 1990s. Two important 

contributions have then definitively clarified the situation [168, 385], showing that, for thin epitaxial 

strained layers, clear changes in the In–As and Ga–As first shell bond length are present, which 

actually reverse the slope of the bond distance vs. concentration relationship with respect to the bulk 

(unstrained) case observed by Mikkelsen and Boyce [344, 345] (see Figure 10 and Figure 12). In 

particular, Romanato et al. [168] studied a set of seven tensilely and compressively strained InxGa1-xAs 

epilayers grown on InP(001) in the range 0.25 < x < 0.75, while Woicik et al. [385] investigated three 
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films with x = 0.21, 0.50 (nearly lattice match conditions) and 0.74, finding similar results. The results 

independently reported by the two groups are in excellent agreement, as visible in Figure 12. 

 
Figure 11. (a) As–In bond lengths obtained by a first shell EXAFS analysis as a function of the local As 

concentration x in InAsxP1-x/InP samples. Open squares refer to data collected in fluorescence mode on 

epitaxially strained superlattices, while open circles refer to data collected in transmission mode on unstrained 

polycrystalline samples measured for comparison. The experimental data are compared with the theoretical 

prediction of the VCA [340, 341] and of the Cai and Thorpe models [359, 360] (dashed line and full line 

respectively). (b) In–As bond length in compressively strained InAs and InAs0.6P0.4 layers on InP(001) as a 

function of thickness. Part (a) adapted with permission from Ref. [353], Copyright AIP (1998); part (b) adapted 

with permission from Ref. [382], Copyright JSAP (1994). 

 
Figure 12. (a) Length of the In–As bonds for the strained and relaxed InxGa1-xAs/InP films reported by Romanato 

et al. [168]. The VCA and the linear fit of Mikkelsen and Boyce data on polycrystalline samples are also shown. 

(b) As part (a) for the Ga–As bond distances. (c) In–As and Ga–As bond lengths obtained in a similar 

experiment by Woicik et al. [385] on three films of the same system: In0.21Ga0.79As, In0.50Ga0.50As and 

In0.74Ga0.26As on InP. The dashed lines are the calculated cubic (bulk) bond lengths and the solid lines are the 

calculated tetragonal (strained) bond lengths. Part (a) and (b) adapted with permission from Ref. [168], 

Copyright APS (1998); part (c) adapted with permission from Ref. [385], Copyright AIP (1998). 
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These relevant experimental observations are also able to explain the result of the EXAFS experiment 

performed by the Woicik group [386] on a buried, 213 Å thick, In0.22Ga0.78As layer epitaxially grown 

on GaAs. They determined a first shell rIn-As bond length of 2.581  0.004 Å, corresponding to a strain-

induced contraction of 0.015  0.004 Å relative to the rIn-As bond length in bulk InxGa1-xAs of the same 

composition. The same sample was subsequently subjected also to DAFS measurements (see Section 

2.4.1), yielding results fully compatible with the picture emerging from the EXAFS data [387]. In 

addition, successive polarization-dependent XAS measurements have shown that the second- and third-

shell interatomic distances of InxGa1-xAs/InP epitaxial layers under tetragonal distortion split into two 

subset distributions [388]. Successively, d’Acapito proposed a method to calculate bond lengths in 

strained layers, based on a valence force field potential, that successfully matched with the 

experimental results [389]. This kind of approach has been very recently applied to investigate the local 

structure of CdSe/ZnSe systems [390]. 

As a summary, we can conclude that, after the initial controversies, the issue of the effect of strain on 

bond lengths was solved in the late 1990s, showing that the effects of alloying and strain are summed 

linearly. Nowadays, the measurements of bond lengths variations in strained systems are completely 

understood and can therefore be used to determine the strain [44]. 

3.3 MQW for optoelectronic devices investigated by micro-XAS 

In the last two decades the huge increase in the brightness of synchrotron radiation sources and the new 

developments in the X-rays focusing devices allowed to obtain intense (sub-) micron X-ray beams and 

to drastically improve the spatial resolution down to 10 nm [140] (see also Section 2.3.2). Therefore 

nowadays synchrotron radiation X-ray micro- and nano-beams are emerging characterization tools with 

broad implications for science, ranging from solid state physics to structural biology. In the field of 

materials characterization, they are becoming a key tool for the space-resolved structural (micro-XRD) 

[391-397] and compositional (micro-XRF) [398-400] investigation of nano-structured or composite 

materials. 

There is also a great interest in performing XAS with high lateral resolution (micro-XAS) since it 

allows a new level of description of heterogeneous samples: indeed, combining microscopy with the 

atomic-scale structural information obtainable from XAS, the local atomic environment of single 

nanostructures can be determined [401-411] (see also Section 0). However, it is worth to underline that 

in the literature it is possible to find several micro-XANES studies [96, 412-416], where only few tens 

of eV are scanned across the edge, whereas papers reporting micro-EXAFS data, requiring an energy 

scan of several hundred of eV, are much more rare [123, 417-421]. An interesting example of micro-

EXAFS investigation is represented by the study of MQWs in the electroabsorption modulated laser 

(EML) [422, 423]. Indeed, nowadays advanced optoelectronic devices often require the integration of 

two different functions in the same chip: excellent results in the development of monolithic integration 

have been reached with the Selective Area Growth (SAG) technique [424, 425]. SAG exploits the 

perturbation of the growth fluxes induced by a dielectric mask: when the metallorganic precursors 

collide with the dielectric mask, they are deflected and they can migrate through the unmasked 

semiconductor where the growth can start. In this way the reactive species coming from the gas phase 

are enriched by those deflected by the mask: the result is a variation in composition and thickness of 

semiconductors grown near (SAG region) and far (FIELD region) from the mask (see Figure 13a). The 

EML, obtained by monolithic integration of an electroabsorption modulator (EAM) with a distributed 

feedback laser (DFB), is one of the most promising applications of SAG. A voltage modulation applied 

to the EAM switches it between an opaque and a transparent state by means of the Stark effect and 

ensures the modulation of the DFB laser emission, allowing long-distance communications (up to 80 

km) at high frequency (10 Gb/s).  
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Mino et al. [123] investigated a SAG EML device based on AlxwGaywIn1-xw-ywAs / AlxbGaybIn1-xb-ybAs 

(compressive-strained well / tensile-strained barrier) MQW structures grown on InP by metallorganic 

vapor phase epitaxy. The authors reported micro-EXAFS spectra acquired at the ESRF ID22 beamline 

employing a pair of Kirkpatrick-Baez mirrors (see Section 2.3.2) to reach a beam size of 1.7 μm 

(vertical) × 5.3 μm (horizontal), which allowed them to study in a space resolved way the atomic local 

environment in the SAG and FIELD regions. 

By performing a combined fit of Ga and As K-edges spectra (see Figure 13b-c and Table 1), they 

observed a stretching of the As–Ga first shell bond distances and a contraction of the As–In first shell 

distances with respect to the binary compounds InAs and GaAs. These distances are in agreement with 

the experimental [168] and theoretical [389] data discussed in the previous Section for strained InxGa1-

xAs alloys. Moreover, Mino et al. noticed that ΔRAs-Ga is higher in the SAG then in the FIELD region 

and an higher structural disorder (monitored by the σ
2
 values) is observed in the SAG region, however 

the quality of the data resulted in too high error bars that did not allow them to reliably discriminate 

between SAG and FIELD regions (see Table 1). 

 
Table 1. Summary of the parameters optimized in the fitting of the EXAFS data (Figure 13b-c) on the SAG and 

FIELD regions (see Figure 13a). A co-refinement approach on As and Ga K-edges was adopted. Unpublished 

Table reporting data published in Ref. [123]. 

 FIELD SAG 

RAs-Ga (Å) 2.463 ± 0.005 2.469 ± 0.007 

ΔRAs-Ga (Å) 0.015 ± 0.005 0.021 ± 0.007 

σ
2

As-Ga (Å
2
) 0.005 ± 0.002 0.006 ± 0.002 

RAs-In (Å) 2.60 ± 0.02 2.60 ± 0.02 

ΔRAs-In (Å) -0.02 ± 0.02 -0.02 ± 0.02 

σ
2

As-In (Å
2
) 0.007 ± 0.003 0.008 ± 0.003 

RAs-Al (Å) 2.48 ± 0.11 2.49 ± 0.11 

σ
2

As-Al (Å
2
) 0.008 ± 0.004 0.010 ± 0.004 
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Figure 13. (a) Optical micrograph of the InP substrate patterned with SiO2 stripes which allow SAG growth. In 

the inset a pictorial representation of the incoming precursor fluxes is reported. (b) k
3
-weighed, phase 

uncorrected, Fourier Transform modulus and imaginary part of Ga and As K-edges, performed in the SAG 

region using the 1.7 μm × 5.3 μm X-ray microprobe available at the ESRF ID22 beamline. For the fit a co-

refinement approach was adopted.(c) As part (b) for the FIELD region. Unpublished Figure reporting data 

published in Ref. [123]. 

 

3.4 Epitaxial oxide films 

Oxide ultrathin films are assuming a growing importance in several sophisticated applications in 

advanced technologies (e.g. corrosion protection of metals by passive films, ferroelectric ultrathin film 

capacitors, tunneling magnetoresistance sensors, solar energy materials, solid oxide fuel cells, 

catalysis) [426], owing to their peculiar physical properties, which often are not present in the 

corresponding bulk materials or thick films [427]. Indeed, when the film thickness is below a 

characteristic length scale of the material (usually well below 50 nm), some properties (e.g. the mean-

free path of electrons, the magnetic domain wall widths, the spin diffusion length, the electron-hole 

mean recombination length) change and new phenomena can occur [428]. For instance, DFT 

calculations performed on MgO/Ag(100), MgO/Mo(100), TiO2/Mo(100), and SiO2/Mo(112) systems 

demonstrated that, by appropriately choosing the metal support and the oxide film, it is possible to 

design nanostructured materials with new properties [429]. It has been also shown that the band gap of 

ultrathin binary oxide films in the cubic rock-salt phase (such as NiO and MgO) can be modulated by 

varying the film thickness (T) [430-433]. Since for highly ionic solids (such as NiO and MgO) the band 

gap basically corresponds to the energy required to perform oxygen to cation charge transfer, the Eg 

reduction observed in the few MLs range has been explained in terms of the presence of image charges 

localized in the metal substrate at the metal/oxide interface, having an opposite sign with respect to 

those present on the ionic oxide on top. This results in a decrease of the energy needed to perform the 

charge transfer from an oxygen to a cation in the oxide [433]. It has also been argued that the presence 
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of the metal substrate can alter significantly the electronic structure of the oxide, and thus can influence 

its chemical properties, with a prospective range of important applications [433]. Indeed, a surprising 

reactivity has been observed for MgO and NiO in the monolayer limit [432, 434-437]. For a given 

oxide/metal system, the structural parameter that establishes the Eg vs T relationship is the oxide/metal 

interface distance (d). It is therefore evident that XAS can play a key role also for the investigation of 

this kind of systems since the d parameter and the in-plane and out-of-plane bond distances can be 

determined by polarization-dependent XAS (see Section 2.3.1). Moreover, the XAS technique can 

provide a reliable structural basis for the modeling of the electronic and magnetic properties of the 

ultrathin oxide films. 

A comprehensive example of the use of XAS to investigate this kind of issue is represented by the 

polarization-dependent EXAFS study of the NiO/Ag(001) [169, 171, 172, 438] and MgO/Ag(001) 

[172, 173] systems. The effect of the sample thickness was investigated considering samples of 3 and 

10 MLs in the case of NiO/Ag(001) and samples of 3, 10 and 20 MLs in the case of MgO/Ag(001). 

Measurements with the linear electric field of the X-rays almost parallel (normal incidence of the X-

rays with respect to the sample surface, see Figure 14a,c) and perpendicular (grazing incidence of the 

X-rays with respect to the sample surface, see Figure 14b,d) to the sample normal were performed in 

order to selectively determine in an independent way both the out-of-plane and in-plane interatomic 

distances with a precision of the order of 1%.  

 
Figure 14. Polarization-dependent EXAFS study of the MgO/Ag(001) system to selectively determine the out-

of-plane and in-plane interatomic distances. (a) Mg K-edge spectra of the 3, 10 and 20 ML MgO/Ag(001) films 

at normal incidence. (b) As part (a) for grazing incidence. (c) O K-edge spectra of the 3, 10, 20 and 50 ML 

MgO/Ag(001) films at normal incidence. (d) As part (c) for grazing incidence. Adapted with permission from 

Ref. [173], Copyright APS (2004). 
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The summary of the EXAFS analysis on both NiO/Ag(001) and MgO/Ag(001) systems is reported in Figure 15, 

showing the out-of-plane distances as a function of the in-plane ones for the different films and polarization 

geometries. The following considerations can be drawn: (i) for both NiO and MgO systems, the 3 MLs films 

have in-plane and out-of-plane interatomic distances very close to the case of perfect pseudomorphism; the 

tetragonal strain of the films, due to the epitaxial growth on the cubic Ag(001) substrate, is then gradually 

released while increasing the film thickness; (ii) all the experimental points lie very close to the epitaxial line 

calculated by means of the macroscopic elastic theory [160], allowing to conclude that the film elastic constants 

are the same as the bulk ones, within the sensitivity of the technique; (iii) for both NiO and MgO systems, the 

cation K-edge (black symbols) data are in fair agreement with the O K-edge (red symbols) ones.  

 

 
Figure 15 (a) Out-of-plane vs. in-plane interatomic distances obtained by the analysis of the cation (black 

symbols) and O (red symbols) K-edge XAS data for MgO/Ag(001) epilayers, with the relative uncertainties. The 

solid line represents the theoretical relationship predicted by the elastic theory [160]. (b) As part (a) for 

NiO/Ag(001) epilayers. In this case also the value obtained by ab initio calculations performed on a 2 MLs 

NiO/Ag(001) system by CRYSTAL code [439] is reported (open star). Unpublished Figure reporting data 

published in Refs. [169, 173]. 

The analysis of the 3 MLs thick films allowed also the quantification of the oxide-substrate interfacial 

distance [170, 171, 173], which is crucial to determine the strength of interaction between the substrate 

and the films. Since the contribution of the Ag substrate is mainly expected to be present in the EXAFS 

signal of the O and metal atoms of the first layer, there is no chance to single out the O–Ag or cation–
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Ag contributions from thick films, while such information can be extracted from the analysis of 3 MLs 

samples measured at grazing incidence. It is well known that NiO and MgO films grow on Ag(001) 

substrate with O on top of silver atoms [440], therefore Ag is expected to be in the first and in the 

second coordination shells of the oxygens and cations of the first oxide layer, respectively. This implies 

that the stronger contribution from the silver substrate to the overall EXAFS signal is expected in the O 

K-edge data. Indeed, for both NiO/Ag(001) and MgO/Ag(001) systems, by including the contribution 

of Ag atoms in the first coordination shell of O, the fit of the 3 MLs film spectra at grazing incidence 

greatly improved [171, 173]. The O–Ag distances obtained in the two cases, i.e. the oxide-substrate 

interfacial distance, are of 2.370.05 Å for NiO/Ag(001) and of 2.510.03 Å for MgO/Ag(001), 

corresponding to a (142)% and (201)% expansion with respect to the corresponding bulk values. It is 

evident that, in both systems, we are dealing with a consistent interfacial expansion with respect to bulk 

Ag or oxide interlayer spacings. This effect may have interesting implications on the electronic 

properties of the very thin layers, reducing the influence of the metallic substrate in hybridization and 

charge screening.  

Moving to different kind of oxides, we should cite cerium oxide, which is nowadays intensively studied 

owing to its oxygen transport properties, which are exploited in several applications [441]. In this field, 

epitaxial CeO2 ultrathin films on single crystal metal surfaces can help in elucidating some crucial 

aspects related to the structure of nanosized materials and their interplay with metals. Moreover the 

precise selection and control of metal-ceria interfaces in designing catalysts could lead to better activity 

and selectivity for specific catalytic reactions. Luches et al. [442] studied CeO2 ultrathin films on 

Pt(111) by polarization-dependent XAS showing that the Pt substrate forces an in-plane compression in 

the cerium oxide films to match the substrate. The out-of-plane parameter of CeO2 is less expanded 

than expected assuming the bulk elastic constants, as already observed for the thinner NiO and MgO 

films described above, and the epitaxial compression is almost completely relaxed at 10 MLs. 

Very recently, the group of Schauries et al. [443] reported a combined Zn, N and O K-edge XANES 

study on N-doped CoxZn1-xO epitaxial films grown by reactive magnetron sputtering on c-axis sapphire 

[Al2O3(0001)] using a range of different N2 and O2 concentrations. The incorporation of N into the 

ZnO host lattice was determined by XLD at the N K-edge in comparison with the O K-edge and the 

corresponding simulations of XANES and XLD of the various dopant configurations. The addition of 

nitrogen predominantly leads to the formation of molecular nitrogen on O sites (split interstitial). Only 

for samples grown with a very low O2 partial pressure a small fraction of N enters the lattice in atomic 

form substituting O [443]. The group of Rao [444] performed a combined Zn and Ni K-edge 

XANES/EXAFS study on Ni doped, Li doped and (Li, Ni) codoped ZnO thin films grown on c-axis 

sapphire substrates using the pulsed laser deposition technique. Zn K-edge data revealed that doping 

has not influenced in a significant way the average Zn-Zn bond length and Debye-Waller factor. This 

shows that both Ni and Li doping does not appreciably affect the average local environment of Zn. All 

the doped ZnO thin films exhibited more than 50% of substitutional Ni with maximum of 77% for 2% 

Ni and 2% Li doped ZnO thin film. Contribution of Ni metal to the EXAFS signal clearly reveals the 

presence of Ni metal clusters. At the highest doping concentration (5%), the presence of Li favors the 

growth of a NiO side phase [444]. 

3.5 Epitaxial graphene investigated by polarization-dependent XAS 

Graphene, a single-layer sheet of sp
2
 hybridized carbon atoms, is nowadays one of the hottest research 

topics [445] and a huge number of papers has been devoted to its peculiar properties since 2004, when 

Geim and co-workers at Manchester University first isolated single-layer samples from graphite [446]. 

Among its exceptional physical properties we shall recall its high electronic conductivity: its charge 

carriers have zero effective mass and can travel for micrometers without scattering at room temperature 
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[447]. Graphene can sustain current densities six orders of magnitude higher than that of copper and 

shows record thermal conductivity and stiffness [448]. Owing to its outstanding properties, graphene is 

a promising material for future applications, for example, in spintronics and ultrafast photonics [449]. 

In the last years, C K-edge XANES (or NEXAFS, a synonym of XANES preferentially employed in 

case of soft X-rays studies, see Section 2.1.2) spectroscopy has imposed as a power tool, allowing to 

simultaneously elucidate the electronic, orientational, and structural properties of carbon-based 

materials and nanomaterials (see also Section 4.4). Indeed, NEXAFS can detect the presence of 

specific chemical bonds (e.g., C=C, CC, and CO bonds) [450-452]. The main resonances which can 

be identified in C K-edge NEXAFS are related to the C(1s)  * and, at higher energy, the C(1s)  

* transitions. As discussed in details by Hemraj-Benny et al. [451], a detailed analysis of these 

spectral feature is able to clarify the carbon chemical environment, detecting the presence of 

chemisorbed species and different elements introduced with functionalization.  

Since graphene can be described as a single atomic plane of graphite, we should first discuss the 

several XAS studies performed on graphite. In graphite, intraplanar sp
2
 bonding involves three out of 

the four valence electrons and leaves a singly occupied pz orbital at each C atomic site: this orbital is 

normal to the -bonding plane and forms weaker π bonds. Owing to these unusual bonding properties, 

the electronic structure of graphite has been deeply investigated by XAS spectroscopy. In the 1980s 

Rosenberg et al. [453] reported that the NEXAFS spectra for single-crystal graphite show dramatic 

changes as the angle between the Poynting vector and the surface normal is varied (Figure 16), thus 

allowing to select the symmetry of the final state ( or ). Indeed, the intensity of the C(1s)  * (π*) 

transition is proportional to sin
2
α (cos

2
α). Holzwarth et al. [454] and Posternak et al. [455] suggested 

that a free-electron-like set of bands, corresponding to electronic excitations lying between the graphite 

layers (interlayer states), may exist in the pristine material. These results were confirmed later by a 

polarization dependent NEXAFS study [456] which observed, besides the main * and π* resonance 

peaks, also a signal at around 289 eV, which was ascribed to interlayer states in low-symmetry regions 

of the Brillouin zone. At the beginning of the 1990s, Ma et al. [457] reported that the σ* band has an 

excitonic nature and later studies [458, 459] confirmed that both * and π* features are associated with 

an excitonic effect. 

Recently, several groups have experimentally investigated the XAS spectra of a 2D monolayer and few 

layer graphene [460-463]. As in the case of graphite, they observed two main spectral features at about 

285 and 292 eV, assigned to π* and * final states, respectively. Also the polarization dependence of 

the peak intensity (see Figure 17) was in agreement with the previously discussed results of Rosenberg 

et al. [453]. Zhou et al. [461] reported that single layer exfoliated grapheme is unstable under soft X-

ray exposure, resulting in local breaking of the sp
2
 bonding and in formation of small crystallites. They 

also demonstrated that, when the incident radiation is polarized within the graphene basal plane, only 

the in-plane * orbital contributes to the C (1s) edge at 292 eV. Conversely, when the out-of-plane 

polarization component increases, the intensity of the π* feature at 285 eV is strongly enhanced (Figure 

17b). This polarization dependence confirms the in-plane and out-of-plane character, respectively, of 

the * and π* orbitals. Pacilé et al. [460] showed that the NEXAFS spectrum of graphene exhibits a 

new structure below the π* resonance, reflecting its peculiar density of states above the Fermi level 

[464], and a peak at 288 eV, between the π* and * bands, ascribed to a graphene analog of the 

interlayer state of graphite. The assignment for the latter feature was criticized by Jeong et al. [462] 

who suggested that the absorption peak at 288 eV originates from COOH and/or C–H contaminations 

at the surface of graphite. However, Pacilé and co-workers [465] claimed to be very confident on the 

cleanness of their experimental samples, ruling out the possible involvement of the oxidation process. 

This statement was further supported by later polarization-dependent NEXAFS studies [463] of single- 
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and multi-layers graphene flakes, showing the symmetry of final states and confirming the 

interpretation of the interlayer state of graphene as originating from states with mixed  and π 

character. 

 

 
Figure 16. C K-edge NEXAFS of single-crystal graphite at various angles of incidence α, between the surface 

normal and the Poynting vector of the incident X-rays. The lines at the bottom of the figure highlight the peak 

energies: dashed lines represent states of π symmetry, while solid lines represent states of  symmetry. States 

whose symmetry could not be determined are represented by dashed-dotted lines. Adapted with permission from 

Ref. [453], Copyright APS (1986). 

Hua et al. [466] used hybrid density functional theory to calculate the electronic structure and 

NEXAFS spectra of graphene nanoribbons of different kinds and sizes. They showed that the 

experimentally observed spectral peaks at 283.7 and 288 eV result from defects and should thus not be 

present in an ideal graphene sheet. The π–π interaction between layers is found to have effects mainly 

on the C(1s) → π* transitions in two different energy regions. The calculations showed that the π 

spectrum of hydrogen-saturated edge carbons is redshifted with respect to the central ones and that a 

new weak * peak around 288 eV appears. The conclusions of this computational study are that the 

two peaks at 283.7 and 288 eV can be used as fingerprints to detect the sample defects fraction or the 

sample size. 

The presence of the edge state in a graphene nanoribbon has been studied by Joly et al. [467] which 

showed that the systematic decrease in the contribution of the edge state with increasing annealing 

temperature is in good correlation with the decreasing population of nanographene edges owing to loop 

formation in presence of iron-including nanoparticles. 
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Figure 17. (a) C K-edge NEXAFS spectra from single- to four-layers graphene flakes measured with the linear 

polarization vector nearly-parallel (E1, black curves) or perpendicular (E2, red curves) to the graphene basal 

plane. (b) C K-edge NEXAFS spectra of single-layer exfoliated graphene with zero (grey curve) and nonzero 

(black curve) out-of-plane polarization components (Ez), confirming the out-of-plane character of the π* orbitals. 

Part (a) adapted with permission from Ref. [463], Copyright Elsevier (2009); part (b) adapted with permission 

from Ref. [461], Copyright APS (2009). 

 
Figure 18. (a) Joint density of states of graphene as a function of energy calculated from the occupied 1s orbitals 

to unoccupied states, including the π* and *1–3 orbitals. (b) X-ray absorption intensity of the different 

transitions reported in part (a) as a function of the final wave vector in the 2D Brillouin zone of graphene. The 

polarization angle α is defined by the angle between the propagating direction of the X-rays and the dipole 

vector D, which is perpendicular (parallel) to the graphene basal plane for the π* (*) transition. P is the 

polarization direction of the X-ray beam. Adapted with permission from Ref. [468], Copyright APS (2012). 

Very recently, Chowdhury et al. [468] performed a computational study of the XAS spectra in single 

layer graphene using the tight-binding method within the dipole approximation. The joint density of 

states for 2D graphene obtained by their approach is shown in Figure 18a: the band at 286 eV is related 

to the 1s → π* transition and the peaks at 293 eV and 302.5 eV to 1s → * transitions. In the latter 

case, the dipole vector is directed along the graphene plane, while in the 1s → π* transition, the dipole 
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vector is oriented along the z direction. Such different orientations of the dipole vectors, depending on 

the final-state symmetry, explain the polarization dependence of the XAS spectra of graphene, which is 

different for the 1s → π* and the 1s → * transitions, as already discussed above. They also 

investigated the X-ray absorption intensity for the 1s → π*, 1s → 1* and 1s → 2* transitions as a 

function of the final wave vector in the 2D Brillouin zone (Figure 18b): in all cases the absorption 

intensity is found to be zero at the Г point owing to symmetry reasons. 

4 Applications of XAS spectroscopy to 1D nanostructures: Wires, Rods and 

Tubes 

4.1 XAS characterization of one dimensional structures: a brief introduction 

1D-nanostructures such as nanowires (NWs), nanorods (NRs) and nanotubes (NTs) provided, 

especially in the last two decades, a wide and promising class of nanomaterials. The inherent geometry 

of these structures allows functionalities which are particularly attractive in the design of novel 

nanodevices, as effective 1D transport of charge carriers or heat. Their unusual electric, optical, 

mechanic, and thermal properties together with their surface chemistry [469] catalyzed much research 

efforts, both in terms of synthesis [470, 471] and characterization [472]. An emphasis was put on the 

fabrication and functional integration of semiconductor 1D materials [57], identified as a unique 

resource in variety of high-impact areas, including miniaturized electronic [473]
 
and photonic devices 

[474, 475], magnetic materials for spintronics [476], energy harvesting/conversion [477, 478]
 
and 

energy storage [479], and chemical/biochemical sensing [480, 481]. In the last decade, after the 

development of relatively simple and reproducible growth methods [470], Si and Ge NWs were widely 

studied [482-484], also due to the enormous relevance of these semiconductors in the electronic 

industry. Group III-V semiconductors NWs (in particular GaAs, GaN, InGaAs, and InAs) also attracted 

a significant interest [475, 483, 485], especially in relation to their optoelettronic applications, such as 

nanoscale lasing, miniaturized emitting diodes and photodetectors. Furthermore, much research efforts 

were also devoted to semiconducting metal oxide (MOX) 1D-nanostructures [486, 487], envisaged as a 

versatile 1D-alternative for applications ranging from nanoelectronics/photonics [488] to 

photoconversion [489]. Concluding this not exhaustive overview on the principal 1D-nanostructures 

which are currently imposing as versatile building blocks for the next generation of nanodevices, a 

special mention is deserved to carbon nanotubes (CNTs). As will be discussed in more details in 

Section 4.4, these intriguing 1D carbon allotropes [490], which can show either metallic or 

semiconductor behavior depending of their chirality, have excited a dramatic interest due to their 

unique size dependent electrical, thermal, and mechanic properties [491-495]. 

Some key-targets can be identified in the development of functional nanomaterials based on these and 

many others 1D-structures, which can be summarized in the following points: (i) an high control and 

reproducibility in the growth processes, which is necessary to realize ordered arrays of nanostructures; 

(ii) a thorough understanding of the physical/chemical properties of the as-grown nanostructures, and 

(iii) the great opportunity to tailor these properties to fulfill the different technological necessities, e.g. 

doping the nanostructure or functionalizing its surface. From the discussion of the principal capabilities 

of the XAS technique provided in Section 2, it clearly emerges how XAS can provide a unique 

contribution to each of these targets, that will be a leitmotif of the following discussion. Noteworthy, 

XAS allows for both structural and electronic characterization. Here, the K-edges EXAFS analysis, 

more effective for structural determination, can be combined with L-edges XANES, which ensures an 

enhanced sensitivity to the absorber electronic structure, due to the longer core-hole lifetime [496, 

497]. The technique elemental selectivity allows to tune the detection either on the 1D-nanostructure 
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itself or e.g. on the local environment of eventual doping atoms, monitoring the respective absorption 

edges [411, 498-503]. It is also worth recalling the opportunity, discussed in details in Section 2.2, to 

tune the sampling depth collecting XAS spectra in different detection modes. Indeed, the electron yield 

(EY) provides surface/near surface sensitivity, further enhanced when partial electron yield (PEY) 

instead of total electron yield (TEY) is employed. Conversely, the fluorescence yield (FLY) probes the 

information on the core of the nanostructure. This ability is crucial in the context of 1D nano-objects, 

due the enhancement contribution from surface sites with respect to the bulk counterparts, to their 

specificity and their fundamental role in the nanostructures functionalization and assembly in more 

complex architectures [159, 451, 497, 502, 504-506]. In addition, the above mentioned 1D-structures 

often include different phases, mainly crystalline, but also amorphous (for instance outermost oxide 

layers): here XAS, which does not require long-range order, is an essential substitute of X-ray 

diffraction (XRD) in structural determination [44, 499, 503]. This ability can also be exploited to 

monitor in situ the crystal growth of the NWs [507]. NWs and NTs are highly anisotropic structures. 

Hence, polarization dependent XAS measurements are particularly suitable to investigate the 1D-

structure orientation and to probe the alignment in arrays of nanostructures, which is necessary for 

several technological applications. This X-ray linear dichroism (XLD) effect on the XAS features can 

be simply monitored due to the inherent linear polarization of synchrotron radiation [451, 452, 508-

515]. However, also X-ray magnetic circular dichroism (XMCD, see Section 2.3.1) has been employed 

in several studies dealing with ferromagnetic semiconductor NWs [500, 516, 517]. Finally, as 

previously anticipated (see Sections 2.3.2 and 3.3), exploiting synchrotron-based scanning X-ray 

microscopes and micro/nanoprobes [139, 140, 183] it is possible to overcome the limit of conventional 

characterization strategies which probe the average signal coming from the whole nanostructures batch. 

Indeed, XAS characterization can nowadays performed on individual NWs or NTs, eventually selecting 

different regions of interest within the same nanostructure [401-403, 405, 408-411]. 

Hereinafter we will propose a selection of recent XAS studies devoted to the characterization of 1D-

nanostructures, which are remarkable examples of these capabilities. For the sake of brevity, we will 

focus the discussion to three representative categories of 1D-nanomaterials, that are group IV and III-V 

semiconductor NWs, MOX NWs and NRs (in particular the ZnO case) and, finally, CNTs and related 

nano-systems. It is however worth noting that XAS spectroscopy has been widely employed also to 

investigate others kind of nanowire-shaped materials. A quite broad literature is for instance available 

for metal NWs [518-525]. Furthermore, several XAS studies were devoted to the unconventional 

semiconductor quantum-wires [526-532] inherently present in the as-synthetized zeolitic frameworks 

such as Engelhard titanosilicate ETS-10 [533-537], or hosted via post-synthesis procedures inside the 

ordered nano-voids of zeotype materials, acting as inverse template agents [538, 539].  

4.2 IV and III-V semiconductors nanowires 

As already discussed in Section 2.1, 2D-nanostructures and heterostructures based on the epitaxial 

growth of group IV semiconductors and group II-VI, III-V and IV-IV alloys played a crucial role in the 

electronic and optoelectronic technology since the 1970s. Concomitantly, a very broad literature can be 

found concerning the application of XAS to thin films and heterostructures (see Section 3.2). The 

improvements in the performances of electronic and optoelectronic devices expected by moving from 

2D- to 1D-systems were recognized since the early 1990s [540-547]. However, an effective 

technological exploitation of these 1D-nanostructures was initially hampered by severe technological 

difficulties in the realization of high-quality II-VI, III-V and IV-IV quantum wires with sizes smaller 

than the excitonic radius, at least according to the classical epitaxial growth of 2D quantum wells 

followed by etching and re-growing. Although in the early 1990s this strategy allowed the realization 

of sub-15 nm quantum wires [548], the resulting 1D-nanostructures mostly showed irregular 
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geometries, hardly applicable to design electronic/optoelectronic nanodevices. Despite these initial 

limitations, since the late 1990s different fabrication strategies were applied to this ambit and 

progressively optimized, including e.g. metal-catalyzed vapor-liquid-solid (VLS) growth or template-

assisted methods [470], which reproducibly yielded bulk quantities of high-quality semiconductor 

NWs. Consequently, since the last two decades we observed a substantial increase of the XAS studies 

devoted to the characterization these semiconductor NWs. 

4.2.1 Silicon and germanium nanowires 

Starting from the most classical group IV semiconductor, silicon NWs have been intensively studied in 

the last decade [482, 484], and the XAS technique was employed in several studies to characterize 

these systems. Due to the growth difficulties mentioned before, the investigation of Si NWs has been 

initially delayed also with comparison to other 1D-nanomaterials such as carbon nanotubes (CNTs). 

However, since the late 1990s, it became possible to growth Si filamentous structures with diameters 

ranging from a few to a few tens of nanometers and lengths up to a few hundred microns, employing a 

variety of relatively simple methods [482-484], including the VLS technique, laser assisted methods, 

thermal vaporization, metal-catalyzed molecular beam epitaxy and solution-phase techniques. A 

commonly observed feature of the resulting NWs is the presence of a surface SiO2 oxide layer. With 

this respect, several early XAS studies investigated Si-NWs before and after the HF etching performed 

to partially remove the oxide layer. For instance, Zhang et al. [549] analyzed Si NWs obtained by laser 

ablation of a mixed Si/SiO2 target. The authors performed Si K-edge XAS measurements at the Si K-

edge of the as-deposited and HF etched samples, demonstrating that upon etching the crystallinity of 

the NWs cores is essentially maintained, although with increased disorder compared to bulk Si. The 

same research group subsequently performed a similar characterization on heavily phosphorus-doped 

Si NWs after sequential HF etching [504]. Acquiring simultaneous TEY and FLY signals at the Si and 

P K-edges to achieve element and probing depth sensitivity, the author were able to obtain a depth 

profiling of the NWs local structure and chemical bonding, confirming that P atoms are present both as 

a substitutional dopant in the NWs core and as an oxide at the core-outer-layer interface. 

Apart from the general relevance of low-dimensionality silicon-based materials to the field of 

nanoelectronics, the great research interest in these Si 1D-structures is also related to their emission 

properties. Indeed, although bulk silicon, an indirect band gap material, does not exhibit any visible 

luminescence, room-temperature emission in the visible spectrum has been demonstrated for porous Si 

[550] and other silicon nanostructures [551, 552]. Si-NWs are ideal systems to investigate the 

underlying physics, as well as promising building blocks to fully exploit the size-dependent properties 

in nanoscale devices. Here, the combination of XAS with the X-ray emission spectroscopy (XES) and 

X-ray excited optical luminescence (XEOL) techniques imposed as a powerful tool to elucidate the 

complex relationships between the Si-NWs structural/electronic features and its emission properties, as 

well as to decouple the contribution from the surface oxide layer and the nano-sized Si [159, 553-557]. 

A remarkable example is the study by Sham et al. [159], where Si K-edge XAS in TEY (probing depth 

~ 1 nm [558]), FLY and photo-luminescence yield PLY (probing depth 10 – 10
2
 nm [558]) detection 

modes and XEOL where combined to study Si NWs prepared via laser-ablation. The Si NWs had a 

nominal diameter of ~ 13 nm and were covered by a 3–4 nm width SiO2 outer layer, as revealed by the 

transmission electron microscopy (TEM) image reported in Figure 19a. 
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Figure 19. TEM images of the Si NWs investigated by Sham et al. [159], (a) as prepared and (b) after HF 

treatment. (c) Si K edge XANES of as prepared Si NWs obtained with TEY, FLY, zero-order PLY, and 

wavelength-selected PLY. (d) Si K-edge XANES of HF-treated Si NWs with TEY, FLY, and PLY (total and 

wavelength selected). (e) Normalized XEOL of Si NW before (top panel) and after (bottom panel) HF treatment. 

Adapted with permission from Ref. [159]. Copyright APS (2004). 

The Si K-edge XANES of as-deposited and HF-etched Si NWs, treated to remove the SiO2 layer (see 

also the TEM image in Figure 19b), measured by Sham et al. at the 4-ID-C spherical grating 

monochromator beamline of the Advanced Photon Source (APS, Argonne, US) are reported in Figure 

19c and d, respectively. The spectra, obtained with TEY, FLY, zero-order PLY, and wavelength-

selected PLY, show two main resonances: the first peak at ca. 1842 eV probes the Si 3p character in the 

conduction band of elemental Si, while the intense peak at ca. 1847 eV arises from the 1s → t2 (p 

character) transition of Si in a local Td oxygen environment. These two features are referred to as 

elemental Si and SiO2 whiteline (WL), respectively. From the intensity ratio between the two WLs 

observed in the wavelength-selected PLY spectra it is possible to understand if the principal 

contribution of the emission components is from Si or SiO2. With this respect, the authors observed that 

for the as-prepared sample the luminescence at 460 nm principally originates from silicon oxide, while 

the 530 nm PLY signal is mainly attributable to elemental Si. This latter component well agree with the 

direct gap energy at the Γ point of the Si band structure in quantum-confined systems, and was related 

by the authors to electron-hole recombination in Si crystallites embedded in the oxide layer of the Si 

NWs, in analogy to what observed in other Si nanocrystalline systems [550]. Interestingly, in the HF-

etched samples the photoluminescence response to the SiO2 WL excitation (blue shifted of ca. 10 nm 

with respect to the as deposited NWs) is clearly present in all channels, including the 530 nm one, 

which in this case appears as a minor component overlapping with the tail of the dominating oxide 

signal. These evidences were confirmed by XEOL measurements (see Figure 19e), where the optical 

response of the light-emitting material is monitored by tuning the incident X-rays to the energy of a 
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specific excitation channel (here the elemental Si and SiO2 WLs) and monitoring the luminescence 

with an optical monochromator. These XAS/XEOL results pointed out that the luminescence primarily 

derives from oxygen-deficient sites in the encapsulating oxide and from the quantum-confined Si 

nanocrystallites embedded in the SiO2 layer surface, which were completely removed upon etching. 

More recently, Rosenberg et al. [555] performed a thorough time-resolved XEOL/PLY XAS study on 

Si-NWs similar to that investigated by Sham et al. [159], with time resolution on the nanosecond scale. 

Two main time-components were observed, in the 0 – 5 ns and 20 – 100 ns ranges. Data analysis 

revealed that the shorter time components has primarily Si-character, while the longer one likely 

originates from the oxide capping layer and the oxide-Si interface. Hence, a typical photoluminescence 

spectra consists in the convolution of these two contributions, with their relative weight influenced by a 

variety of factors, including Si/SiO2 concentration, defects, temperature, and quenching mechanisms. 

This interpretation accounted for the wide variability observed in optical emission spectra from Si-

nanostructures. A XAS/XEOL approach was also very recently employed to characterize the local 

structure and the luminescence properties in a variety of SiC nanostructures, including SiC-SiO2 core-

shell and oxide-free NWs [559]. 

In addition to photoluminescence properties, it is worth to briefly mention that Si NWs exhibit also a 

very interesting surface chemistry. In particular, once the outermost oxide layer has been removed, the 

NWs become a moderate reducing agent which can be used as a template for the aggregation of metal 

nanoparticles (NPs) from the solution phase. In this research area XAS spectroscopy is particularly 

suited, due to the possibility of combining local structural information on both the NWs and the metal 

nanoaggregates, investigating the XAS features at Si K-edge and metal K- or L-edges [560, 561]. 

Considering now another very relevant group IV semiconductor, the XAS technique has been 

employed also in the investigation of Ge NWs, for instance to clarify their electronic and local structure 

[562] and to better understand their size-dependent thermal properties [563]. Furthermore, several 

studies focused on the analysis of Mn-doped Ge 1D nanosystems, as promising candidates for 

spintronics applications [476]. Indeed, since more than one decade, the possibility of exploiting not 

only the electrons charge, but also the electrons spin as an additional degree of freedom in 

semiconductor devices attracted significant attention [564-568]. To this aim, it is necessary to obtain 

semiconductors materials which also show ferromagnetic behavior, possibly at room temperature, 

commonly referred to as diluted magnetic semiconductor (DMSs). Such materials can for instance be 

obtained by doping a semiconductor with transition metal ions, which have to be substitutionally 

incorporated in the host lattice avoiding the formation of clusters or precipitates [569-571]. Relevantly 

to the present work, the synthesis of 1D-DMSs, especially if organized ordered architectures, is 

particularly advantageous in the design of the related nanodevices. Indeed, size-dependent effects and 

quantum confinement can result in favorable modifications of the materials general properties, as an 

enhancement of magnetic moments. The XAS technique is particularly suitable to characterize DMSs 

materials, as demonstrated by the high number of related studies, focusing also on different kinds of 

1D-nanomaterials (e.g. transition metal doped-ZnO NWs, vide infra Section 4.3). In particular, XAS 

spectroscopy is a powerful tool to elucidate the rich chemistry and variety of oxidation states of 

transition metal ions, and its character of atomic level probe is a key ability to rule out the formation of 

ferromagnetic precipitates [44]. Coming to some examples of XAS studies focusing on DMSs Ge 

NWs, Kulkarni et al. [572] employed XANES and EXAFS spectroscopy to elucidate the Mn oxidation 

state and the local structure of Ge0.99Mn0.01 NWs obtained via supercritical fluid inclusion-phase 

technique within the pores of anodized aluminum oxide hosts. The magnetic and electrical properties of 

similar Mn-doped NWs obtained by Au-catalyzed VLS growth were subsequently investigated by 

Seong et al. [500]. 
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Figure 20. Investigation of the magnetic and electrical properties of Mn-doped NWs by Seong et al. [500]. (a) 

Normalized Ge and Mn K-edge XANES spectra of pure Ge (Ge K-edge, black curve), Mn-doped Ge NWs (Ge 

K-edge, red curve; Mn K-edge, blue curve) and MnO (green curve) and Mn2O3 (magenta curve) powders as 

reference samples. (b) Mn L2,3-edges XAS spectrum of Mn-doped Ge NWs collected at 300 K. Red and black 

lines show reference Mn L2,3-edges XAS spectra for Td Mn
2+

 (from Ref. [202]) and Oh Mn
2+

. (c) Mn XMCD 

spectra of Mn-doped Ge NWs obtained from the difference between Mn L2,3-edges spectra collected with 

parallel and antiparallel alignment applied at 5000 Oe; inset: magnetization vs magnetic field curves of the Mn-

doped Ge NWs measured at 5 K (black circles) and 300 K (red circles). Adapted with permission from Ref. 

[500]. Copyright ACS (2009). 

The good crystallinity of the samples was confirmed by TEM and XRD analysis, while anomalous X-ray 

scattering (AXS) [202] measured at the (111) Bragg peak position across the Mn K-edge demonstrated the 

substitution of the Mn-dopants in the Ge sites of the NWs crystal lattice. Ge and Mn K-edge XANES spectra 

reported in Figure 20a therefore suggested a +2 oxidation state for the Mn doping atoms, comparing the edge 

position and the pre-edge spectral features with that observed for MnO and Mn2O3 reference samples. Seong et 
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al. measured also the Mn L2,3-edge XAS spectra both for the NWs and for reference valence states of Mn ions 

(see Figure 20b), in order to achieve more detailed insights into the valence of Mn 3d states, directly monitoring 

the dipole-allowed 2p → 3d transition. The Mn-doped NWs L2,3-edges spectrum is qualitatively similar to that of 

MnO, confirming that the dopant is largely in a 2+ oxidation state, while from the analysis of the XAS line shape 

a dominant Td symmetry is inferred for its local coordination geometry. With respect to magnetic 

characterization, superconducting quantum interference device (SQUID) measurements pointed out the presence 

of room temperature ferromagnetism (see the inset of Figure 20c). The XMCD spectra at Mn L2,3-edges reported 

in Figure 20c highlighted that the Mn dopant possess local spin moment with the d
5
 configuration up to 300 K, 

thus definitely relating the ferromagnetic behavior to the Mn
2+

 atoms incorporated in the Ge lattice. Finally, 

XAS spectroscopy was also employed to investigate coaxial nanocables consisting of Ge-NWs surrounded by 

cobalt nanotube sheaths, proposed by Daly et al. [573] as an alternative strategy to obtain 1D ferromagnetic 

semiconductors materials. 

4.2.2 III-V semiconductors 1D-nanostructures 

Let us now consider the role of XAS in the characterization of III-V semiconductors 1D-

nanostructures. Due to the aforementioned initial difficulties in obtaining high-quality III-V quantum 

wires, the literature on this topic is not quantitatively comparable to that available for the 2D 

counterpart. However, concomitantly with the development of effective growth strategies to obtain 

both epitaxial and free-standing III-V NWs, few XAS studies on these systems were reported in the last 

decade [511, 574, 575]. In this context it is worth mentioning the contribution by the Proietti’s group 

[576]. The authors performed As K-edge EXAFS measurements in conventional and grazing incidence 

(see Section 2.3.3) mode to study the strain and the local composition of self-assembled encapsulated 

InAs/InP QWs, grown by molecular beam epitaxy (MBE). Bond distances up to the third coordination 

shell have been optimized from the fitting of the EXAFS data. The authors concluded that, on the 

contrary to what expected, due to diffusion and intermixing of the group-V species, the wires are 

essentially constituted by InAs. Subsequently, the same research group extended the analysis of these 

1D-heterostructures by exploiting advanced synchrotron-based characterization techniques, such as 

diffraction anomalous fine structure (DAFS, see Section 2.4.1) and its grazing incidence variant 

(GIDAFS) [577-579]. A detailed discussion of the technique principles and some examples of its 

applications to III-V nanostructures can be found e.g. in Refs. [206, 577-581]. 

More recently, several XAS studies focused on Mn-doped GaN, GaAs and InAs NWs, proposed as 

candidate systems in the already introduced field of DMSs. In this framework, a characterization 

strategy very similar to that previously discussed for the study of magnetic and electrical properties in 

Mn-doped Ge NWs [500] was applied almost contemporarily to Mn-doped GaN NWs by the same 

research group [582]. Also here AXS demonstrated that Mn atoms substitute the Ga sites in the 

wurtzite network of host GaN, while Mn K-edge XAS and L2,3-edges XMCD suggested that doped Mn 

has local magnetic moment and it mainly assumes a 3d
5
 electronic configuration. Combined XAS and 

XMCD measurements were also employed by Hwang et al. [517] to elucidate the local Mn-

coordination geometry and the magnetic properties in a series of straight and zig-zagged Ga1-xMnxN (0 

≤ x ≤ 0.05) NWs, grown by the vapor transport method at different temperatures. From the previously 

discussed examples it clearly emerges that the determination of oxidation state and local coordination 

geometry for the Mn dopant is a key and debated issue in the framework of DMSs research. In the case 

of the GaN semiconductor, although recent studies on Mn-doped films [583, 584] have indicated a 

largely dominant 3+ oxidation state, several investigations on Mn:GaN NWs pointed out the presence 

of a substantial fraction of Mn
2+

 substitutional sites.  

It is worth noting that the XMCD characterization of Mn-doped GaN NWs was recently extended from 

the ensemble level to the individual NW level. The insightful work by Hedge et al. [409] demonstrated, 

for the first time, intrinsic room temperature magnetization of Mn dopants in a single Mn-doped GaN 
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NW. Using high-resolution XMCD microscopy imaging, the authors identified the dependence of Mn 

exchange interactions on the NW orientation with respect to the external magnetic field applied. The 

same research group, in a subsequent study [410] also investigated the same kind of NWs combining 

K-edge micro-XANES and L2,3 edges XANES-based scanning transmission X-ray microscope (STXM) 

and XMCD. 

 

Figure 21. (a) Mn K-edge XANES spectra of Mn-doped GaN NWs collected by Farvid et al. [410] in two 

different regions of the growth substrate (referred to as region 1, dark green solid line and region 2, black solid 

line), and of several reference compounds for different Mn oxidation states. (b) XANES-based STXM image of 

an individual Mn-doped GaN NW collected using 633 eV photons. (c) Top solid line: Mn L2,3-edges XANES 

spectra collected in the region of the NW highlighted by the black box in part (b); the simulated spectra 

corresponding to different amounts of Mn
2+

 and Mn
3+

 in Td coordination obtained by the linear combination 

analysis are also reported (dotted lines). The red arrow indicates a decrease in the Mn
2+

 percentage (also labeled 

for each calculated spectrum). (d) Top panel: Mn L2,3-edges XANES spectra of an individual Mn-doped GaN 

NW, acquired with left circular polarization (LCP, blue line) and right circular polarization (RCP, red line) of the 

incoming X-ray beam; bottom panel: corresponding XMCD spectrum (calculated as the different between the 

spectra collected with LCP and RCP). Adapted with permission from Ref. [410]. Copyright AIP (2011). 

The authors collected Mn K-edge spectra at the HXMA beamline of the Canadian Light Source (CLS) 

facility for the Mn-doped NWs and reference compounds for different Mn oxidation states, from +1 to 

+4. The microprobe setup at the HXMA beamline allowed to collect XANES spectra in two different 

regions of the growth substrate, labeled as Mn: GaN 1 and Mn: GaN 2 in Figure 21a. Firstly, a 

comparison between the NWs and reference spectra suggested that the Mn ions mainly assume a +2 

oxidation state. Furthermore, the pre-edge peak observed at ca. 6540.5 eV is an established fingerprint 

for Mn in Td coordination [585]. This feature is present in the XANES spectra collected at both the 

investigated regions of the NWs, but interestingly they show a substantially different fine structure, 

emphasizing the limit of a volume-averaged characterization over the whole NWs batch. In particular, 

the spectrum collected in region (1) is typical of isolated Mn ions, whereas the spectrum of region (2) 

closely resembles that of MnO. The author interpreted these results as related to the presence of 

secondary phases, inhomogeneously distributed on the substrate and possibly including mixed Mn 

oxidation states. Applying the XANES-based STXM setup available the SM beamline of the CLS, 

discussed in details in Ref. [409], the authors were therefore able to characterize an individual NW: the 

resulting image is reported in Figure 21b. The Mn L2,3-edges XANES spectrum reconstructed from the 

STXM images recorded at different incident photon energies is shown in Figure 21c (solid line), where 

it is compared to a series of simulated spectra (dashed lines) calculated by the configuration-interaction 

cluster method [586] in correspondence of different percentages of Mn
2+

 and Mn
3+

 ions in Td 

coordination. The best agreement with the experimental curve has been obtained for a mixed 

Mn
2+

/Mn
3+

 oxidation state, with Mn
2+

 being in relative majority. The characterization was completed 
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by single-NW XMCD measurements at the Mn L2,3-edges which evidenced intrinsic magnetic ordering 

of Mn dopants at room temperature (see Figure 21d), whereas the undoped NWs showed only residual 

orientation dependent magnetization. 

In the examples herein discussed, Mn doping of GaN is provided by supplying Mn precursors during 

the growth or by post-growth ion implantation. An alternative strategy employed to obtain Mn-doped 

III-V NWs was to use a Mn metal seed in MBE growth, which catalyzes the growth and possibly is 

incorporated as a dopant in the wire lattice. Mn:GaAs NWs produced with this method have been 

thoroughly investigated by EXAFS spectroscopy in a series of reports by the Boscherini’s group [499, 

503, 587]. In this framework EXAFS is a particularly suitable technique to quantify the degree of 

substitutional incorporation of Mn in the NW lattice and indentify eventual Mn - defective structures, 

due to its elemental selectivity, high resolution in the determination of the Mn local structure and 

applicability both to crystalline and disordered phases [44]. An example of the GaAs nanostructures 

studied by Martelli et al. [499] is shown in Figure 22a, reporting field emission scanning electron 

microscopy (FE-SEM) planar and side views of the samples. It can be noticed that both 1D-NWs are 

obtained and fewer 2D-structures, referred to as “nanoleaves”. More detailed insights in the NWs 

structure were obtained using high-resolution TEM (HR-TEM). As shown in Figure 22b, the body of 

the NW is GaAs with wurzite structure and [0001] growth axis, but on its tip a α-Mn phase is present. 

In addition, the NWs are surrounded by an amorphous phase, most likely related to the surface 

oxidation phenomena occurred outside the growth chamber. 

 

Figure 22. (a) SEM images of typical Mn-catalyzed GaAs NWs investigated by Martelli et al. [499]; a planar 

view (top panel) and a side view (bottom panel) of the nanostructures are reported. (b) HR-TEM image acquired 

at the top of a representative NW, showing the structure of the body and of the tip of the nanostructure. The 

bottom insets report the fast Fourier transforms (FFT) obtained from the NW regions marked by the red boxes in 

the HR-TEM image: the FFT from the body (left inset) indicates a wurzite polytype of GaAs while the FFT from 

the tip indicates a α-Mn phase. (c) Experimental χ(k) EXAFS spectra of the NWs (solid line) and best fit curve 

(black dots). (d). Modulus of the FT of the k
2
χ(k) curve, performed in the 3.6 – 12.0 Å

–1
 interval (experimental 

curve: solid line, best fit: black dots); no phase correction has been applied, thus all the peaks appear shifted by ~ 

0.3 Å. The red arrows indicate the peaks associated to the Mn–O and Mn–As bond distances. Adapted with 

permission from Ref. [499]. Copyright ACS (2006). 

EXAFS spectroscopy was employed in this case to investigate the diffusion and incorporation of Mn 

atoms in the GaAs NWs during their growth. The authors collected Mn-K edge EXAFS spectra at the 

GILDA beamline of the European Synchrotron Radiation Facility (ESRF, France). The EXAFS 

function χ(k) and the magnitude its Fourier Transform (FT) are reported in Figure 22c and d, 
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respectively. The FT shows two main peaks, which the authors assigned to MnO and MnAs or, due 

to the high similarity between Mn and As backscattering functions, to MnMn coordination shells. It 

was impossible to safely distinguish from the noise higher-distance contributions, suggesting an high 

level of disorder in the local Mn coordination environment. Martelli et al. quantitatively analyzed these 

data considering three possible Mn local structures, including the substitutional site in zinc blende (ZB) 

GaAs, the combination of the two slightly non-equivalent sites in the Mn2O3 oxide phase, and the 

metallic α-Mn structure. To account for the above mentioned similarity between Mn and As 

backscattering functions, all the fits were performed considering (1) either only MnO and MnAs 

contributions or (2) MnO and MnMn contributions. The best fit was obtained in correspondence of 

model (1), and indicated that ~ 46% and ~ 54% of the probed Mn sites were coordinated to As an to O, 

respectively. A MnO of (2.08  0.03) Å was obtained, which the authors related to the oxide phase 

surrounding the NWs. The α-Mn structure was not observed, being likely below the sensitivity of the 

EXAFS technique. Interestingly, the MnAs distance RMnAs of (2.56  0.02) Å obtained from the 

EXAFS refinement was notably higher than what expected for Mn substitutional in ZB GaAs (2.50 Å) 

[588]. Conversely, the RMnAs value more closely resembles that reported for hexagonal MnAs (2.57 Å) 

[589]. In conclusion, these first XAS results clearly revealed the presence of a significant fraction of 

Mn-As bonds, but were unable to quantify the amount of Mn incorporated as an impurity in wurtzite-

GaAs and that forming MnAs clusters within the NWs. Recently, further EXAFS investigations by 

d’Acapito et al. [503] contributed in elucidating this point. Here the NWs were etched prior to EXAFS 

analysis to partially remove the outermost oxide layer thus reducing its contribution to the EXAFS 

signal. EXAFS fitting confirmed the previously obtained values of RMnAs, which were definitely 

assigned by the authors to hexagonal MnAs precipitates, formed after the occupation of defect sites. In 

particular, a Mn coordination number of 3 was observed, instead of 6 which is expected for hexagonal 

MnAs: this evidence suggested the formation of small MnAs precursors rather than extended crystals. 

It is worth noting that analogous results were observed also for Au-induced nanowires, where the 

doping procedure is radically different and the Mn dopants are provided during the growth. The authors 

therefore concluded that the preferential formation of MnAs precipitates instead of Mn incorporation in 

the GaAs wurzite lattice observed in previous studies [590] is more likely determined by the higher 

growth temperature than by the specific growth method. 

4.3 Metal oxide nanorods and nanowires 

Metal oxides (MOX) are among the commonest minerals on Earth. Due to the high availability of 

pristine materials, MOX-based 1D-nanostructures are one of the focal points for the research interest in 

the current nanotechnology scenario. Due to their unique shapes, compositions and physical/chemical 

properties, MOX NWs, NRs and related systems have been employed in an a wide range of high-

impact scientific areas, including electro-optical and electro-chromic devices, catalysis, chemical 

sensing, and transparent conductors [486, 487, 591-595]. In particular, novel electronic and 

optoelectronic nanodevices based on MOX NWs have been recently proposed, as field-effect 

transistors and field nanoemitters, lasers and waveguides, nanogenerators, solar cells, photocatalysts, 

and chemical sensors [488, 489, 596]. These promising applications has been paralleled by intensive 

efforts in the optimization of the synthesis strategies (including doping and functionalization) [471, 

482, 596-598], as well as in the characterization of the resulting nanostructures. 

With this respect, XAS spectroscopy has been extensively exploited. Indeed, among other widespread 

characterization techniques such as X-ray photoelectron spectroscopy (XPS), electron microscopies 

and electron energy loss spectroscopy (EELS) and XRD, XAS simultaneously provides information on 

electronic, structural and orientation properties of MOX 1D-structures. In addition, the element-

selectivity of the technique allows to determine the local environment of eventual dopant atoms or 
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functionalities. XAS studies have been for instance reported for TiO/sapphire NWs [599], rutile TiO2 

NRs [600] and NWs [601, 602], V2O5 nanoribbons [603], NWs [604, 605] and NRs [606], Cu2O/CuO 

core-shell NWs [607], ceria NRs [608], SnO2 NWs [609], SiO [610] and GeO [611], MoO3 nanofibers 

[612], Fe doped manganese oxide nanoneedles and NRs [613], and RuO2 and IrO2 NWs [614]. 

In this scenario crowded with many materials and structures, for the sake of brevity we will hereinafter 

focus on the XAS characterization of ZnO NWs and NRs, which are among the most relevant 1D MOX 

systems in current nanotechnology research [488, 598, 615, 616]. ZnO is a direct gap semiconductor, 

with a band-gap energy of 3.37 eV and a large exciton binding energy (60 meV at room temperature) 

[617]. In normal conditions it crystallizes in the hexagonal wurzite structure which results in the 

alternation of planes of tetrahedrally coordinated O
2–

 and Zn
2+

 sites stacked along the c-axis [618-620]. 

In the last decade, ZnO has been grown in a variety of intriguing 1D-nanostructures, including NWs 

and NRs, but also nanobelts, nanotubes, nanorings, and nanosprings, with different synthesis methods 

[596, 598, 616, 621-626]. The outstanding performances of these nanostructures in electronics and 

photonics well demonstrate the potentialities of MOX-based 1D nanosystems. In particular, ZnO NWs 

have been for instance proposed and employed in the development of UV lasers [627, 628], light-

emitting diodes [629], solar cells [630], photodetectors [631], photocatalysts [632, 633], and gas 

sensors [634]. XAS spectroscopy has been widely employed in the characterization of ZnO-based 1D 

nanosystems developed for many of the aforementioned applications. Hereinafter, for the sake of 

brevity, we will discuss in more details a selection of works focusing on the simultaneous elucidation 

of the electronic, structural and orientation properties of ZnO 1D-nanostructures, on the in situ 

investigation of their growth process and on the analysis of transition-metal doped ZnO NWs, proposed 

as suitable DMSs. It is however worth noting that XAS spectroscopy has substantially contributed also 

in many other research areas related to 1D ZnO systems, including photonics (often in combination 

with the XES and XEOL techniques) [635, 636] [637, 638], catalysis [639-643] and light harvesting 

[644]. 

The high potential of XAS to elucidate the properties-structure relationships in this class of materials 

was recognized since the earlier developments in the synthesis of ZnO NWs. Liu and coworkers [496] 

investigated via O K-edge and Zn L3- and K-edges XANES the electronic structure of ZnO NRs with 

different diameters, ranging from 45 to 150 nm. They observed a significant trend in the intensities of 

the XANES features as a function of the NRs diameter. A detailed analysis pointed out an increase in 

the number of both O 2p and Zn 4p unoccupied surface states near the conduction band minimum as 

the diameter decreased. This evidence well agrees with the enhancement of the contribution from 

surface states while downsizing the NRs. 

Dealing with highly anisotropic systems, an emphasis was put on polarization-dependent measurements 

(see Section 2.3.1). The importance of dichroic effects resulting from the anisotropy of Zn and O p 

states was for instance demonstrated in a early study by Guo et al. [510], comparing the XAS spectra of 

three-dimensional arrays of highly oriented crystalline ZnO microrods with that collected for thin films 

consisting of monodisperse spherical NPs. Subsequently, Chiou et al. [511] combined angle-dependent 

Zn and O K-edge XANES to distinguish between the local electronic structures in the tips (glancing 

incidence angle) and in the sidewalls (higher incidence angle) of highly aligned ZnO nanorods. As also 

reviewed in details in Ref. [452], the authors observed a substantial increase in the overall intensity of 

the O K-edge XANES features at glancing incidence (see Section 2.3.3), whereas the Zn K-edge 

spectra showed notably less pronounced modifications upon variation of the X-rays incidence angle. 

These evidences, also supported by valence-band photoelectron spectroscopy, suggested that the tip 

surfaces are terminated by O-ions instead of Zn-ions. The same conclusion was reached also by Han et 

al. [512], via polarization dependent Zn K-edge XANES and EXAFS on aligned ZnO NRs with 

diameters of 13 and 37 nm, collecting the spectra with the X-rays polarization versor  ̂ both parallel 
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and perpendicular to the NRs c axis. It is worth noticing that the authors selected these specific values 

for the investigated NRs diameters basing on previous studies which suggested that the quantum 

confinements effects should become significant below NRs diameters of 20 nm [645]. EXAFS data 

fitting for both samples demonstrated a well-ordered wurzite structure, even at the boundaries. 

However, the authors observed in both 13 and 37 nm NRs a slight contraction of a and b lattice 

parameters with respect to bulk ZnO, whereas for the c axis an elongation of ca. 0.1 Å was found. In 

terms of local structure, the more striking difference observed decreasing the nanorods diameter is an 

increase of the Debye-Waller parameter for the bond between the Zn and the three O atoms located 

about 19° off from the Zn ab plane. This evidence was related to the presence of terminating O (or 

OH) at the boundaries, as previously proposed by Chiou et al. [511]. The same research group 

prosecuted the investigation of these systems analyzing the dependence of the NRs structural features 

upon different growth conditions [646]. Specifically, the authors studied ZnO NRs fabricated by metal-

organic chemical vapor deposition on Al2O3(001) substrates, with various GaN interlayers [513]. A 

strong sensitivity to the interlayer surface roughness was found, and polarization dependent EXAFS 

measurements, analogues to that discussed before, revealed that the residual strain relaxation of ZnO 

pairs in ab plane plays a key role in the NRs growth. More recently, XAS was employed to elucidate 

the relation between the specific growth conditions and the structural/electronic properties of the 

resulting ZnO 1D-structures also by Agarwal et al [515]. The authors reported the synthesis of ZnO 

NRs by an electron beam evaporation method on a Si substrate pre-coated with Au. The resulting NRs 

were characterized combining SEM, HR-TEM, atomic force microscopy (AFM), XRD, XAS and 

photoluminescence. Specifically, polarization-dependent XANES measurements demonstrated the 

formation of NRs having anisotropic behavior of O and Zn states.  

4.3.1 Growth mechanism of ZnO nanorods elucidated by in situ XANES 

A recent work by McPeak et al. [507] very well demonstrates how in situ XANES spectroscopy 

represents an ideal tool to achieve a comprehensive understanding of the growth mechanism of these 

intriguing 1D-structures, which is fundamental to tailor their morphology and in many cases is still 

lacking. We will discuss this case in few more details, due to the novelty and significance of the 

employed approach. Here, the authors monitored the reaction mechanisms and kinetics of ZnO NWs 

growth from zinc nitrate and hexamethylenetetramine (HMTA) precursors by chemical bath deposition 

(CBD) [647]. 

Although this process has been investigated in several previous works [648, 649], a conclusive model 

for the growth mechanism was still lacking, highlighting the necessity for an in situ characterization. 

With this respect XANES is particularly suitable, allowing high sensitivity and element-selective 

structural characterization in both noncrystalline and crystalline materials, with acquisition time down 

to few minutes obtained in conventional setups [650-654]. McPeack et al. employed the setup available 

at the MRCAT beamline at the APS, including a micro-reactor devoted to in situ studies, to collect 

time-dependent Zn K-edge XANES spectra during ZnO NWs growth, at different temperatures and 

precursors concentrations, yielding a coherent representation of the process. For the sake of brevity, 

here we select for discussion the data acquired for 12.5 mM zinc nitrate/ HMTA precursors at 90°C, 

reported in Figure 23b. A rapid variation in the spectral features is observed in the initial phase of the 

growth process, while nucleation occurs. The subsequent evolution is slower and gradually proceeds 

during the crystalline growth of the NRs. The transition from a non-crystalline to a crystalline material 

is qualitatively highlighted by the increasingly sharp XANES features at increasing reaction time. 

Furthermore, on the quantitative ground, principal component analysis (PCA) [92, 95, 655, 656] (see 

also Section 2.1) highlighted the presence of two principal components (see also the inset of Figure 

23b), which the authors identified in [Zn(H2O)6]
2+

 and ZnO. This assignment was performed by 
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applying the target testing procedure [656], employing the reference XANES spectra of seven species 

potentially present in the reaction environment (see Figure 23c). These evidences, confirmed for all the 

other investigated growth conditions, definitely demonstrated that the ZnO growth from aqueous 

Zn(NO3)2 and HMTA precursors occurs via direct crystallization, without the presence of the zinc 

hydroxide, Zn(II)-ammine, or Zn(II)-HMTA previously proposed intermediates. 

 

Figure 23. (a) SEM micrograph of the ZnO NWs investigated by McPeak et al. [507] deposited at 90°C and 12.5 

mM precursors concentration; the image has been collected after 2h from the deposition. (b) In situ, time-

dependent Zn K-edge XANES spectra of ZnO NWs collected over a period of 2 h during the CBD growth at 

90°C with 12.5 mM zinc nitrate/ HMTA precursors. Inset: PCA indicator (IND) function, which is minimized in 

correspondence of two principal components. (c) Identification of the [Zn(H2O)6]
2+

 and ZnO
 
species effectively 

present during the ZnO crystal growth among the seven potentially present Zn
2+

 species tested, performed using 

the target testing method. The experimental XANES spectra of the reference compounds (“target”, blue dots) are 

compared to their “transforms” (black lines) calculated using the two principal components recognized in the 

time-dependent XANES dataset reported in part (b); notice how only the transforms calculated for the 

[Zn(H2O)6]
2+

 and ZnO standards provided a satisfactory reproduction of the target spectra. Adapted with 

permission from Ref. [507]. Copyright ACS (2010). 
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4.3.2 XAS studies on transition metal doped ZnO nanowires: a combinatory view on the dopant 

environment and on the 1D-matrix 

Coming now to the specific research area of DMSs, transition metal-doped ZnO, e.g. using Mn, Fe- Co 

and Ni as dopants, has been proposed as a promising candidate material for spintronics applications, 

showing a stable ferromagnetic state at room temperature [657]. As previously discussed for Mn-doped 

group IV and III-V NWs (see also Section 4.2), an emphasis was put on the developement of 1D-like 

ZnO DMSs systems [658, 659]. Indeed, doped ZnO NWs and NRs, due to their low dimensionality and 

quantum confinement effects [501], likely will constitute the building blocks of the proposed functional 

materials for nanoscale electronics[660, 661]. It is worth noting that the origin of ferromagnetism in 

these MOX-based systems is still controversial. Several theoretical models have been proposed, 

supporting either intrinsic origin of the phenomenon (e.g. carrier-mediating model [657] and bound 

magnetic polarons (BMPs) [662, 663]), or its relation to secondary doping-induced phases [664, 665]. 

However, a comprehensive theoretical framework to fully interpret the experimental results is still 

lacking. It is evident that in order to elucidate the underlying mechanism a thorough characterization of 

the local structural environment of the doping ions and the modifications induced in the NWs 

electronic structure upon doping is sorely required [516, 636]. XAS spectroscopy is particularly 

suitable to obtain this information, and has been widely used, commonly combining the investigation of 

both K- and L-edges of the dopant atom, more sensitive to structural and electronic features, 

respectively [666]. 

Kang et al. [516] for instance investigated Mn-doped ZnO NWs, combining Zn L2,3-edges XANES and 

XMCD to clarify the electronic configuration of the Mn atom and analyze the origin of the 

ferromagnetic behavior. The spectra essentially derives from the Mn 2p → 3d transition (from 2p3/2 and 

2p3/2 for the L3 and L2 edges respectively), and showed a clear reduction of the absorption intensity for 

temperatures above 80 K. The XANES features suggested that the doped Mn atoms are in an oxidized 

state, therefore excluding the presence of metallic clusters. A negative L3-XMCD signal was detected 

for 80 and 150 K, indicating the substitution of Mn
2+

 ions to the Zn ions of the host NWs at tetrahedral 

sites [178]. The authors proposed the hybridization of these Mn
2+

 ions with defects in the host material, 

which were suggested to play a key role in the observed ferromagnetism. 
The group of Soldatov has deeply investigated by both experimental and computational approaches the 

effect of different doping in ZnO nanowires [497, 667, 668]. In the first work [667], the authors reported a 

Mn K-edge XANES investigation of the local atomic structure of Mn in ZnO:Mn nanorods synthesized 

with high pressure pulsed-laser deposition method. It was found that most of the Mn atoms substitute for Zn 

atoms, with a minority fraction of Mn atoms located in interstitial sites of the ZnO host lattice [667]. In the 

successive work [668], they improved the data analysis underlining that a precise reproduction of XANES 

spectral features of the system could be obtained only with the use of a non-muffin-tin potential. Moreover, 

adopting the method of multidimensional interpolation of XANES spectra, implemented in the Fitit 

code[666, 669, 670], the authors were able to reconstruct the atomic spatial distribution around Mn atoms. 

More recently [497] they analyzed the structural and electronic features of Mn ions in ZnO/ZnO:Mn 

core–shell NWs combining bulk-selective FLY Mn K- edge and surface-selective TEY L2,3-edges 

measurements. Through comparison with the spectra of undoped ZnO NWs and other references 

samples, the authors demonstrated that the majority of Mn dopant atoms are contained in the NWs 

shell, confirming the good quality of the core/shell structures. Furthermore, density functional theory 

(DFT)-assisted theoretical simulation and fitting of the XAS data highlighted that Mn atoms 

substitutionally occupy the Zn sites, without the formation of any secondary phase or nanocluster, and 

that the concentration of defects (as O vacancies or Zn interstitials) in the Mn local environment is 

negligible. Finally, Zhang et al. [671] focused on the influence of difference surface environments on 

the magnetic properties of Mn-doped ZnO NRs, and in particular on the activation of the ferromagnetic 
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behavior in presence of surfactants molecules such as sodium bis(2-ethylhexyl) sulfosuccinate (AOT). 

Here, Mn K-edge XANES and EXAFS analysis demonstrated the direct bond between Mn atoms and 

surfactants molecules, which are therefore expected to strongly modify the local structure around the 

doping ions. Similarly to the previously mentioned work, also here the authors performed Mn L3,2-

edges XANES to increase the sensitivity on the surface electronic configuration. Detailed analysis and 

simulations performed in the framework of the ligand field multiplet theory pointed out the presence in 

the NWs surface region of Mn
3+

 ions in distorted tetrahedral coordination, which are strongly 

influenced by different surfactants in terms of 3d–p(anion) hybridization strength. 

XAS studies have been also reported for Ni- [636], Fe- [672], Cu- [673] and, in particular, Co-doped 

ZnO 1D-systems. With respect to the latter, Yao et al. [501] recently investigated the single phase Co-

doped NWs shown in Figure 24a, with average diameters of 45 nm. Very interestingly, the authors 

measured for these NWs a saturation magnetization much larger than that observed in a Co-ZnO thin 

film with identical composition (see Figure 24b). XAS spectroscopy was thus employed to elucidate 

the relation between the enhanced ferromagnetism and the systems structural/electronic properties. In 

particular the authors collected Co K-edge EXAFS spectra for the Co-ZnO NWs and thin film, as well 

as for wurzite ZnO powder and Co metal: k
3
χ(k) functions and FT moduli are reported in Figure 24b. 

The spectrum of Co-ZnO NWs is strikingly different from that of the Co metal foil, therefore ruling out 

the formation of Co metal clusters. Conversely, the EXAFS features observed for Co-ZnO NW, Co-

ZnO thin film and wurzite ZnO powded are very similar, and the authors obtained a good fit of the 

NWs EXAFS data up to the second shell assuming Co substitution for Zn sites in the Co-ZnO NWs. 

However, Co K-edge EXAFS is not able to distinguish whether the substitutional Co ions are 

homogeneously distributed or clustered together around oxygen atoms, due to the similar atomic 

numbers between Co and Zn scatters. For this reason they collected also the O K-edge XANES spectra 

shown in Figure 24c. The spectrum of Co-ZnO NWs clearly shows the transition from O 1s to the 

empty O 2p conduction band states (535 eV) and to the states resulting from the hybridization of O 2p 

with Zn and Co 4p orbitals (539–545 eV) [674]. Comparing the experimental spectra for Co-doped 

NWs and thin film and performing a detailed analysis and simulation of the NEXAFS features, Yao et 

al. were able to support the uniform distribution of substitutional Co ions in the ZnO lattice as well as 

the presence of Zn vacancies. The authors concluded suggesting that the ferromagnetic ordering is 

induced by the Zn vacancy-derived impurity band and enhanced by the coeffect of the 1D-character 

and the uniform nature of the investigated NWs. 
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Figure 24. (a) Hysteresis loops measured at 300 K for Co-ZnO NWs (a TEM image of the wires is reported the 

top left corner inset) and thin film (for comparison). (b) Left panel: Co K-edge EXAFS k
3
χ(k) functions for the 

Co-ZnO NWs, Co-ZnO thin film and Co metal foil, and the Zn K-edge function for reference ZnO powder; right 

panel: magnitude of the FT of the spectra reported in the left panel (solid lines) and their EXAFS best fit curves 

(empty circles). (c) O K-edge XANES spectra of the Co-ZnO NWs and thin film, ZnO powder, and simulated 

spectra obtained for representative model structures of replacing one, two, three, and four Zn nearest neighbors 

of the absorbing O atom by Co (denoted as O–Co1,O–Co2,O–Co3, and O–Co4, respectively) and for the model 

structure CoZn–VZn, accounting for the presence of Zn vacancies. Adapted with permission from Ref. [501]. 

Copyright ACS (2009). 

From the examples discussed so far, it clearly emerges that an exhaustive investigation of the transition 

metal distribution over the ZnO lattice and the short-range structural order is essential to achieve a 

comprehensive understanding of the resulting DMS properties. However, the studies previously 
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discussed and, in general, most of the XAS investigations in this field, have reported only the average 

local atomic structure in ensembles of nanostructures [403]. However, the impressive progresses in X-

ray focusing optics, already discussed in Sections 2.3.2 and 3.3, have allowed to perform space-

resolved XAS studies on individual nanostructures also in the context of doped-ZnO DMSs NWs. 

Yuhas et al. [403] pioneered this approach in 2007, performing a thorough investigation of Co- and 

Mn-doped ZnO NWs via K-edge micro-EXAFS and 40 nm resolution Scanning X-ray Microscopy 

(STXM)-based L2,3-edges NEXAFS spectroscopy at the Advanced Light Source (ALS, US). 

Subsequently, Segura-Ruiz et al. [411] have employed the 100 x 100 nm
2
 monochromatic hard X-ray 

nanobeam available at the ID22NI beamline of the ESRF to investigate the short-range structure in Co-

implanted ZnO NWs, examined after the thermal annealing following the ion implantation. The authors 

employed also polarization dependent measurements (see Section 2.3.1) to investigate the possible 

presence of preferentially oriented defects induced by the ion implantation process. Figure 25a reports 

a SEM micrograph showing an individual Co-doped ZnO NWs investigated by Segura-Ruiz et al., with 

the indication of the regions where XANES and EXAFS spectra were collected (points 1, 2 and 3). The 

NW micrograph is placed side by side the Co-elemental map obtained from nano-X-ray fluorescence 

(XRF) measurements, demonstrating the homogeneous distributions of Co along the NW, without any 

evidence of metallic nanoclusters.  

 

Figure 25. (a) Left panel: SEM image of the individual Co-implanted ZnO NW, with the indication of the three 

points (1, 2, 3) analyzed via nano-XAS; right panel: Zn-elemental map collected at 12 keV, with the atomic 

fraction estimated from the nano-XRF quantitative analysis. (b) Zn K edge XANES spectra (vertically shifted for 

clarity) collected along the NW in points 1–3 indicated in part (a), acquired with the c-axis oriented 

perpendicular (top panel), and parallel (bottom panel) to the electric field versor  ̂ of the X-ray nanobeam. For 

clarity, the spectra were shifted vertically. (c) Zn K-edge (solid circles) and Co K-edge (open circles) XANES 

spectra collected at the positions 1 and 2 in part (a); the incident photon energy E has been rescaled to the 

respective absorption K-edges (E0), ), see Eq. (1). (d) Magnitude of the FTs of the k
3
-weighted Zn K-edge 

EXAFS functions collected in points 1–3; experimental and best fit curves are reported as open symbols and 

solid lines, respectively. Adapted with permission from Ref. [411]. Copyright ACS (2011). 
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Zn K-edge nano-XAS data were collected along the NW orienting its c-axis both parallel and 

perpendicular to the electrical field versor  ̂, as shown in Figure 25b. The XANES features monitored 

at the 1 – 3 positions well reproduced that expected for the wurzite hexagonal structure, excluding ion-

induced lattice damages and preferentially oriented defect. In addition, the analysis of the EXAFS 

region allowed to elucidate the local order of the ZnO host lattice (see Figure 25c). No evidence of 

amorphization was observed, and the Zn–O and Zn–Zn distances refined by fitting the EXAFS data are 

fully comparable to that observed for undoped ZnO, along the whole NW. All these experimental 

results confirmed, on the nanoscale, the effectiveness of the thermal annealing process for the recovery 

of the ion-implanted ZnO lattice. 

4.3.3 ETS-10 titanosilicate: a XAS-XES study of an atomically defined –O-Ti-O-Ti-O- quantum wire 

Engelhard titanosilicate ETS-10 is a microporous crystalline material belonging to the family of Ti 

substituted silicates. The material presents an high degree of disorder linked to the presence of two 

polymorphs whose structures have been solved by Anderson et al. combining high resolution TEM, 

XRD, solid state NMR and molecular modeling techniques [675, 676]. Anderson et al. proposed that 

the framework of ETS-10 is composed of corner-sharing [SiO4] tetrahedra and [TiO6] octahedra 

(Figure 26a). [SiO4] and [TiO6] are linked through bridging oxygen atoms and form 12-membered 

rings. These rings give rise to two sets of perpendicular channels with an elliptical cross-section of 7.6 

Å x 4.9 Å (Figure 26c). The channels contain Na
+
 or K

+
 ions to balance the negative charge of the 

Si40Ti8O104
16-

 unit composing the framework. 

 

Figure 26. The framework structure of ETS-10 showing chains of corner-sharing [TiO6] octahedra which run 

along two perpendicular directions, and which are isolated by corner-sharing [SiO4] tetrahedra: (a) single 

element of the chain; (b) single chain; (c) three-dimensional view. For clarity, extraframework (charge-

balancing) cations are omitted. Ti (black), O (dark gray), Si (light gray). Part (d) reports the DRS UV-VIS 

spectrum of ETS-10 (black curve) compared with that of rutile bulk (gray curve). The shape of this spectrum 

reflects the DOS of the unoccupied valence states. The blue shift of the band gap (Eg), with respect to bulk 

TiO2, is also evidenced. Also reported are the spectra of the ETS-10 sample reduced with NaN3 and that of Ag-

ETS-10 reduced in H2. Unpublished figure reporting spectra published in Refs [677-679]. 

We notice that the [TiO6] octahedra form linear ...-O-Ti-O-Ti-O-Ti-O-... chains within the ETS-10 

framework, see Figure 26b. The coordination sphere of Ti is saturated by four O atoms lying in the 
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plane perpendicular to the chain. The result is a three-dimensional structure that we report in Figure 

26c.  

The presence of well defined ...-O-Ti-O-Ti-O-Ti-O-... chains, embedded inside a highly insulating 

siliceous matrix (Eg(SiO2) ~ 9 eV [680]) allows to consider ETS-10 as a 1D quantum wire of atomic 

definition [677]. The confinement of electrons and holes inside the ...-O-Ti-O-Ti-O-Ti-O-... wires 

results in a blue shift of the energy gap (Eg = 4.03 eV, evaluated at the inflection point of the black 

spectrum in Figure 26d) of Eg = 0.85 and 1.01 eV when computed from anatase or from rutile, 

respectively. The experimental blue shift was comparable with that predicted by the simple model of a 

particle confined along two directions (xy, in Figure 26b) inside an infinite potential barrier: 

 

 Eg = h
2
/(4  d

2
) = 0.84 eV  (17) 

where h is the Plank constant (6.6256 10
-34

 Js),  ~ 2me is the reduced effective mass of the electron-

hole pairs along the wire direction and d ~ 6.7 Å is the wire diameter. Eq. (17) has been written by 

considering infinite the potential outside the wire and neglecting the exciton binding energy. Both 

approximations are well acceptable since the Eg of the host SiO2 matrix ( 9 eV) is much greater than 

that of TiO2 ( 3 eV, see the grey spectrum in Figure 26d), and because of the high dielectric constant 

of TiO2 (  180 [681]): this implies that the exciton binding energy is in the meV range [682]. The 

oversimplified model that is behind Eq. (17) already gives a qualitative agreement between the 

predicted energy shift (Eg = 0.84 eV) and the experimental ones (Eg = 0.85 or 1.01 eV). 

Successively the band structure of the ...-O-Ti-O-Ti-O-Ti-O-... quantum wires embedded inside ETS-

10 has been computed by periodic DFT models [678, 683]. 

One year after the work of Anderson et al. [675], Davis et al. [533] reported the first Ti K-edge EXAFS 

investigation. Successively, Sankar et al. [534] reported a more advanced data analysis based on the 

multiple scattering approach. 

In the following we will summarize the most recent XANES and EXAFS study of Prestipino et al. 

[535] and we compare the results with periodic density functional theory investigation performed by 

Damin et al. [683], and with the single crystal XRD data (collected on a single polymorph) by Wang 

and Jacobson [684]. We conclude the discussion on ETS-10 taking a short look at recent XES and 

RIXS measurements.  

The experimental XANES spectrum of ETS-10 is reported in Figure 27a as full line. It is characterized 

by a well-defined pre-edge peak at 4971.3 eV of low intensity (0.22 in normalized x), by two 

shoulders at 4974.4 and 4978.1 eV, and by an intense white line at 4985.3 eV followed by a second 

resonance around 4996 eV, of comparable intensity. At higher energies structured features are 

observed. Prestipino et al. [535] used the ETS-10 structure optimized in the periodic DFT calculations 

of Damin et al. [683] (performed with the CRYSTAL code [439]) to select the cluster to construct the 

FEFF8.2 [71] input used to compute the simulated XANES spectrum (dashed line in Figure 27a). The 

overall agreement between experimental and computed XANES spectra is rather good, with the only 

exception of the pre-edge peak at 4971.3 eV, not predicted by the simulations. 
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Figure 27. (a) Experimental (full line) and theoretical (dashed) XANES spectra of ETS-10. (b) Experimental 

XANES spectrum of anatase model compound (full line) together with the computed XANES spectra for the 

penta-coordinated and esa-coordinated (octahedral-like) Ti sites of the ETS-4 structure, dotted and dashed line, 

respectively. (c) Cluster used to simulate the EXAFS spectrum of ETS-10. The Ti absorber atom is labeled as 

Tia. All the atoms here reported as full spheres have been included in the EXAFS simulations. Different atoms 

of the same chemical species have been numbered to better define in the text the scattering paths included in the 

fitting procedure. (d) Comparison between the experimental k
3
-weighted (k) (scattered line) and its best fit (full 

line). Both modulus and imaginary parts of the Fourier transform are reported. (e) From top to bottom: different 

two-body [i
(2)

 $eta^{(3)}_1$ (i = 1-6)] and three-body [j
(3)

 (j = 1-3)] path contributions to the theoretical signal 

(for the definition of the single-body contributions see text) and, superimposed, the experimental (scattered line) 

and the fitted spectra (full line). Unpublished figure, reporting data published in Ref. [535]. 

Perfect octahedra are expected to have no pre-edge features in the XANES spectrum, as both A1g T2g 

and A1gEg electronic transitions are parity forbidden (Laporte rule). Consequently, the presence of 

the weak but well defined pre-edge peak at 4971.3 eV in the experimental XANES spectrum of ETS-10 

(full line in Figure 27a), clearly reflects the rupture of the octahedral symmetry around all Ti atoms (or 

an important distortion around a fraction of Ti atoms) resulting in the breakdown of the local inversion 

symmetry and thus into a mixing of the Ti d and p orbitals [288, 290, 685]. The spectral features in the 

pre-edge region can be better observed using rctc-XES spectra (see Section 2.4.4) reported in Figure 

28. The rctc-XES map reveals that two features compose the pre-edge of ETS-10. The detailed 

interpretation of such features requires appropriate calculations that are actually in progress [686].  

Prestipino et al. [535] have performed calculations (using FEFF-8.2 code [71]) in order to reproduce 

the experimental XANES spectrum. They explained the discrepancy in the pre-edge between 

experimental and simulated spectra noticing that the model adopted in the XANES simulation does not 

account for the defectivity of the –Ti-O-Ti-O-Ti- chains, that are often interrupted by a Ti vacancy 

[676]. Chain interruption will result in a strong distortion in the octahedral symmetry of the two [TiO6] 

units adjacent to the Ti vacancy, which become chain terminal Ti sites. Terminal and regular Ti atoms 

contribute to the overall experimental XANES spectrum with different edge and pre-edge features. The 

more abundant regular Ti species are expected to be characterized by a XANES spectrum similar to 

that simulated according to the Wang-Damin’s model (dashed line in Figure 27a). It has been inferred 
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that the less abundant Ti species are linked to the well-defined pre-edge peak at 4971.3 eV observed in 

the experimental spectrum (full line in Figure 27a). To support this thesis, Prestipino et al. [535] 

theoretically investigated the penta- and the esa-coordinated Ti sites of ETS-4 molecular sieve, 

obtaining the dotted and the dashed spectrum reported in Figure 27b, respectively. ETS-4 is 

microporous crystalline titanosilicate analogous to ETS-10 forming both 12- and 8-membered rings. 

Two type of Ti atoms are present in the ETS-4 structure forming octahedral [TiO6] and penta-

coordinated [TiO5] units [687, 688]. Penta-coordinated [TiO5] sites in ETS-4 (which local symmetry 

should not differ strongly from that of terminal sites in ETS-10) results in a simulated XANES 

spectrum exhibiting an important pre-edge peak at almost the same energy (see vertical dotted line). 

The huge increase undergone by the extinction coefficient of the pre-edge peaks in the XANES spectra 

once that a significant distortion of the [TiO6] units occurs (compare the dotted and the dashed curves 

in Figure 27b), implies that the fraction of terminal Ti atoms responsible of the pre-edge peak at 4971.3 

eV in ETS-10 should be less than 10% of the overall Ti atoms. 

 

 
Figure 28. RIXS maps of modified ETS-10 materials. Parts (a-d): experimental rctc-XES maps (3p  1s) of 

Na
+
-K

+
-ETS-10, Ag

+
-ETS-10, H

+
-ETS-10 and Na

+
-K

+
-ETS-10 after interaction with sodium azide (NaN3) 

reducing agent, respectively. Parts (e-g): rvtc-XES maps of Na
+
-K

+
-ETS-10, Ag

+
-ETS-10, and Na

+
-K

+
-ETS-10 

after interaction with NaN3. Vide supra Figure 8b-d, for the definition of ctc and vtc transitions. Previously 

unpublished data collected at ESRF ID26 in collaboration with P. Glatzel, reported in E. Gallo Master Thesis in 

Physics, Turin 2010. 
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The experimental EXAFS spectrum of ETS-10 is reported as a dashed line at the bottom of Figure 27e. 

It is characterized by a high complexity. Several interference effects are clearly detected and worth of 

note are the strong beats around 8 and 10 Å
 $^{-1}$-1

 in k space. The experimental spectrum has been 

analyzed with the GNXAS code [100, 689]. The cluster used to simulate the data has been reported in 

Figure 27c. The atoms included in the simulations have been represented as full spheres, and the 

absorber is labeled Tia. Along the -Ti-O-Ti-O-Ti- chain, the cluster includes up to the second shell 

around Tia (O2 and Ti1 atoms: degeneration factor = 2). In the direction perpendicular to the chain, in 

addition to the O1 and Si1 atoms (exhibiting a degeneration factor = 4), Prestipino et al. [535] have 

also taken into account O3, bridging two S1 atoms, and O4, bridging a S1 atom and a further silicon 

atom not included in the simulation. Both O3 and O4 scatterers exhibit a degeneration factor of 4. 

Finally also extra-framework sodium counterions, Na1, and the oxygen atoms coordinated to Ti1 

perpendicularly to the chain, O5, have been included in the simulation. They are four- and eight-fold 

degenerated, respectively. Summarizing, the simulated EXAFS spectrum has been obtained as the sum 

of six two body SS signals given by all the equivalent atoms to the ones labeled as O1 (1
(2)

), O2 (2
(2)

), 

Na1 (3
(2)

), O4 (4
(2)

), O5 (5
(2)

), O3 (6
(2)

), by three MS signals given by all the equivalent paths 

involving pairs of atoms (O1,Si1: 1
(3)

) and (O2,Ti1: 2
(3)

), and by the collinear path (O1,O7: 3
(3)

), see 

Figure 27c for the atoms identification. The quality of the fit obtained with the Wang-Damin model can 

be appreciated both in k-space (bottom curves in Figure 27e) and in R-space (Figure 27d). 

 
Table 2. Comparison of the structural parameters (main distances and angles) of the ETS-10 structure obtained 

from the DFT calculations of Damin et al. [683] (second column), from the single crystal XRD study of Wang 

and Jacobson [684] (third column), and for the EXAFS study of Prestipino et al. [535] (fourth column). Atoms 

labelling refers to Figure 27c. 

structural 

variables 

 periodic DFT model  XRD single 

crystal 

  
EXAFS 

Tia-O2 (Å)  1.883 1.872   1.87(1) 

Tia-O1 (Å)  2.000 1.99   2.05(1) 

Tia-Na1 (Å)  2.976 3.15-3.20   3.05(2) 

Tia-O3 (Å)  3.50 Å 3.74   3.78(2) 

Tia-O4 (Å)  4.05-4.15 4.17   4.10(3) 

Tia-O5 (Å)  4.18-4.33 4.23-4.25   4.22(3) 

Tia-Ti1 (Å)  3.759 Å 3.743   3.73 

Tia-Si1 (Å)  3.26-3.27 3.27   3.32 

O1-Si1 (Å)  1.61-1.62 1.610   1.60(2) 

Tia-O2-Ti1 (°)  172.6 177.9 °   180(5) 

Tia-O1-Si1(°)  128.6-129.8 130.2 °   132(5) 

 

The comparison among periodic DFT calculations, single crystal XRD and EXAFS results, 

summarized in Table 2, provides a consisting overall picture that confirms the structural model 

originally proposed by Anderson et al. on the basis of different indirect observations [675, 676]. 

Information on the Ti local environment can be obtained also by vtc-XES, see Figure 29, left part. The 

ligand environment of Ti is confirmed by the line at lower energy (kβ”) while information on the local 

symmetry of Ti can be inferred by the line at higher energy (kβ2,5) [264]. We observe that with, respect 

to the CaTiO3 reference compound, where Ti is close to have Oh symmetry, ETS-10 presents a 

structured kβ2,5 reflecting a lower local symmetry. From the kβ2,5 we can also infer information about 

the valence electronic levels of the material which are in general in the domain of optical spectroscopy 

and XANES [118]. An improved identification of the XANES spectral features can be obtained by 
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HERFD-XANES study, see Figure 29, right part, which allows to better investigate the pre-edge. 

Indeed, three pre-edge features are now perfectly well resolved (see Figure 28 and the gray line in the 

right part of Figure 29). From the maps reported in Figure 28 the pristine Na
+
-K

+
-ETS-10 sample 

exhibits the pre-edge peaks at 4971.9, 4974.8 and 4978.3 eV. The cation exchange from alkaline to H
+
 

shifts the Ti pre-edge peaks to 4971.2, 4974.0 and 4978.1 eV. A similar effect is obtained with the 

insertion of Ag
+
 cations: peaks at 4972.3, 4974.2 and 4978.1 eV. In both the cation-exchanged cases, 

the pre-edge peak at higher energy becomes a shoulder of the edge and a blue shift of the white line of 

1.3 eV is observed. 

 

 
Figure 29. Left part: vtc-XES spectra of ETS-10 (black dots) and of CaTiO3 model compound (orange line). 

Right: TFY (black line) and HERFD (gray line) XANES spectra of ETS-10. Previously unpublished data 

collected at ESRF ID26 in collaboration with P. Glatzel, reported in E. Gallo Master Thesis in Physics, Turin 

2010. 

Coming to modified ETS-10 structures, it is clear that the optical, catalytic and photo-catalytic 

properties of ETS-10 will be modified if other metal centers are incorporated in the structure, 

substituting either Si or Ti sites [690, 691]. In this regard, Eldewik and Howe [692] succeeded in the 

isomorphous substitution of Co
2+

 into tetrahedral sites within the framework, as proved by Co K-edge 

XANES spectra. The 
29

Si- solid state NMR spectra do not permit the identification of the substituted 

silicon sites in ETS-10, but the Co K-edge EXAFS shows clearly that Co
2+

 substitutes Si
4+

 at 

Si(3Si,1Ti) sites. 

Immersion of the pristine Na
+
-K

+
-ETS-10 form of ETS-10 with water solution of different salts results 

in the cation exchanged forms of ETS-10 [693-695], that have found several applications in different 

fields. In this way cations are not hosted into Ti or Si framework position, as in the previously 

discussed cases [690-692], but substitute Na
+
 and K

+
 cations in extra-framework positions (i.e. in the 

microporous channels, see Figure 26a). Among a very long list of works, we focus the attention on the 

studies where the cation exchange has been investigated by XAS or XES techniques, either at the Ti K- 

or at the cation K- or L-edges. 

Rainho et al. [696] reported an Er L3-III-edge EXAFS study of Er
3+

-exchanged ETS-10 founding that 

Er
3+

 ions reside close to the negatively charged [TiO6] octahedra. Er
3+

 cations are partially bonded to 

framework oxygen atoms and hydration water molecules. They exhibit an ErTi distance of 3.3 Å, that 
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is slightly longer than the NaTi distances found in the Na
+
-ETS-10 form of the material, see Table 2. 

Pavel et al. [697] exploited the porosity of ETS-10 for encapsulation of uranyl ions. U L3-edge EXAFS 

data observed the formation of chemical bonds between uranyl groups and [SiO4] tetrahedral 

framework sites. Also the degree of defectivity of the framework has been subjected to Ti K-edge 

EXAFS investigations [537, 698]: authors concluded that defective [TiO5] sites terminating the Ti–O–

Ti–O–Ti– chains at the pores mouths are the sites responsible for the inverse shape-selectivity of this 

photo-catalyst.  

The protonic form of ETS-10, where H
+
 partially substitutes the standard counter ions, results in a 

porous material with Brønsted acidity (i.e. with proton donor capacities [699, 700]). Since the very 

beginning H-ETS-10 was found to be an interesting acidic catalyst for the dehydration of n-butanol and 

in the isomerization of m-xylene and 1,3,5-trimethylbenzene [701] and in the hydroisomerization of n-

hexane [702]. Bordiga et al. [678] succeeded in a partial reduction from Ti(IV) to Ti(III) by exposure 

of Na
+
-ETS-10 to sodium azide (NaN3) reducing agent. Successively, Howe and Krisnandi obtained 

the same result upon irradiation of H
+
-ETS-10 in the presence of adsorbed methanol or ethene [703]. 

Ba
2+

-H
+
-ETS-10 was found to be an efficient molecular sieve for the CO2/CH4 separation [704] and for 

ethane was extraction from a synthetic natural gas mixture [705]. More recently, a H
+
-ETS-10/Nafion 

[706] and H
+
-ETS-10/polybenzimidazole [707] composite membrane electrode assemblies was 

successfully realized and used in direct methanol fuel cells.  

Finally, chemically- and photo-reduced Ag
+
-ETS-10 resulted in the formation of 0D Ag-metal-

nanoparticles which size can be reversibly tuned by the treatment [679]. The Ag K-edge XAS study on 

this system will be discussed in Section 5.4.4 devoted to 0D systems. 

The induced modification of the electronic structure of ETS-10 can be monitored by optical 

spectroscopy (Figure 26d) or rvtc-XES/rctc-XES (Figure 28). From the three data-set, we observe that 

the valence band of ETS-10 varies remarkably when Ag nano-clusters are present within the 

microporous channels. The same holds when interaction with NaN3 induces reduction of a significant 

fraction of Ti(IV) into Ti(III) species within ETS-10. More insights can be obtained by coupling the 

experimental data with quantum mechanics calculations [686]. 

Owing to the relevance of modified ETS-10 materials in different applied fields, we performed an in 

depth Ti K-edge XES analysis comprising HRFD XANES spectra (Figure 29), ctc-RIXS maps (Figure 

28a-d) and vtc-XES maps (Figure 28e-g). Looking to the HRFD XANES spectra reported in Figure 29 

(gray curve) the higher resolution of the spectrum, with respect to the standard one, collected in TFY 

mode (black curve) is evident.  

As expected, the reduction with NaN3 causes a red shift of the edge of about 1.8 eV (evaluated at µx = 

0.3), reflecting the effective reduction from Ti(IV) to Ti(III) of a significant fraction of Ti atoms. This 

implies a change in the formal electronic structure of Ti from d
0
 to d

1
, resulting in the promotion of an 

electron per reduced Ti atom in the conduction band of the -Ti-O-Ti-O-Ti- quantum wire, which is 

mainly given by a linear combination of Ti 3d atomic orbitals [678]. This effect changes the pre-edge 

features, red shifting the first one at 4970.6 eV with a significant broadening, probably reflecting the 

presence of more unresolved components. An even more drastic broadening occurs in the 4975−4982 

eV range, where a broad absorption overshadows any defined structure. 

4.4 Carbon nanotubes  

Carbon nanotubes (CNTs) are rolled-up sheets of hexagonal arrays of sp
2
 bonded carbon atoms, 

resulting in high aspect-ratio hollow cylinders [493, 708-710]. These intriguing carbon allotropes have 

been produced achieving length-to-diameter ratios of up to 10
8
:1[711], being a paradigm for 1D 

systems. The tubes can be either single-walled (SWNTs), with typical diameters in the 110 nm range, 

or multi-walled (MWNTs), with a structure formed by multiple concentric cylinders hold together by 
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van der Waals forces. The latter typically exhibit higher diameters, from 5 to a few hundreds of 

nanometers. Since their discovery in 1991 by Iijima [712], the unique size-dependent physical-

chemical properties of CNTs [491-494] attracted a significant attention, and were the object of massive 

research efforts in the last two decades. In particular, CNTs show unprecedented mechanical properties, 

in terms e.g. of tensile strength and elastic modulus [490, 713]. With respect to the electrical properties, 

CNTs are inherent 1D conductors [714]: the electrons transport occurs exclusively along the nanotube 

axis, involving quantum confinement effects due to the nanometric cross section [715]. Most of the 

structural, electronic, and thermal properties are however tightly influenced by the nanotube diameter, 

length, and chirality [508, 710, 716], opening to the possibility of a finely tailored response of the 

material.  

CNTs have been already employed in a variety of consumer products [717-720], and their proposed 

applications span a range of high-impact research areas [493, 721], including for instance 

gas/molecules/metals storage, photoconversion [722], nanoelectronics [723] (e.g. CNT-based field 

effect transistors [724]) and photonics [725], magnetic recording, chemical and biochemical sensing 

[726-728], nanocatalysis [729], and high-strength composite materials [730, 731]. Most of the 

aforementioned applications require nanoscale control of the material purity and alignment. Indeed, 

highly-ordered three-dimensional arrays of nanotubes allow to obtain functional nanomaterial where 

the anisotropic properties deriving from the 1D quantum confinement are more effectively exploited 

with respect to bulk systems [451]. Furthermore, the scarce chemical reactivity and hydrophobicity 

limit the commercial applications for the as-grown material [732]. Consequently, an intensive research 

effort has been put in the functionalization of the CNTs surfaces [493, 709, 721, 733, 734], using both 

covalent (direct incorporation of new elements, e.g. oxygen, nitrogen, and fluorine or organic 

functionalities in the NTs walls) and non-covalent modification strategies (adsorption of surfactants, 

polymers or bio-active molecules [735]). Different functionalization strategies have been developed 

e.g. to facilitate the directed assembly and the incorporation into functional composites [493], to obtain 

diameter/chirality-selective separation [736, 737] and easier solubilization/dispersion [738, 739], or to 

modify the electronic/mechanical properties of the system [736, 740-742]. 

In such a scenario, a thorough characterization of CNTs-based systems, especially upon 

functionalization, is crucial. As already highlighted in Section 3.5, NEXAFS (see Section 2.1.2) has 

been widely employed to simultaneously elucidate the orientation as well as the electronic and 

structural properties of carbon-based systems, including CNTs [451, 452]. The main resonances present 

in the C K-edge NEXAFS spectra are related to the C(1s)  * and the C(1s)  * transitions, as 

previously discussed in details in Section 3.5. The energy position of the * resonances in 

functionalized CNTs is particularly sensitive to the bond distances between the C absorber and the 

surface functional groups, while monitoring the * band it is possible to investigate the bond 

hybridization, e.g. determining the percentage of sp
2
 (p-like final states) and sp

3
 (s-like final states) in 

mixed sp
2
/sp

3
- bonded systems [743]. Furthermore, the highly polarized X-rays from third generation 

synchrotrons (linear polarization in the electrons orbital plane) allow to use NEXAFS also in the 

investigation of the bond orientation in CNTs (see also Section 2.3.1). Indeed, the transition matrix 

elements which determine the intensities of the NEXAFS transitions depend on the angle between the 

electric field of the incoming X-ray beam and the involved molecular orbitals. A rotation of the sample 

in the X-rays incidence plane will therefore result in the variation of the intensities of the resonances, 

from which the orientation of the nanotubes can be reconstructed [450]. Finally, as already introduced 

in Section 2.2, NEXAFS spectroscopy can provide both surface- and bulk-sensitive information, 

depending on the selected detection mode. In particular, in carbon-based materials the decay of the C 

core-hole can occur via emission of Auger electrons from valence molecular orbitals. The detection of 

these electrons, coming from the top 10 nm of the sample, yield a surface-sensitive NEXAFS electron 
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yield (EY) spectrum, particularly useful to probe the features of surface functionalities. Alternatively, 

the system can relax emitting fluorescence photons, typically produced within 200 nm from the surface. 

FLY detection mode therefore provide NEXAFS spectra sensitive to the CTNs electronic and structural 

features. 

In the investigation of CNTs NEXAFS spectroscopy is commonly employed in combination with a 

variety of other methods [732], such as infrared (IR) and Raman spectroscopy, XPS, and electron 

microscopies. However, its capabilities in terms of quantity and quality of simultaneously accessible 

information is almost unique. For instance, IR spectroscopy is particularly useful in the identification of 

specific surface functionalities [744], but it is scarcely informative on the structure of the NT itself. 

Indeed, the majority of CNTs vibrational modes are IR-inactive, due to the high-simmetry of these 

systems. Conversely, Raman spectra of CNTs, despite some difficulties in the data interpretation [743, 

745], provide a detailed information on the CNTs electronic structure [746-748], but information on the 

surface species is almost inaccessible, due to the strong NTs resonances which cover the weaker 

Raman signatures of the functionalizing moieties [746, 748]. XPS has been established as a formidable 

tool in the characterization of functional groups at the CNTs surface, but critical properties such as 

alignment cannot be investigated. Finally, SEM and TEM provide detailed insights in the local 

structure and morphology of the nanotubes surfaces, but are ineffective for a global characterization of 

the bulk material. 

Hereinafter, the potentialities of the NEXAFS spectroscopy in the characterization of CNTs-based 

systems will be illustrated through a selection of recent studies. In particular, applications devoted to 

different typologies of functionalized CNTs and to the investigation of defects and alignment will be 

discussed. 

4.4.1 NEXAFS studies of carbon nanotubes containing oxygenated functionalities 

A common covalent CNTs functionalization strategy involves the addition of oxygenated 

functionalities. Oxygenated groups represent a useful starting point to graft further chemical units to 

the NT surface [709, 734, 749-751]. In addition, they facilitate solubilization, purification, selection 

and separation with respect to the tube diameter or electronic properties, and allow an easier assembly 

in more complex architectures [709, 733, 734, 746, 752]. The NT sidewalls can be functionalized with 

oxygen-containing groups using a variety of methods, including acid etching, plasma, oxidation, 

solution processing, or thermal treatments [733, 746, 747, 752-754]. 

NEXAFS spectroscopy was employed in several studies regarding O-functionalized CNTs. An early 

report by Kuznetsova et al. [755] focused on the investigation of SWNTs produced by plasma laser 

vaporization [756], purified and cut with either HNO3/H2SO4 or H2O2/H2SO4 mixtures. Both C K-edge 

and O K-edge NEXAFS spectra were measured at the U1 beamline of the National Synchrotron Light 

Source (NSLS, US) [450, 757]. The data were collected in partial electron yield (PEY), thus selecting 

only the Auger electrons to enhance the sensitivity to surface species. Comparing the data with the 

NEXAFS spectra collected for SWNTs made by catalytic synthesis over Fe particles in high-pressure 

CO (HiPco material) [758], it was demonstrated that both treatments yield to the formation of oxidized 

groups on the nanotubes surface. In particular, the detailed analysis of the observed *(CO) and 

*(CO) resonances, also in comparison with NEXAFS features of several reference organic 

compounds, suggested the presence of both carbonyl (C=O) and ether C–O–C functional groups, which 

can be removed upon thermal treatment at about 1000 K. Banerjee et al. performed a thorough 

NEXAFS investigation of both SWNTs [451, 752] and MWNTs [505]. Firstly the authors compared 

the NEXAFS features of the as-grown samples with that observed after different oxidative treatments 

(wet-air oxidization, ozone and ozone/H2O2-treatment) [752]. From the analysis of the * (ca. 285 eV) 

and * (ca. 290–298 eV) resonances in the C K-edge spectrum it was possible to obtain a detailed 
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information on the oxidation level of the sample, directly related to the level of sidewall 

functionalization. In particular, a clear intensity decrease of the * peak relatively to the * resonance 

was observed for increasingly oxidized SWNTs, from as-prepared to ozone/H2O2-treated samples. The 

authors interpreted this trend as a consequence of the loss of the characteristic electronic transitions 

between the van Hove singularities upon oxidation, due to the degradation of the pristine -network 

[451, 752]. For the sake of clarity it is worth to specify that van Hove singularities are characteristic 

spikes in the Density of the State (DOS) g(E), where dg(E)/dE diverges. These features are a direct 

consequence of the one-dimensional character of electrons motion in very high-aspect ratio systems, as 

CNTs [494]. An additional confirmation of the surface functionalization level can be obtained 

monitoring the O K-edge. Here, the intensity of the edge jump is directly related to the total oxygen 

content, and highlights the effectiveness of the ozone and ozone/H2O2-treatment. 

With respect to MWNTs, the same research group employed PEY NEXAFS spectroscopy to compare 

as-grown and ozonized NTs, employing different retarding potentials to tune the level of surface 

sensitivity of the technique (–200 V for high surface sensitivity and –20 V to probe the surface and the 

fist internal layers of the multi-walled structure)[451, 505]. Interestingly, the authors found that the 

spectral features associated with the oxidation of the nanotubes were notably less enhanced in the case 

of –20 V retarding potential. This observation allowed to confirm TEM [505] and XPS [759] results, 

suggesting that the innermost layers of the MWNTs are scarcely functionalized, being difficulty 

accessible to the oxidizing agent. 

More recently, NEXAFS spectroscopy was also employed to test a novel method for the surface 

modification of MWNTs by nitric acid vapour treatment, proposed as an advantageous alternative to 

the conventional procedure based on the use of liquid HNO3. With this respect, Liang et al. [760] 

monitored the resonances in the C and O K-edge NEXAFS spectra of the HNO3-treated NTs at 

different temperatures in the 60–140 °C interval. NEXAFS data were collected at the beamline 4B9B 

of the Beijing Synchrotron Radiation Facility, and showed a clear fingerprint of the MWNTs 

modifications. In particular, an enhancement of *(C=O) and *(C–O) resonances, as well as of the sp
3
 

hybridization feature was detected upon increasing temperature, demonstrating the increasing level of 

oxidation. Finally, Leon et al. [761] monitored the NEXAFS features at the C and O K-edges during 

different stages of the synthesis of amine-functionalized double-walled CNTs (DWNTs), developed for 

the incorporation in epoxy-based composites. 

4.4.2 NEXAFS studies of nitrogen-doped carbon nanotubes 

Tailoring of the electrical properties in CNTs has assumed a crucial importance for the application of 

these unique 1D-like systems to the development of nanoelectronic devices [762, 763] and field 

emission sources [764]. To this purpose, the substitution of C atoms with B and N atoms has imposed 

as a practical way to modify the electronic properties of CNTs [765], also inducing structural 

modifications, resulting in the characteristic bamboo-like shape of the nanotubes [766-769] (see also 

Figure 30a, frame number 3). Much research efforts have been consequently devoted to optimization of 

the synthesis strategies to obtain CNx NTs [770-772], as well as in the characterization of the N-

induced modifications in their electronic structure. Similarly to the previously discussed case of 

oxidized CNTs, also here the element-selective structural/electronic information provided by NEXAFS 

spectroscopy has played a key role, often in combination to XPS, SEM/TEM and vibrational 

spectroscopies. 

Choi et al. [498] for instance collected N K-edge NEXAFS spectra at the 8A1 beamline of Pohang 

Light Source (PLS, Korea) to elucidate the electronic structure of the doped N atoms in CNxNTs 

synthesized via pyrolysis of iron phthalocyanine. As also reviewed by Ray et al. [452], a thorough 

analysis of the spectral features observed in the as-grown N-doped nanotubes was performed. 
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Furthermore, the authors focused on the spectral modifications observed upon annealing to 1000°C, to 

clarify the thermal stability of the N-doping. This information is particularly relevant because the 

annealing is a common purification method to remove from the CNxNTs impurities such as amorphous 

carbon or residual catalyst metal particles [773, 774]. The SEM and TEM images reported in Figure 

31a clarify the morphology of the as-grown nanotubes and the modifications occurring after the 

annealing process. Upon thermal treatment, most of the metal NPs embedded in the pristine bamboo-

like CNxNTs are removed, and the opening of the terminal part of the tubes is commonly observed. 

XPS analysis of the as-synthesized CNxNTs suggested the presence of at least three possible electronic 

configurations for the N atoms introduced in the CNTs, i.e. graphite-like, pyridine-like, and molecular 

N2. Furthermore, a decrease in the N-content from 6.3 at. % to 3.3 at. % was observed upon annealing. 

The NEXAFS investigation confirmed and complemented XPS results. 

 

Figure 30. (a) Electron microscopy characterization of the CNxNTs investigated by Choi et al [498]. As-grown 

samples: (1) SEM micrograph or the as-grown CNxNTs, (2) TEM image showing the characteristic bamboo-like 

structure; annealed samples: (3) TEM micrograph after annealing at 100 °C, highlighting the removal of the 

pristine encapsulated NPs, (4) HR-TEM image showing the open-edge part of the annealed CNxNTs. (b) TEY N 

K-edge NEXAFS spectrum of the as-grown (bottom curve) and annealed at 1000°C (top curve) CNxNTs. (c) 

High energy-resolution spectrum of the B feature appearing in the 400.2 – 402.3 eV range, and labeled in part 

(b). The NEXAFS spectrum of gaseous N2 is reported for comparison. The spectrum of CNTs is deconvoluted 

into seven peaks (labeled with the letters A′–G′), assuming Voigt profiles. Adapted with permission from Ref. 

[498]. Copyright ACS (2005). 

Figure 30b reports the N K-edge spectra for as-grown and annealed NTs. Both the curves shows three 

principal features, labeled as A, B and C, appearing at 398.4, 401.0, and 407.3 eV, respectively. The A 

feature was safely assigned to the transition from 1s to unoccupied * orbitals of pyridine-like N 

structures, while the broader C feature has been classified as a * resonance. A better understanding of 

the nature of the B resonance and was achieved via high-resolution NEXAFS (see Figure 30c), 

allowing to clearly resolve the fine structure of the feature (seven well-defined components were 

resolved upon deconvolution, labeled as A’–G’ in Figure 30c). While the G’ band was interpreted as a 

* resonance of graphite-like structures, the A’–F’ peaks well agree with the vibrationally resolved 

spectrum of molecular N2. TEY NEXAFS probing depth is comparable to the average thickness of NT 

sidewalls. Consequently, the higher intensity of the B feature for the as-grown material and its steep 
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decrease in the spectra of the annealed samples strongly suggested that the N atoms principally exist in 

the molecular form, intercalated in the sidewalls and trapped in the compartments of the bamboo-like 

structure. Such molecular N2 is released upon annealing, after opening of the NT tips. 

The NEXAFS/XPS combined investigation represented a common denominator in many subsequent 

studies, covering different issues related to N-doped CNTs. For instance, Point et al. [775] employed 

these techniques to analyze CNxNTs grown by electron cyclotron resonance plasma-enhanced chemical 

vapour deposition (CVD), demonstrating the incorporation of a fixed amount of N independently from 

the growth temperature, and clarifying the different chemical environments of nitrogen. Lim et al. 

[765] analyzed the modification in the electronic structure of highly-doped CNxNTs produced by the 

pyrolysis of acetonitrile on Co-Mo catalysts with comparison to undoped MWNTs. In particular, the 

NEXAFS C K-edge spectra of the CNxNTs showed a shift of ca. + 0.3 eV of the C 1s→* peak with 

respect to the position observed for the N-free samples. This shift was attributed by the authors to an 

upward band bending, resulting in a richer density of  electrons in the N-doped nanotubes. Such an 

interpretation well agrees with the larger third-order susceptibility and ultrafast saturable absorption 

observed via ultrafast pump and probe measurements, highlighting how CNxNTs can also yield 

improved optical switching properties. Recently, NEXAFS spectroscopy has been also employed in the 

characterization of CNxNTs developed as a support for Pt-based catalysts, to better understand the 

higher catalytic activity demonstrated by this system (e.g. toward oxygen reduction reaction), in 

comparison to Pt supported on undoped CNTs [776]. 

4.4.3 Other carbon nanotube-based nanosystems investigated by NEXAFS 

Beside the studies related to the oxidation processes and the N-doping in CNTs, discussed so far, 

NEXAFS has been employed to clarify the modifications induced in these systems with a variety of 

strategies, reflecting the wide range of potential applications. Among the others, it is worth noting the 

work by Nikitin et al. [777], where the hydrogenation of SWNTs with atomic hydrogen was 

investigated combining NEXAFS and XPS, in the frame of hydrogen-storage applications. Here, the 

comparison between the NEXAFS C K-edge features for the pristine and hydrogenated material 

allowed to demonstrate the presence of C–H bonds between the H atoms and the NT sidewalls, which 

can be reversibly broken upon heating to 600°C. Brzhezinskaya et al. [778] reported a C 1s NEXAFS 

study of chemical bonds formation in hydrogenated carbon SWNT. The authors found that carbon SWNT 

hydrogenation is accompanied by chemical binding of H and C atoms on the tube side walls. H atoms do 

not substitute carbon atoms in graphene layers of the SWNTs, but they join perpendicularly to them due to 

covalent mixing between C(2pz) and H(1s) states. The coordination of carbon atoms changes from sp2-

triangular to sp3-tetrahedral [778]. 
In addition, recently Zhou et al. employed NEXAFS spectroscopy to investigate MOX/MWNTs 

nanocomposites. In particular, RuO2 thin layer-coated MWNTs [502] and SnO2 NPs-coated CNTs 

[506] were analyzed. Again, these studies well demonstrate the high versatility of the NEXAFS 

technique, both due to the possibility of combining TEY and FLY detection modes to tune the probing 

depth (e.g. to enhance the spectral response from the coating or on the nanotube) and to simultaneously 

excite the resonances of both the metal atom and the C of the nanotubes. Figure 31 highlights these 

capabilities for the RuO2/MWNTs system nanocomposite.  
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Figure 31. NEXAFS investigation of MOX/MWNTs nanocomposite, obtained by deposition of a thin RuO2 

layer on carbon MWNTs by Zhou et al. [502]. (a) SEM micrograph of the MWNT/RuO2 nanocomposite (a 

magnified TEM image of the same sample is reported in the inset). C K-edge XANES of pristine MWNTs and 

MWNT/RuO2 nanocomposite, superimposed to the Ru M5,4-edge XANES of RuO2 NPs, employing TEY (b) and 

FLY (c) detection modes. Adapted with permission from Ref. [502]. Copyright ACS (2009). 

The authors collected TEY and FLY Ru M4,5-edges and C K-edge spectra at the Soft X-ray Micro-

characterization beamline at the CLS facility for RuO2 NPs, for as-grown MWNTs and for the RuO2/MWNTs 

nanocomposite, extracting detailed information on the electronic structure of the latter from the comparative 

analysis of the features observed in the three cases. The TEY spectrum of the RuO2/MWNTs system (Figure 

31b, red curve) provides enhanced information on the RuO2 coating due to the higher surface sensitivity. Here, 

the Ru M4,5-edges are clearly evident at 283.5 and 288 eV, respectively, although also the contributions from the 

*(C–C) and *(C–C) resonances (285 and 291 eV, respectively) are present. Conversely, in the FLY spectra 

reported in Figure 31c the intensity of the RuO2 features (Ru M5,4) is notably damped, while the underlying 

MWNT resonances are emphasized, in agreement with the bulk sensitivity of this detection mode. A detailed 

analysis of these data, complemented also by O K-edge and Ru L3-edge measurements, allowed to demonstrate 

the strong interaction between RuO2 and the NTs, via Ru–O–C bonding. Evidences for charge rearrangement 

effects involving the C 2p-like states and the conduction band of the MOX were also observed, guaranteeing a 

good conductivity of the nanocomposite. 

4.4.4 Defects and ordering in carbon nanotubes probed by polarization dependent NEXAFS 

Let us now introduce the application of polarization dependent NEXAFS to probe defects and ordering 

in CNTs systems. As anticipated, for a variety of applications (e.g. field emitters in flat panel displays 

[779, 780] or high-strength materials [781, 782]) it is crucial to produce highly-ordered arrays of 

aligned CNTs. With this respect, angle-dependent NEXAFS has been established as a powerful tool for 

the investigation of order and alignment in nanotube arrays and composites. 

In this context, Chiou et al. investigated the electronic structures of highly aligned CNTs, collecting C 

K-edge NEXAFS spectra at different angles θ between the incident X-ray beam and the normal to the 

NT surface [508]. The authors observed a general decrease of the π* and σ* resonances while θ 

increases from 0° to 72°. This evidence has been interpreted as an enhancement in the unoccupied 

density of the states at the CNTs tips, which in normal incidence (θ = 0°) are expected to mainly 

contribute to the NEXAFS signal. Tang et al. [509] performed a comparative study between the 

angular dependence of the NEXAFS resonances intensities in highly oriented pyrolytic graphite 

(HOPG) and CNTs synthesized by a hot-filament CVD. While for HOPG a clear angle-dependent trend 

was observed, for the CNTs sample the authors did not detect any significant modification in the 

spectral features as a function of the incidence angle, demonstrating that the NTs in the specimen are 
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randomly distributed without a preferred orientation. A detailed review of these and other similar 

investigations has been reported by Ray et al. [452]. 

 

Figure 32. (a) Angle-dependent PEY C K-edge NEXAFS spectra of HOPG. The inset reports a model of the 

geometry of π* and σ* orbitals with respect to the incident beam and the electric field vector, always 

perpendicular to the incident X-ray beam propagation direction. Angle-dependent PEY C K-edge NEXAFS 

spectra on different CNTs-based systems: (b) raw MWNTs powder; (c) SWNTs film (“buckypaper”); (d) aligned 

MWCNTs grown on Pt substrates. The insets shows SEM images of each investigated sample and, for parts (c) 

and (d), models of the NTs preferential alignment. Adapted with permission from Ref. [514]. Copyright ACS 

(2005). 

In addition, the subsequent works by Banerjee et al. [451, 514] very well demonstrate the principles 

and the potentialities of angle-dependent NEXAFS. In particular, the authors investigated several 

CNTs-based systems, including raw MWNTs powder, SWNTs film (“buckypaper”), where the tubes 

are constrained to lay in a well-defined plane, and aligned MWNTs grown on Pt substrates. The 

NEXAFS features of these systems were compared, as in previous studies, to that observed upon angle-

resolved measurements on HOPG, an ideal model system in the investigation of orientation-related 

effects. The angle-dependent PEY C K-edge NEXAFS spectra of HOPG collected by Banerjee et al., 

reported in Figure 32a, are dominated by the π* (285 eV) and σ* (290–315 eV) resonances. In HOPG 

graphite the π* orbitals are aligned perpendicularly to the surface, whereas the σ* plane is localized 

along the surface [514]. As it can be appreciated in Figure 32a, when the X-ray incidence angle 

approaches 90°, the electrical field versor  ̂ of the incoming wave is normal to the π* orbitals (and 

parallel to the material surface): in this conditions the π* intensities are reduced, whereas an 

enhancement of σ* intensities is observed. Glancing incidence measurements yielded the opposite 

situation. These evidences were useful in the subsequent interpretation of the angle-dependent 

NEXAFS of the investigated CNTs-based systems. As expected, no θ-dependence was detected for the 

randomly oriented MWNTs powder (Figure 32b). Conversely, the π* resonances intensities detected 
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for the “buckypaper” showed the same trend found for HOPG, although with less pronounced 

variations. This effect can be explained considering how in the “buckypaper” the CNTs (which can be 

imaged as rolled graphite sheets) are forced to lay in the xy-plane. Here, as for HOPG graphite, the X-

rays electric field has the highest projection on the π* orbitals in glancing incidence conditions. 

Remarkably, the data collected for the NTs aligned along the z direction showed, according to the 

developed model, the opposite trend. Indeed, in the spectrum collected at normal incidence the π* 

resonance is slightly more intense than the σ* one, while at θ = 20° the π* resonance intensity is 

considerably lower than the σ* resonance. The same research group applied this kind of NEXAFS 

polarization-dependent characterization to deepen the analysis of vertically-aligned CNTs, 

investigating arrays of SW and MWNTs with different length and composition [783]. The quantitative 

NEXAFS characterization allowed for instance to demonstrate that the surface order was imperfect and 

not directly related to the NTs height. 

4.4.5 NEXAFS-contrast scanning transmission X-ray microscopy of individual carbon nanotubes. 

Finally, it is worth noting that the applications discussed so far employed X-ray beams with 

macroscopic cross-sections, and therefore provided information on the average property of the whole 

CNTs batch [405]. This limitation has been recently overcome, as demonstrated by few studies devoted 

to the NEXAFS characterization of individual CNTs. Firstly, Felten et al. [401, 402] employed STXM 

[784-786] to elucidate the electronic structure of individual MWNTs. Using the C K-edge NEXAFS 

features to obtain nanoscale chemical maps of the sample, they were able to distinguish the NTs from 

onion-like carbon NPs and to differentiate CNTs produced by different methods, thus demonstrating 

the extremely high-sensitivity of NEXAFS-contrast in STXM. The possibility to employ the previously 

discussed linear dichroism effect in the π* and σ* resonances of CNTs C K-edge NEXAFS spectra as a 

contrast mechanism in STXM was soon recognized. Najafai et al. [405] first confirmed for an 

individual MWNT that the C 1s → π* transition exhibits a strong linear dichroism with maximum 

intensity (I┴) when the vector  ⃗⃗ is normal to the MWCNT axis and minimum intensity (I║) for versor 

along the axis, in agreement with the volume-averaged studies previously discussed [508, 509, 514, 

783]. Furthermore, by comparing MWNTs grown with different methods, known to result in different 

sp
2
 defects levels, the authors observed a direct relation between the magnitude of the π* resonance 

polarization dependence (quantified by the dichroic ratio, IR = I║/ I┴) and the defectiveness of the 

investigated samples. This evidence paved the way to the exploitation of STXM NEXAFS to 

quantitatively map the defects distribution in individual nanotubes. Such an information is crucial, 

because the level and the spatial distribution of defects is known to substantially modify the electrical, 

chemical and mechanical of CNTs [715, 787]. In addition, although defects are commonly considered 

as undesirable side-effects, recent studies have highlighted that their controlled introduction (e.g. via 

ion or electron irradiation) can be exploited in the design of novel nanodevices [788]. In this context, 

Felten et al. [408] selectively damaged via ion beam irradiation specific areas of individual MWCNTs. 

The authors measured on the STXM setup available at the beamline 5.3.2 of the ALS [789] the π* XLD 

signal coming from of these regions and from not irradiated areas, and quantitatively correlated the ion 

dose to the local density of sp
2
 defects. The results for one of the investigated MWNTs are shown in 

Figure 33. As indicated in the TEM image in Figure 33a, Felten et al. acquired C 1s STXM stacks on a 

not-damaged NT segment (site 1) and in both partially and fully irradiated regions (site 2 and 3, 

respectively). The NEXAFS spectra for each site were collected with both parallel (black curves in 

Figure 33c–d) and normal (red curves in Figure 33c–d) orientation of the versor  ̂ with respect to the 

tubes axis. The local characterization of each site was complemented collecting the 10 x 10 nm
2
 

HRTEM images shown in Figure 33c’–d’, acquired in the locations identified by the black circles in 

Figure 33a. The dichroic ratio IR calculated for each site and indicated in the top right corner of Figure 
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33c–d clearly correlates with the sample defectiveness. In particular, IR values very close to 1 are found 

for the fully irradiated segment, pointing out an almost total loss of sp
2
-character. This evidence was 

confirmed by the TEM analysis, which highlighted the amorphization of the ion-bombarded site. 

 

Figure 33. (a) TEM image of one of the individual MWCNT investigated by Felten et al. [408] after site-

selective irradiation of a 1 x 1 μm
2
 zone (blue dashed contour) with 10 keV Ga

+
 ions at a dose of 6 x 10

16
 ions 

cm
–2

. The sites (1): pristine material; (2): partially irradiated; (3): fully irradiated) where STXM stacks and HR-

TEM images were recorded are indicated by the black boxes and circles, respectively. (c)–(d) C 1s NEXAFS 

spectra extracted from sites 1–3; red curves:  ⃗⃗⃗ perpendicular to the NT; black curves:  ⃗⃗⃗ parallel to the NT. The 

π* intensity dichroic ratio IR calculated for each region is also reported. (c’)–(d’) Corresponding HR-TEM 

images. Adapted with permission from Ref. [408]. Copyright ACS (2010). 

5 Applications of XAS spectroscopy to Quantum Dots and Nanoparticles  

5.1 XAS characterization of zero dimensional structures: a brief overview 

The ability of confining the excitons in all three spatial dimensions to create a quantum dot (QD) 

allowed, in the last years, a huge development in the field of transistors [790-792], solar cells [793-795] 

[796, 797], light emitting diodes (LEDs), and diode lasers  [798-802]. Nowadays, the frontier of QDs 

application moves towards quantum computing [803-805] and biomedical imaging [806-811]. The 

literature on quantum dots is consequently huge and an exhaustive review cannot be easily done. For 

interested readers, the exhaustive reviews of Reimann and Manninen [812], of Shchukin and Bimberg 

[813] and of Yoffe [814, 815] represent excellent references in semiconductor quantum dots and 

related systems science. 

X-ray absorption spectroscopy has been extensively used also in the field of zero dimensional (0D)-

semiconductor nanostructures to determine their atomic environment [44, 816]. Indeed, as often 

remarked in the previous Sections, XAS results the technique of choice for nanostructures due to its 

element selectivity and local-range sensitivity (linked to the photoelectron mean free path) and its 

ability in detecting even tiny changes in the local environment. Hereinafter, the most relevant works in 

which XAS has been applied to 0D-structures are summarized and briefly reviewed, focusing on the 

cases of group IV, III-V and II-VI semiconductors (Section 5.2), oxide-based materials (Section 5.3) 

and metal nanoparticles (Section 5.4). An evident problem in the analysis of the EXAFS data coming 

from 0D systems concerns in the fact that the Debye-Waller factors, j
2
 in eqn , (5), have a double 
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thermal and static nature [817-819]. The former follows the standard temperature trend foreseen by the 

Einstein model [820-826], the latter is due to a spread in average interatomic distances undergone by 

the atoms at the surface of the NPs.  

Examples reported in the following sections refer to XAS studies only. However, XES (Section 2.4.4) 

and HRFD XANES (Section 2.4.5) techniques have been widely employed in advanced studies of 

oxides [827] and metal [284, 828-835] nanoparticles in the field of catalysis [314]. 

5.2 Semiconductors quantum dots 

As demonstrated by the several examples discussed in the previous Sections, the possibility of altering 

the physical properties of semiconductors by exploiting quantum size effects [836-839] has been a 

major leading force for the enormous interest recently attracted by quantum confined nanostructures 

and in particular by semiconductor 0D structures. 

5.2.1 Group IV Semiconductors QD 

XAS has provided key results, especially regarding the intermixing in Ge QDs and islands on Si, since 

it offers a local view of the atomic environment of the absorbing Ge atom, thus providing quantitative 

information on intermixing and bond length strain in a direct way. 

Ge islands on silicon surface are among the most studied systems. It is known that, due to the 4.2% 

lattice misfit, heteroepitaxial growth proceeds with the formation of a two-dimensional wetting layer, 

followed by the formation of dots which relieve the lattice strain. EXAFS data collection performed on 

Ge dots grown on Si(001) and Si(111) were among the first experiments able to observe the presence 

of atomic intermixing that escaped the detection by other techniques. 

An extensive analysis of Ge quantum dots by means of XAS technique has been for instance performed 

by Demechenko and co-workers [840-842]. They exploited Ge K-edge EXAFS to analyze the Ge local 

environment for different purposes. They firstly analyzed Si-capped Ge quantum dots formed in 

Stranski-Krastanov growth mode on a Si(001) substrate to understand the Si distribution inside the 

QDs. The Si content inside the QDs was found to be about 25% for strained (8 ML sample) QDs and 

about 12% for unstrained (10 ML sample) [840]. Afterwards, the authors surveyed strained and relaxed 

Ge QDs in "sandwich" Si/Ge/Si structures, pointing out that the Si cap on the Ge ML induces 

additional stresses and modifies the shape and composition of the formed structures. Demchenko et al. 

deduced the formation of a Ge-Si core-shell structure from the fits. The authors also reported that a 

lowering in the Ge layer growth temperature limits the Si interdiffusion inside the QDs [840]. In a 

recent work, the same research group focused on GeSi self-assembled islands buried in a silicon 

matrix. With a detailed analysis up to the third Ge coordination shell and considering also MS 

contributions, they proved that the mixing degree parameters (i.e. the parameters that take in account 

the diffusion of Si matrix in Ge QDs) cannot be directly taken as the real concentration values, but they 

can be included in a proper model to get realistic concentration values [842]. 

A study on self-assembled Ge-Si QDs grown on Si(001) substrate has been also performed by Sun et 

al. [843]. From the analysis of K-edge Ge EXAFS signal with MS approach, they also pointed out that 

the degree of Ge-Si intermixing for Ge-Si dots strongly depends on the temperature at which the silicon 

cap layer is overgrown. They were also able to elucidate the compressively strained nature of this type 

of QDs. Ge/Si(001) nano-islands were investigated by Ge K-edge DAFS [581]. 

Another extensive study on Ge nanostructures has been performed by Boscherini and co-workers [844-

846]. The local structure around Ge was probed by using Ge K-edge XAS to provide direct evidence 

for the presence of considerable Si-Ge intermixing in strained and unstrained Ge quantum dots 

deposited on Si(001) and Si(111) [844]. Furthermore, the same group studied the Ge-Si intermixing 

process that occurs during the growth of Ge/Si(111) self-assembled islands using MBE. The 
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intermixing of Si and Ge around a Ge atom has been obtained by measuring the average coordination 

numbers of first shell Si and Ge neighbors derived from EXAFS analysis [845]. The authors found that 

the Si content in the nominally pure Ge wetting layer reaches 50% while in the three-dimensional 

islands it is about 25%, and that the intermixing increases with increasing deposition temperature. 

Successively, thorough study of the inter-diffusion processes that occur during the growth of Ge 

nanostructures on the Si(111) surface has been reported by the sane group. They performed combining 

EXAFS and scanning tunneling microscopy (STM), has been reported by Motta et al. [846]. 

Investigated samples had deposition thicknesses ranging from 1.25 to 22 nm (Figure 34a), and were 

obtained adopting substrate temperatures of 450 or of 530 °C during the growth. Representative spectra 

in R space are reported in Figure 34a: the top curve refers to a Ge impurity in a Si matrix and the 

bottom one to a bulk Ge sample; the intermediate curves are relative to samples with different 

coverages of Ge nanostructures on Si(111). For each sample, the solid line indicates the experimental 

data while the dots report the respective fits. The appearance of atomic GeSi intermixing can be 

qualitatively inferred comparing the GeSi sample spectra with respect to the Ge bulk reference sample. 

The local structure of Ge in the samples is roughly intermediate between that of Ge in crystalline bulk 

Ge and that of Ge in crystalline Si. The data relative to the Ge/Si(111) samples were analyzed by using 

a linear combination of signals of bulk germanium and of Ge in Si matrix [846]. By increasing the 

amount of deposited material, the average number of Si atoms surrounding each Ge atom decreases 

from 2 to 1 within the investigated range. This corresponds to a Si average content in the alloyed 

epilayer decreasing from 50% to 25%. GeSi coordination numbers have been extracted from EXAFS 

data at the Ge K-edge. The data analysis procedure was tested by fitting the experimental data from the 

Ge bulk and Ge-in-Si reference samples. From the Ge–Ge and Ge–Si first shell coordination numbers 

obtained as a function of the deposited thickness, Motta et al. [846] were able to obtain the effective 

vertical composition profile in the growth direction. The latter has been described with a static effective 

diffusion length of (10.0  1.5) nm at 530 °C and (5  1) nm at 450 °C, which is interpreted as the 

dominance of surface transport processes in the intermixing dynamics. The analysis of the data on Ge–

Ge bond length indicates a decrease of the Ge–Ge atomic distances with increasing Ge fraction 

(scattered dots in Figure 34b and relative best fit, solid line). This behavior is opposite to what 

observed for relaxed GeSi crystalline alloys by Aubry et al.[847] (dotted line in Figure 34b). 
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Figure 34. (a) k

2
-weighted FT of the EXAFS spectra for selected samples around the Ge K-edge. Dots: 

experimental data. Solid lines: best fit curves. (b) First shell RGe-Ge distances measured by EXAFS (scattered dots 

with corresponding error bars); continuous line: linear fit to the EXAFS results; dashed line: model by 

Tzoumanekas and Kelires for SiGe/Si(001) [848]; dotted line: experimental results by Aubry et al.[847] for 

relaxed SiGe alloys. The arrow indicates the value of the RGe-Ge distance in a relaxed, bulk Ge. (c) Different 

contributions to the EXAFS spectra at the Ge K-edge for bulk Ge. (d) as part (c) for Ge in Si. The fits were 

performed using a k
2
 weight in the 1.6–4.5 Å R range. Adapted with permission from Ref. [846], Copyright APS 

(2004).  

The opposite trend in the evolution of the first shell bond distances vs. the sample chemical 

composition observed comparing relaxed and pseudomorphically strained layers for the Si1xGex 

system (full and dotted lines in Figure 34b) is exactly the same observed by Romanato et al. [168] and 

by Woicik et al. [385] for the InxGa1xAs/InP system, here reviewed in Section 3.2 (see Figure 12). The 

experimental results of both Aubry et al.[847] and Motta et al. [846] were correctly predicted by the 
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theoretical study of Tzoumanekas and Kelires [848], see the dashed line in Figure 34b for the 

theoretical simulation of the pseudomorphically strained case. 

Motta et al. [846] extended the EXAFS data analysis up to the third shell around Ge. The most intense 

scattering paths in the 1–5 Å, phase uncorrected, R-region (see Figure 34c,d) are the single scattering 

for the first three shells and the 3 bodies MS paths associated with two triangular atomic arrangements. 

The double scattering triangle contributions are those formed by the absorbing atom and either two first 

shell atoms “internal triangle” or one first shell atom and one second shell atom “external triangle”. 

Similar conclusions on the importance of MS contributions were drawn by Sun et al. for capped Ge 

dots on Si(001) [843]. The EXAFS results of Motta et al. [846] are finally compared to morphological 

information obtained by STM investigations carried out in situ, yielding a satisfactory description for 

the epitaxy of this system. 

Pyramid-like Ge islands with QDs properties were grown in Stranski-Krastanov mode on Si(001) 

substrate using MBE also by Erenburg et al. [849]. They found that the pure Ge nanoclusters are 

covered by a 1–2 ML film with about 50% Si atom impurity caused by interface diffusion. The 

microstructural parameters of Ge/Si heterosystems, largely influenced by the elastic deformation at the 

boundaries arising from a mismatch of the lattice parameters of the nanocluster and substrate, were 

detected by EXAFS spectroscopy. 

Kobolov et al. proficiently used a combined DAFS-EXAFS analysis at the Ge K-edge to determine 

separately, for the first time, the structural parameters for intermixed nanocrystalline and amorphous 

phases of Ge NCs embedded in SiO2 [850]. They complemented the study with an EXAFS analysis of 

the local structure of Ge QDs grown by MBE on bare Si(100) and Si(111) surfaces with a SiO2 

capping. The combination of Ge K-edge EXAFS and OD-EXAFS allowed Karatutlu et al. [851] to 

determine the local environment of Ge atoms responsible for the luminescence emission process for 

different Ge NCs embedded in SiO2 synthesized by various routes. 

 

5.2.2 III-V semiconductors QD 

GaN/AlN QDs are a recent member of the self-assembled nanostructures family. The technological 

relevance of III-nitride compounds relies on their wide band gap that can be adjusted to span the whole 

infrared to ultraviolet range as well on their high radiative efficiency. The nature and morphology of 

the substrate can change the density, morphology, and strain of the QDs, modifying their optical 

properties. Moreover, capping by AlN of GaN QDs is known to result in an aspect ratio modification, 

with a flattening of the islands and supposedly in a variation of strain. Moreover, considering the lattice 

mismatch and possible intermixing during the heteroepitaxy of nanostructures, large overlapping of the 

X-ray scattering signals often hamper the discrimination between substrate, nano-objects, and capping 

layer contributions using standard XAFS technique. Anomalous X-ray scattering (AXS) can bypass 

that difficulty. First, multiwavelength anomalous diffraction (MAD) allows extracting the structure 

factor of a specific element and, thus, the average strain, composition, and size of the corresponding 

region. Second, the fine structure oscillations measured above the absorption edge in diffraction 

condition, known as diffraction anomalous fine structure (DAFS, see Section 2.4.1), provide the local 

environment of the absorbing atoms in the diffraction-selected region. 

The multiple-scattering effects due to the grazing incidence diffraction setup are noticeably limited for 

incidence angles θi larger than the critical angle (see Section 2.3.3). Even for θi = 0.3° resulting in a 

contribution of the first scattering path much more important than the others. Figure 35 shows a DAFS 

spectrum including the DAFS region, measured for the sample with 4 ML AlN capping, with a 2 eV 

energy resolution, θi = 0.3°, and at maximum Ga(30-30) contribution. DAFS oscillations have been 

measured at maximum Ga scattering contribution to characterize quantitatively the local environment 
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of the Ga atoms specifically in the dots, i.e., the type of neighbor, N or Al/Ga, and the interatomic 

distances. The DAFS oscillations are indeed sensitive to the Al content in the dots and to strain-induced 

distortions of the crystallographic cell. 

 
Figure 35. DAFS spectrum measured by Coraux et al. [852] for a GaN/AlN QDs sample with 4 ML AlN 

capping, measured at maximum contribution from the Ga (3 0 –3 0) reflection, at a grazing incidence angle of 

0.3°. The experimental spectrum (blue line) is compared with the best fit curve of the line shape (red line, 

vertically shifted for clarity); the fitting was performed on the basis of MAD analysis of the fluosescence-

corrected DAFS spectrum. Reproduced with permission from Ref. [852]. Copyright APS (2007). 

 
Figure 36. Experimental DAFS oscillation (open circles) for GaN/AlN QDs samples with (a) 0, (b) 2, (c) 4, (d) 

8, (e) 11 and (f) 18 ML AlN capping, extracted from an EXAFS-like treatment of the relative DAFS spectra 

(equivalent to the one reported in Figure 37 for the 4 ML AlN capping case). The experimental data are 

compared for each sample with the respective best-fit curves (red solid lines), obtained optimizing which the 

out-of-plane lattice parameter c and the Ga/Al intermixing in the QDs and accounting the strain fields in the QDs 

by static Debye-Waller coefficients. Reproduced from Ref. [852]. Copyright APS (2007). 

An EXAFS-like treatment of the DAFS, based on a first-order approximation, has been adopted [204, 

852]. The results of the DAFS spectrum fitting, in which the out-of-plane lattice parameter c and the 
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Ga/Al intermixing in the QDs were allowed to vary, are reported in Figure 36. Note that the strain 

fields in the QDs are accounted through static Debye-Waller coefficients. 

The five most relevant virtual photoelectron scattering paths have been used for the DAFS simulation, 

consisting in: (i) out-of-plane first shell Ga–N; (ii), nearly in-plane first  shell Ga–N; (iii), out-of-plane 

second shell Ga–Ga Al; (iv), third shell Ga–N along the [000–1] direction; (v), fourth shell Ga–N. In 

order to address the possible presence of Al atoms in the QDs or at the interface with the capping and 

material below the dots, Ga–Al and Ga–N–Al photoelectron scattering paths were also considered by 

using an AlN cluster with the Ga central atom as absorber. Whatever the AlN capping thickness, the Al 

content was systematically found to be very small, showing that no intermixing takes place in the QDs, 

as expected for the Al/Ga species. 

D’Acapito et al. determined the structure of InxGa1-x QDs grown on GaAs using extended X-ray 

absorption fine structure in total reflection geometry (ReflEXAFS, see Section 2.3.3) [853] at the 

GILDA BM08 beamline of the ESRF. They were able to recognize the composition and the strain of 

relaxed state of the dots comparing first shell experimental data to theoretical models, which include 

both the bimodal distribution of nearest neighbors bond lengths [347, 360] and the strain induced by 

the substrate on the overlayer. 

Ofuchi et al. performed an EXAFS study on a (In, Mn)As layer and (In, Mn)As quantum dots on 

GaAs(001) in fluorescence mode [854]. The EXAFS analysis revealed that in a 10 nm thick (In, Mn)As 

layer, the In-site substitutional Mn and the NiAs-type MnAs coexisted, while the majority of the Mn 

atoms were substituted in the In-sites of InAs in (In, Mn)As quantum dots. 

In K-edge EXAFS data collection has been performed on InAs/AlAs quantum dots to point out the 

stretching of the first In–As and of the second In-In shell distance of 0.04 and 0.29 Å with respect to 

bulk In, respectively [855]. In the same work, also the Ga K-edge EXAFS on the GaN/AlN system was 

reported, identifying an elongation of the interatomic distances of 0.04 and 0,06 Å for the first Ga–N 

and the second Ga–Ga shell with respect to bulk GaN, respectively. 

We also mention the combined EXAFS and XRD analysis performed by Chen et al., which allowed to 

identify the bond length contraction of about 0.02 Å in the Sb–In first shell of InSb QDs embedded in 

SiO2 matrix with respect to bulk InSb [856]. 

5.2.3 II-VI semiconductors QD 

Focusing now the attention on II-VI systems, Rockenberger et al. investigated colloidal (thiol-capped) 

CdTe NCs of 18 Å in diameter by temperature-dependent EXAFS at both Cd and Te K-edges [857]. 

The different coordination shells of Cd in the particle core and at the surface have been assigned and 

are consistent with a CdTe particle core which is covered by organic residuals. The trends in bond 

lengths variation observed in the experiment can be reproduced by calculations of the strain distribution 

induced by the lattice mismatch in a simplified isotropic model of a spherical CdTe nanoparticle 

encapsulated by a CdS bulk-like shell. The experiment also showed a significantly enhanced static 

disorder both in particle core and surface. 

The nucleation process of CdSe NCs has been studied by fluorescence-detected EXAFS in combination 

with a microreactor by Uehara et al. [858]. Detailed analysis of in situ Se K-edge EXAFS data 

measured along a microreactor channel revealed rapid increase in the CdSe phase with time at the 

initial stage of the growth. The results indicated that the CdSe nucleation completes within several 

seconds starting from trioctylphosphine Se solution and dodecylamine surfactant at 240°C. 

Hayes et al. employed EXAFS to study the local bonding of Cd atoms in borosilicate glasses doped 

with Cd and S after heat treatments at increasing temperatures [859]. The formation of CdS particles 

with average size from a few to several nanometers has been identified varying both treatment 

temperature and time. From the second shell analysis results the authors attributed the apparent 
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coordination deficit observed for treatment temperatures below 700 °C to substantial short-range 

structural disorder. 

The combination of Cd K-edge EXAFS and Se K-edge DAFS has been applied to investigate the local 

structure of the CdSe/ZnSe quantum dots grown by molecular beam epitaxy and migration-enhanced 

epitaxy [390]. The authors studied in particular the intermixing of Cd and Zn atoms, the chemical 

compositions and the strain induced by cap-layer. 

Hosokawa et al. reported an in situ Zn K-edge EXAFS study of colloidal ZnS nanocrystallites of mean 

diameter 3 nm [860]. They revealed that the zinc atoms on the surface of ZnS nanocrystallites are 

solvated by the oxygen atoms of solvent and that the structural parameters, such as atomic distances 

and coordination numbers of the Zn–S and Zn–O shell, depend on the coexistent concentration of the 

starting zinc salts. Recently, stable water-suspendable Cu
+
-doped ZnS NCs have been synthesized with 

mercaptopropionic acid (MPA) as a capping molecule by Corrado et al. [861]. The NCs have been 

characterized by EXAFS technique to confirm copper doping as well as to determine the local structure 

of Cu
+
 and Zn

2+
 in the NCs. Fitting of the EXAFS data for Cu

+
 suggests that most Cu

+
 ions are located 

near the surface of the ZnS NCs and that a significant fraction of them is likely in the form of CuS, as 

found in the bulk material. Demchenko, et al. [862] performed S K-edge XANES analysis on PbS and 

QDs. They observed a blue shift of the absorption edge of PbS and QDs with respect to bulk that was 

ascribed to the evidence of quantum confinement in QDs. The PbS QDs were found to be passivated 

with oxides at the surface. Existence of sulfate/sulfite and thiosulfate species in pure PbS and QDs, 

respectively, was also identified [862]. 

5.3 Oxide nanocrystals 

Transparent conducting oxides find large applications in several devices, in the field of optoelectronics 

and microelectronics. The properties of these oxides can be largely dependent on their geometrical 

characteristics such as film thickness and surface roughness, crystallinity, grain size and porosity. Also 

size confinement in the three spatial dimensions, resulting in small clusters or quantum dots of these 

oxides, represents a bright expedient for obtaining novel challenging properties in material science. 

EXAFS technique has been applied in this context for instance for the characterization of SnO2 

quantum dots confined in a B2O3 glass matrix [863]. SnO2 has a distorted octahedral distribution of 

oxygen atoms around the Sn central atom. Considering however the similarity between the distances of 

these oxygen atoms, the six oxygens have been treated as forming a single first shell (this is a standard 

procedure in the EXAFS data analysis [115, 119]). The second coordination shell is constituted by two 

Sn atoms, whereas in the third and fourth ones we find four O atoms and eight Sn atoms, respectively. 

Figure 38a reports the FT of the k
3
χ(k) experimental functions and the best fit obtained for SnO2 

clusters embedded in a B2O3 matrix at several dilutions. Structural and vibrational parameters obtained 

from the optimization of the EXAFS data collected on the sample at concentration equal (or higher, not 

reported) than 0.5% were identical to these obtained from the SnO2bulk model compound. 

In contrast, at concentration lower than 0.5% all the parameters undergo a dramatic modification. In 

fact, all the samples investigated from 0.5 to 0.1% show a progressive reduction of the coordination 

numbers of the first oxygen shell as well as of the second and of the fourth metal shell. In 

concomitance, the authors observed a very small contraction of the Sn−O distance, although the metal-

metal mutual position was found to be substantially unvaried. Conversely, the Debye-Waller factor 

uniformly increases for all the shells. Finally, at the lowest 0.05% dilution the kχ(k) FT shows a single 

peak corresponding only to the Sn−O first shell coordination (see Figure 38b). 
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Figure 38. (a) FT of the experimental k
3
χ(k) functions (dotted curves) collected at the Sn K-edge (29.2 keV).) for 

SnO2 clusters embedded in a B2O3 matrix at different dilutions (from top to bottom 0.5%, 0.2% and 0.1%). The 

corresponding best fits (solid lines) are also reported. These have been obtained adopting the same procedure 

optimized for the SnO2bulk reference compound. (b) FT of the kχ(k) for the 0.05% dilution. The signal was 

Fourier transformed in the range Δk = 2.5−19.6 Å
−1

. (c) Average coordination numbers for the first (Sn−O), 

second (Sn−Sn), and fourth (Sn−Sn) shells calculated for SnO2 spherical clusters as a function of the cluster size 

(given both as radius in Å and in number of atoms). The reduction of the coordination numbers with respect to 

the bulk value is due to the surface atoms showing coordinative vacancies. The reported dots correspond to the 

calculated values. The general trend observed for increasing cluster radius is an increase towards the bulk 

coordination values, of 8, 6 and 2 for the first, second and fourth coordination shells, respectively. Adapted from 

Ref. [863]. Copyright EDP Sciences, Società Italiana di Fisica, and Springer-Verlag (2002). 

Discussing in more details the previous findings, we emphasize, first of all, the important result 

obtained at 0.05% dilution. The data collected by Faraci et al. [863] at this concentration showed that 

the melting process, at least in the present B2O3 glass matrix, is able to completely separate the tin 

dioxide molecules in the single molecular constituents. The increase of the Sn−O coordination number 

at 0.05% with respect to the other diluted samples indicates a different morphology than that observed 

when clustering occurs. 

The modification of the coordination numbers can be simply explained if the precipitation of SnO2 

agglomerates of limited radius can give a surface contribution with coordination number reduced with 

respect to the internal one; the average value measured by the EXAFS technique is a good estimation 

of the radius of these NCs. Being the geometrical distribution of atoms in the cluster known, it is 

possible to algebraically extract the number of atoms in the coordination shell of each Sn atom in the 

cluster, calculating afterwards the average value. This calculation is reported in Figure 39 for the first, 

second, third and fourth coordination shells, as a function of the cluster size. Comparing the calculated 

coordination numbers with the experimental values, the authors concluded that for QDs diluted at 

0.1%, at 0.2 % and 0.3 % the average particle radius is 5, 10 and 14 Å, respectively. 

Nanometer-sized materials have larger surface-to-volume ratios, and their properties and structural 

stability are consequently very different to those of their bulk counterparts. Among them, TiO2 has 

attracted great interest due to its photocatalytical properties [864]. Here, EXAFS analysis has been 

applied to elucidate the variation in the local structure around Ti atoms as a function of the particle size 

[865]. 
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Figure 39. Modulus of the k

3
-weighted, phase-uncorrected FT of Ti K-edge EXAFS spectra for anatase TiO2 

NPs of selected average size of 30 (sample A) and 12 (sample B) nm and bulk TiO2, as a reference. The spectra 

have been collected by Choi et al. using the 7C beam line at the Pohang Light Source (PLS), to elucidate the 

variation in the local structure around Ti atoms as a function of the particle size. Reproduced from Ref. [865]. 

Copyright Elsevier (2005). 

Figure 39 shows the FT of the EXAFS signal of the anatase TiO2 NPs (12 and 30 nm average size) and 

that of the reference material (bulk TiO2). In the spectrum of the reference TiO2, the FT peak at 1.6 Å is 

due to the single scattering path of Ti–O by six-coordinated oxygen nearest neighbors around the Ti 

atom. On the other hand, the two peaks in the range 2–4 Å are due to the single scattering paths of Ti–

Ti by neighboring Ti atoms. In particular, the maxima of the FT at 2.7 and 3.6 Å correspond to single 

scattering by the edge-shared octahehedra and corner-shared octahedra, respectively. The peaks of the 

FT above 4.0 A are due to other SS and MS contributions. Analogously to what observed for the SnO2 

nanoparticles (see Figure 38), the general features of the spectra of the anatase TiO2 NPs have a strong 

resemblance to those of the spectrum of the bulk, with a reduction in the magnitude of the FT peaks 

with decreasing particle size. It was also observed that the FT peaks in the range 2–4 Å are slightly 

down shifted compared to those of the reference material. The first observation can be related to the 

effects of decreasing particle size: due to the enhanced surface-to-volume ratio, the number of less-

coordinated surface sites increases as the particle size decreases, as reflected by the reduction of the 

magnitude of the FT peaks. The second observation suggests that the size-induced radial pressure of 

TiO2 NPs leads to a volume contraction as the particle size decreases. 

The simultaneous formation of nanometer sized ZnO and acetate zinc hydroxide double salt is 

described in the paper of Briois et al. [866]. The aim was to understand the formation mechanism of 

ZnO colloidal suspensions and to reveal the factors responsible for the formation of Zn- hydroxide 

double salt in the final precipitates. The Sankar group [867] followed the formation of ZnO NPs during 

the thermal decomposition of zinc peroxide by combined XAS/XRD set-up. The time-resolved study 

allowed the authors to follow simultaneously the conversion of octahedral Zn to tetrahedral one 

through EXAFS and XANES analysis and at the same time the particle growth using both EXAFS and 

diffraction. Multi-cluster analysis provided information on the phase changes which could be cross-

correlated with diffraction results which suggest an abrupt change in the long range coordination 

followed by a slow growth of zinc oxide NPs [867]. 

Cs L3 egde XAFS measurements were reported by the Takeda group [868]for cesium oxide formed on 

both GaAs(001) and GaAs(110) substrates by co-exposure of Cs and O2. Taking account of the ratios 

of Cs-O and Cs-As coordination numbers and the fluorescence X-ray yield, the Cs atoms on GaAs 

(001) surface forms island with Cs2O-like structure like Cs-oxide structure in which the body/interface 

ratio is large, while Cs atoms on GaAs (110) surface forms layer like structure in which the 
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body/interface ratio is small [868]. Ma et al. reported a Gd L3 egde XAFS study on gadolinium oxide 

nanoparticle hosted inside CNTs [869]. 

5.4 Metal nanoparticles  

In the last years, metal NPs have been widely studied because they exhibit intermediate properties 

between single atoms and bulk materials [870]. Reducing the particle size, the quantum effects modify 

the electronic structure and the continuous density of states, typical of the bulk band structure, is 

replaced by a set of discrete energy levels. These may have energy spacing larger than thermal energy 

KBT, yielding the opening of a gap. Moreover, in the transition from bulk to nano-size materials, the 

number of surface atoms with respect to the total atoms increases (up to the limit case of very small 

particles where all the atoms are on the surface) and thus the surface energy contribution due to facets, 

edges, and vertices cannot be neglected.  

For both these reasons, metal NPs have been the subject of extensive experimental [871-873] and 

theoretical [870, 874-878] studies. Metal NPs find applications is several fields, such as catalysis [30, 

85, 871, 879-894], photocatalysis [872, 895]; electrocatalysis [896], electrochemistry [897], imaging 

[898, 899], sensing [884, 898-900], biology [880, 899-902] and medicine [899, 901-905]. Moreover, 

some metal NPs can improve the hydrogen storage capabilities of porous materials [3, 906]. Some of 

the above mentioned applications are possible owing to the enhanced optical properties of metal NPs 

[882, 907] such as: enhanced Rayleigh and Mie scattering [882]; enhanced fluorescence yield with 

respect of the corresponding bulk material [882, 908, 909]; induced fluorescence emission from 

chromophores located in close proximity to the NPs [878, 882, 908]; surface-enhanced Raman 

spectroscopy (SERS) [878, 882, 884, 900, 910-912]; surface-enhanced infrared absorption (SEIRA) 

[878]; nonlinear optical properties [878, 913-915]. 

In this brief introduction to the topic, it is finally worth noting that metal NPs are commonly used as 

key components in tailored nanostructures or of ordered hybrid assemblies, optimized for a more 

efficient photocatalytic use of the solar light [679, 895, 916-918] and for a cheaper and more efficient 

fuel production (e.g. solar hydrogen production [916]) or electricity (photochemical solar cells [916, 

919]). 

The characterization of this class of materials is a challenge because it pushes every technique to its 

limit, both in data acquisition and analysis. Consequently, to obtain a complete and reliable 

comprehension of these systems, the application of a multi-technique approach is mandatory. In this 

context, EXAFS spectroscopy, with its atomic selectivity and short-range sensitivity, is a powerful tool 

for the NPs characterization [85, 679, 890-892, 920-930]. 

In the study of systems like NPs also the determination of the particle dimension, that could be 

considered the simplest structural information in their characterization, is not a trivial task. To this aim, 

the most used technique is TEM, because it is a direct technique and provides information on both the 

particles morphology and the particle size distribution. However, errors in the particle size distribution 

may easily occur, due to detection limit of small clusters and the limited statistical reliability of TEM 

analysis. EXAFS, although in an indirect way, is able to estimate the average particle size from the 

average first shell metal−metal coordination number N, thus compensating the drawbacks of TEM 

[245, 524, 890, 925, 927].  

5.4.1 H2- vs thermal-reduction of Pd
2+

 precursor and average particle size determination for Pd NPs 

supported on silica-alumina 

As regards the application of XAS spectroscopy in the determination of NPs dimensions, Agostini et 

al. [890] presented an extensive characterization on Pd NPs supported on silica-alumina (SA) to 

determine the particle size distribution, the fraction, and the type of exposed surface sites as a function 
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of the doping loading, of the activation temperature (up to 823 K) and of the activation atmosphere (air 

or H2). 

 

Figure 40. Modulus (main part in top and bottom panels) and imaginary parts (inset in bottom panel) of the k
3
-

weighted, phase-uncorrected, FT of the EXAFS spectra. (a) H2 reduction at 393 K of the Pd/SA sample. Initial 

Pd/SA sample: full black curve; H2-reduced at 393 K: full gray curve; metal Pd foil: dotted black curve; PdO 

model compound: black dotted curve. The inset reports the evolution of the average first shell Pd–Pd 

coordination number (N 1
st
 shell) for cuboctahedral Pd particles of increasing diameter obtained from the model 

reported elsewhere [931]. The optimized N value obtained in the fitting of the EXAFS data for the Pd/SA sample 

reduced in H2 at 393 K is reported on the theoretical curve as a gray dot, with the corresponding error bar (gray 

lines). (b) Thermal decomposition of Pd/SA sample. Initial Pd/SA sample: full black curve; thermal 

decomposition at 673 and 823 K: dark and light gray curves; metal Pd foil: dotted gray curve; PdO model 

compound: black dotted curve. Adapted with permission from Ref. [890]. Copyright ACS (2009). 

For the aim of the present work, great importance has the method proposed for the determination of the 

particle size distribution. The authors demonstrated that combining TEM and EXAFS higher agreement 

and more reliability is achieved taking into account all the particles instead of just the mean value of 

the distribution extracted by TEM data. Moreover, in Figure 40a it is shown the evolution of supported 

Pd cluster under treatment in H2 at increasing temperature. The spectrum of the initial sample (full 

black curve) is typical of Pd
2+

 species, showing a first Pd–O shell at ∼1.60 Å and two higher shell 

peaks at ∼2.75 and ∼3.15 Å (phase uncorrected values). Reducing in H2 at 393 K, these features 

disappear, demonstrating a complete reduction to Pd
0
, and are replaced by the ones typical of Pd fcc 

system (see dotted gray curve): a first shell Pd–Pd peak at ∼2.47 Å, and higher shell peaks at ∼3.70, 

4.50, 5.15, and 5.90 Å. The differences of peaks intensity with respect to metal foil (dotted black curve) 

reflect the expected decrease in the average coordination number comparing the NPs to the bulk 

material. The average coordination number of the first shell allows to obtain an indirect information on 

the average particle size of the Pd metal particles. Comparing the evolution of the average first shell 

Pd–Pd coordination number (N 1
st
 shell) for increasing Pd particle diameter 〈d〉 (see the inset of top 
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part of Figure 40a) with the value extracted fitting the EXAFS data, 9.9 ± 0.5, an average size of 24.2 

Å is determined. Propagating the error and taking into account the asymmetric behavior of the 〈d〉 vs N 

1
st
 shell curve, the authors located the size of clusters in the 21–33 Å range. 

Agostini et al. [890] also studied the thermal reduction. The EXAFS spectra, coupled with temperature-

programmed desorption (TPD) measurements, of the sample outgassed at high temperature 

demonstrated that PdO is progressively decomposed with the consequent formation of Pd
0
 metal 

particles. The reduction is only partial at 673 K (Figure 40b), as evident by looking at the imaginary 

parts of the FT (see inset) that show the typical features of PdO. These features totally disappeared 

upon outgassing at 823 K (light gray curve), demonstrating complete PdO decomposition. The intensity 

of the first shell Pd–Pd signal is comparable to that obtained by reduction in H2 at 393 K, suggesting 

that the two different treatments result in a comparable average Pd particle size.  

5.4.2 Structural determination of the Pd
2+

 supported phase as a function of the Pd loading 

Agostini et al. have also investigated the preparation of a supported Pd catalyst starting from Pd 

precursor to the deposited Pd
2+

 phase by several techniques, including UV-Vis, EXAFS, X-ray powder 

diffraction (XRPD), and temperature-programmed reduction (TPR) [891]. In particular, EXAFS 

spectroscopy was applied to investigate the solid precipitated phase in absence of substrate, and the 

precipitated Pd
2+

-phase on different supports as a function of Pd loading from 0.5 to 5.0 wt%. The 

investigation of the precipitated phase on the support before any reduction process is very important 

because it represents an indispensable step in the preparation of supported Pd NPs and because these 

unreduced catalysts can be used in hydrogenation reactions without further treatment. The local 

environment of Pd in Pd/Cw, Pd/Cp (where Cp indicates a peat activated carbon), and Pd/Al2O3 in the 

original wet state (in order to avoid any alteration of the degree of reduction of Pd) have been 

characterized as a function of Pd loading from 0.5 up to 5.0 wt %. In Figure 41 both moduli and 

imaginary parts of the k
3
-weighted, phase-uncorrected FT of the EXAFS signal for the as-precipitated 

Pd/Cw samples are reported. At any investigated loading the spectra are almost equivalent, showing the 

oxidic nature of the Pd precursor with a signal intermediate between the two model compounds 

considered, i.e. Pd(OH)2 and PdO heated to 773 K. The third-shell contribution (centered at ∼3.2 Å) 

shows a small intensity increase upon increased Pd loading, and saturates (at 2.0 wt % Pd) at a value 

much lower than that observed for PdO heated to 773K, indicating the dispersed nature of the oxidic Pd 

precursors on the Cw support. In the spectra no evidence of reduced Pd metal is appreciable, meaning 

that, if Pd
0
 is present, its concentration is below the technique detection limit, in the 12% range. This 

evidence is very important because here the presence of several chemically active species could, in 

principle, have a reducing effect on the precipitated phase. 
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Figure 41. (a) Modulus of the k
3
-weighted, phase-uncorrected FT of the EXAFS signal of Pd/Cw samples with 

increasing Pd loadings of 0.5 (blue solid line), 1.0 (green solid line), 2.0 (yellow solid line), 3.5 (dark red solid 

line), and 5.0 wt% (red solid line). (b) As part (a) for the imaginary part. Pd(OH)2 and PdO model compounds 

heated to 773 K are also reported for comparison, as black and gray dots, respectively. Adapted from Ref. [891]. 

Copyright ACS (2010). 

5.4.3 Effect of the polymeric hosting matrix on the reducibility of the Pd(OAc)2 precursor phase and 

on the final dimension of the Pd NPs. 

Groppo et al. [892] showed that highly cross-linked polymers, characterized by a permanent porosity, 

efficiently stabilize very small Pd nanoparticles and that the nature of the hosting matrix affects the 

reducibility and the final properties of the NPs. Pd nanoparticles have been obtained by in situ 

hydrogen reduction of Pd(OAc)2 precursor supported in two different DVB-cross-linked (where DVB 

= divinylbenzene) polymers: poly(ethylstyrene) and a poly(4-vinylpyridine), hereafter referred to as PE 

and P4VP, respectively. The authors used several spectroscopic techniques, including UV-Vis, FT-IR 

and XAS, coupled with TEM microscopy, to fully characterize the properties of the obtained 

Pd/polymer composites in all the synthetic steps, in terms of structural and optical properties, as well as 

of type and fraction of available surface sites. 

The in situ H2 reduction monitored by XAS (Figure 42a–d) clearly indicates that the Pd(OAc)2 

precursor requires higher temperatures to be reduced when hosted in the P4VP matrix (parts b,d) with 

respect to the PS one (parts a,c). Both EXAFS (Figure 42c,d) and TEM (Figure 42e,f) clearly 

demonstrated that the nitrogen-based ligands characterizing the P4VP polymer stabilize the smaller 

nanoparticles with respect to what occurs in the PS matrix. Indeed, in the P4VP case, the Pd surface 

sites are influenced by the close pyridil ligands (as revealed by EXAFS), which modifies their 

electronic properties (as revealed by FT-IR of adsorbed CO and UV-Vis spectroscopies, not reported 

here). Authors concluded inferring that the two Pd/polymer systems would show a different behavior in 

presence of reactants, with promising applications in catalysis. 
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Figure 42. Part (a): XANES spectra of Pd/PS sample at different treatment steps: fresh (1, orange), outgassed at 

120°C (2, brown), and H2 reduced at 120°C (3, grey), compared to Pd(OAc)2precursor (dotted orange) and Pd 

foil (black), used as references for Pd
2+

 and Pd
0
 species. (b) As part (a) for the Pd/P4VP sample. Inset in part (a) 

reports the Pd
0
 fraction at each step as evaluated by a linear combination of the spectra of the two references. (c) 

Moduli (main part) and imaginary parts (insets) of the FT of the k
3
-weighted χ(k) functions for Pd/PS sample at 

different treatment steps (same color code as in previous parts). (d) As part (c) for the Pd/P4VP sample. Note 

that the spectrum of Pd foil has been divided by 3.3. Vertical line in part (d) shows the shift in the Pd–Pd 

contribution between the Pd/P4VP sample and the reference Pd foil. (e) Representative TEM image of Pd NPs 

formed inside PS and corresponding particle size distributions. (f) As part (e) for the Pd/P4VP sample. Adapted 

with permission from Ref. [892], Copyright ACS (2010). 

5.4.4 Red-Ox behavior of Ag NPs embedded in ETS-10 titanosilicate microporous material 

As already discussed in Section 4.3.3, ETS-10 titanosilicate (Figure 43a) behaves as a monoatomically 

defined TiO2 quantum wire where rows of TiOTiOTi– are embedded in a crystalline SiO2 

molecular sieve [535, 677, 678, 683, 695]. Successively it has been observed that ETS-10 is an inverse-

shape-selective photocatalyst [688, 698]. The main drawback in the extensive use of this material was 

that the quantum confinement effects in the TiO2 wire further shifted to higher energy its band gap 

value with respect to that of TiO2 bulk, preventing the use of solar light. Agostini et al. [679] succeeded 

in shifting the ETS-10 light absorption down to the visible region of the electromagnetic spectrum 

forming Ag NPs inside the ETS-10 channels. Silver was introduced in form of isolated Ag
+
 cations 

(substituting the original Na
+
 and K

+
 charge balancing cations). Thermal-, chemical- and UV-photo-

treatments were applied to Ag-ETS-10 to tune, in a controlled and progressive way, the aggregation of 

isolated Ag
+
 counterions into metal nanoclusters of increasing nuclearity. Agostini et al. [679] showed 
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that this is a direct method to tune the frequency of silver nanoparticle plasmon resonance and thus the 

light absorption properties of the material. It was further reported that transformation of isolated Ag
+
 

ions into aggregated Ag
0
 nano-clusters is almost reversible, as demonstrated by cycles of H2-chemical 

reduction/O2-chemical oxidation (Figure 43b,c) and of UV-photo-reduction/Vis-photo-oxidation. UV-

Vis, Ag K-edge EXAFS and FT-IR spectroscopy of adsorbed CO are the main techniques used to 

monitor the evolution of the silver aggregation along the different reduction/oxidation treatments. 

 
Figure 43. (a) Sticks representation of ETS-10 structure viewed along the b direction. Si, Ti and O atoms are 

represented as yellow, grey and red sticks, respectively. For sake of clarity charge-balancing cations have been 

omitted. –Ti–O–Ti–O–Ti– chains, running along a and b directions, are visible. The available free space in the 

channels running along the b direction is evidenced using Connolly algorithm. (b) Effect on the k
2
-weighted, 

phase uncorrected, EXAFS spectra of O2-oxidation in atmosphere at increasing temperatures (473 and 573 K, 

red and magenta curves, respectively) of the Ag-ETS-10 sample previously reduced in H2 at 573 K (blue 

spectrum). Part (c): UV-Vis spectra of O2-oxidation at increasing temperatures (373, 423 and 473 K, yellow, 

violet and red curves, respectively) of the Ag-ETS-10 previously reduced in H2 at 573 K (blue spectrum) 

showing the effect of the chemical treatments on the plasmon of the Pd NPs. Adapted with permission from Ref. 

[679]. Copyright ACS (2009). 

6 Conclusions and perspectives 

Discussing several examples of 2D, 1D and 0D systems, in this review, we have illustrated that X-ray 

absorption spectroscopy had considerable impact to understand the structural and electronic properties 

of low dimensional-materials. This holds for semiconductors, oxides and metals.  

It has been shown that the experimental difficulties related to the low number of atoms usually present 

in nanosystems can be overcome exploiting the element selectivity of the XAS technique and the high 

brilliance of third generation synchrotron radiation sources. This combination allowed to reach the limit 

of measuring the sub-monolayer of material, corresponding to less than 10
14

 atoms/cm
2
. If needed, the 

surface vs bulk sensitivity can be enhanced adopting the EY detection mode (Section 2.2.3) and/or 

tuning the incidence angle (Section 2.3.3) and X-ray penetration depth as small as 1 nm can be 

achieved working below the critical angle. 
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Polarization dependent XAS studies showed their potentialities in the investigation of epitaxial films 

allowing the discrimination between in and out of plane bond distances, and thus of epitaxially induced 

tetragonal distortions of the unit cells (Section 2.3.1).  

One of the main limitations of XAS is related to the difficulty in interpreting data from heterogeneous 

samples: in such cases only an average picture is obtained. It has been shown that the element 

selectivity of XAS can be further implemented by site selectivity. This can be obtained either using the 

optical detection mode (Section 2.2.4) or performing DAFS experiments (Section 2.4.1). Comparison 

among standard EXAFS and OD-EXAFS data, collected integrating separately the optical 

luminescence of the different luminescent centers in the material, allows to disentangle the signal from 

the optically active sites to that of the optically inactive ones, and among optically active centers 

emitting at significantly different wavelengths. Comparison among standard EXAFS and DAFS data 

collections allows to discriminate the local environment of a specific element in the crystalline phase 

from that in the amorphous one, or to discriminate between different, un-equivalent crystallographic 

positions. For samples where the heterogeneity comes from a gradient in the composition or for 

samples having a nanostructured form, micro and nano-focused beams (Section 2.3.2) or EXELFS 

(Section 2.4.2) can provide a spatial speciation.  

Diffraction experiments analyzed in the total scattering frame (Section 2.4.3) allow to extend the R-

range of local structural study in a region intermediate between that of EXAFS and standard diffraction 

studies. Such approach is particularly suited for nanostructures larger than the EXAFS bulk-limit 

(typically 5 nm). 

Notwithstanding the relevant potentialities of the XAS technique, in most of the investigated examples, 

we have underlined the relevance of combining XAS with other characterization techniques (such as 

SEM, TEM, Raman, XPS, photoluminescence, UV-Vis-NIR spectroscopies) and ab initio calculations 

to reach a more complete and exhaustive understanding of the structural and electronic properties of 

nanomaterials. 

In the field of XAS and related techniques applied to the characterization of 2D, 1D and 0D systems, 

we foresee the following developments in the next future: 

(i) Space resolved techniques, including tomography, will be further implemented and improved in 

terms of ultimate space resolution and beam stability along a typical EXAFS energy scan. Such 

improvements will allow to have a through three-dimensional insight into nanostructured materials 

in terms of element composition, oxidation state and local environments.  

(ii) X-ray emission (XES) based techniques [85, 248, 249, 255, 269, 314], nowadays still available only 

on few beamlines worldwide, will allow a much deeper knowledge of the electronic structure of 

2D, 1D and 0D systems, being able to probe with hard X-rays both occupied and non-occupied 

density of states. The construction of new and improved secondary emission spectrometers at 

various beamlines will spur research in this direction. With such experimental setups it is possible 

to perform high-energy resolution fluorescence detected XANES and EXAFS. The former will 

allow a much better definition of the XANES features [85, 248, 255, 310, 314]. The latter will 

allow: (a) range-extended EXAFS spectroscopy to be possible in samples containing elements 

having two absorption shells close in energy [85, 316, 318]; (b) oxidation state-specific EXAFS, 

making possible to separate the EXAFS signals in samples containing the same element in different 

oxidation states [248, 319]; (c) spin-selective EXAFS spectra collection [320]. 

(iii) Laser pump/X-rays probe experiments, applied up to now mainly in studies related to the 

photodissociation of chemical bonds [121, 128, 141-144], may in the next future be employed to 

investigate photon induced relaxation in optically active semiconductor heterostructures, in doping 

atoms in semiconductors and in chromophores hosted or grafted in nanostructured materials. In the 

immediate future, the incoming X-ray free electron lasers (FEL) sources will revolutionize the 
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physics and the chemistry of time resolved experiments [133, 932-937] The development of 

adequate measurement techniques and data-acquisition schemes for measuring X-ray absorption at 

FEL sources will be essential. The ultra high fluxes (up to about 10
12

 photons per pulse, compared 

to 10
6
 photons per pulse of present III generation synchrotrons) and the extremely short pulse 

duration (tens of femtosecond, compared to hundreds of picosecond) will provide unique new 

opportunities, which are currently hard to imagine. In the field of semiconductor science, so far 

there have been only limited application of laser pump/XAS probe regarding the photo-excitation 

of GaAs [938] and the Si melting [939]. More work in this area is expected in the next future: for 

example to study the kinetics of excitation and relaxation processes, annealing-induced bonding 

changes, crystallization and amorphization, aggregation and growth of nanostructures in real-time 

[44]. 

(iv) Till now, in the large majority of the published papers, XANES has been used only as a qualitative 

support of the hypothesized structures, discussing qualitatively the edge, pre edge and post edge 

features. Qualitative results were extracted from XANES data mainly in comparison with the 

experimental XANES spectra of model compounds. Publications where hypothesized local 

structures are used to compute a theoretical XANES spectrum are still rare, but the remarkable 

progress made by XANES codes (e.g. FEFF [108], FDMNES [61, 940], WIEN2k [83]) will change 

this situation. We foresee that in the future, the simulation of the XANES spectra will be used more 

and more frequently to confirm or discard local structures hypothesized from the refinement of 

EXAFS or diffraction data. 

(v) The advanced approaches and complementary techniques mentioned above are expected to become 

more and more commonly used. For instance extended joint EXAFS/DAFS could allow to explore 

bi-phasic systems and e.g. to disentangle the contribution coming from co-existing amorphous and 

crystalline phases [89]. Total scattering (PDF) experiments could help to bridge the gap between 

EXAFS, dominating the 0–30 Å diameter interval and XRPD, informative in the 80 Å–bulk interval 

[941], see Section 2.4.3. XMCD [409, 942-946], see Section 2.3.1, coupled with more conventional 

visible light MCD with EPR and SQUID experiments, will bring new insight in the investigation of 

magnetic nanostructures for spintronics [476, 566, 947-949].  

(ix) Although only marginally exploited up to now, it is worth spending some words on -

environmental fine structure (BEFS) because of its potential interest for the future studies of defects 

and dopants in semiconductors [44]. Historically, BESF was foreseen to be possible in the context 

of the precise measurements of the neutrino mass: in 1991 Koonin suggested that the -decay of a 

nucleus belonging to an atom embedded in a crystal or molecule could result in a spectrum 

characterized by a fine structure similar to that which gives rise to EXAFS. In fact, the emitted  

particle (i.e. an electron), leaving the nucleus and thus the atom, will be scattered by neighboring 

atoms and the decay rate might be affected by the resulting interference [950]. Using a cryogenic 

microcalorimeter, BEFS was experimentally detected in 1999 by Gatti et al. [951] in the decay 

spectrum of 
187

Re; the signal to noise ratio of that spectrum was however poor and prevented the 

extraction of any structural parameter. The precision and the reliability of this new technique was 

successively improved by Pergolesi et al. [952] who collected a much better quality BESF 

spectrum of 
187

Re, which data analysis provided Re–Re interatomic distances with resolution of 

hundredths of Angstroms, i.e. comparable to EXAFS. The obtained values were in agreement with 

the known crystal structure and with standard EXAFS measurements performed at the GILDA 

BM8 beamline of the ESRF. Finally, the open issue of defining the angular momentum of the final 

state (s or p) of the  emitted particle was addressed more recently by Arnaboldi et al. [953] 

measuring the BESF spectrum of 
187

Re with an array of eight AgReO4 thermal detectors operating 

at a temperature of 100 mK. Any -emitting nucleus is a potential candidate for BESF studies. Of 
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course -emitting nuclei should be located at a distance from the crystal surface not exceeding the 

mean free path of -electrons. Of particular interest for future investigation are the -radioactive 

ions implanted in the crystal lattice or segregated at extended defects such as dislocations, grain 

boundaries or radiation damage. Among them, we mention 
14

C-enriched fullerenes, carbon 

nanotubes, graphene and 
3
H-passivated surface dangling bonds as potential candidates for BEFS 

[954]. Finally, BEFS is potentially very powerful, especially for the study of the local environment 

of hydrogen in semiconductors (for which traditional XAS is impossible because of the low binding 

energy of the K-edge), but has yet to prove to be a practical tool [44]. 

(x) The developments of new, large solid angle, spectrometers (like ID20 at ESRF) will guarantee a 

reliable alternative way to obtain XANES-like and EXAFS-like spectra from light elements by 

XRS (Section 2.4.6). Pioniering results on C [326-330], O [331, 332], B [330] and even Li [330] 

have already been obtained. 

 

7 List of abbreviations 

0D  zero dimensional 

1D  one-dimensional 

2D  two-dimensional 

AFM  atomic force microscopy 

ALS  Advanced Light Source 

APD  avalanche photodiode 

APS  Advanced Photon Source 

AXS  anomalous X-ray scattering 

BEFS  -environmental fine structure 

BMP  bound magnetic polarons 

CBD  chemical bath deposition 

CLS  Canadian Light Source 

CNT  carbon nanotube 

CVD  chemical vapour deposition 

DAFS  diffraction anomalous fine structure 

DFB  distributed feedback (laser) 

DFT  density functional theory 

DMS  diluted magnetic semiconductor 

DOS  density of states 

DWNT double-walled (carbon) nanotube 

EML  electroabsorption modulated laser 

EDAFS extended diffraction anomalous fine structure 

EELS  electron energy loss spectroscopy 

EPR  electron paramagnetic resonance 

ESRF  European Synchrotron Radiation Facility 

EXAFS extended X-ray absorption fine structure  

EXELFS extended energy-loss fine structure 

EY  electron yield 

FEL  free electron lasers 

FE-SEM field emission scanning electron microscopy 

FFT  fast Fourier transforms 
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FLY  fluorescence yield 

FT  Fourier transform 

FT-IR  Fourier transform infrared (spectroscopy) 

GIDAFS grazing incidence diffraction anomalous fine structure  

GIXAFS grazing incidence X-ray absorption fine structure 

HERFD high-energy resolution fluorescence detected XANES 

HOPG  highly oriented pyrolytic graphite 

HR-TEM high resolution- transmission electron microscopy 

IR  infrared 

LED  light emitting diodes 

LUMO  lowest unoccupied molecular orbital 

MAD  multiwavelength anomalous diffraction 

MBE  molecular beam epitaxy 

MCD  magnetic circular dichroism 

ML  monolayers 

MOX  metal oxide 

MQW  multi-quantum well 

MS  multiple scattering 

MWNT multi-walled (carbon) nanotube 

NC  nanocrystal 

NEXAFS near edge X-ray absorption fine structure 

NP  nanoparticle 

NR  nanorod 

NSLS  National Synchrotron Light Source 

NT  nanotube 

NW  nanowire 

OD-EXAFS optically detected EXAFS 

PCA  principal component analysis 

PDF  pair distribution function 

PEY  partial electron yield 

PIXAFS photon interference XAFS 

PIXE  protons induced X-ray emission spectroscopy 

PLS  Pohang Light Source 

PLY  photo-luminescence yield 

PLS  Pohang Light Source 

PSD  position sensitive detector 

QD  quantum dot 

QW  quantum well 

rctc-XES resonant core to core XES 

ReflEXAFS reflectance (grazing incidence) EXAFS 

rvtc-XES resonant valence to core XES 

SA  silica-alumina 

SAG  selective area growth 

SEM  scanning electron microscopy 

SEXAFS surface EXAFS 

SNOM  scanning near-field optical microscopy 

SQUID superconducting quantum interference device 
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SS  single scattering 

STM  scanning tunneling microscopy 

STXM  scanning transmission X-ray microscope 

SXM  scanning X-ray microscope 

SWNT  single-walled (carbon) nanotube 

TEM  transmission electron microscopy 

TEY  total electron yield 

TFLY  total fluorescence yield 

TPD  temperature-programmed desorption 

TPR  temperature-programmed reduction 

UV-Vis ultraviolet-visible (spectroscopy) 

VCA  virtual crystal approximation 

VLS  vapor-liquid-solid 

vtc-XES valence to core XES 

WL  white line 

XAFS  X-ray absorption fine structure 

XANES X-ray absorption near edge structure  

XAS  X-ray absorption spectroscopy  

XEOL  X-ray excited optical luminescence 

XES  X-ray emission spectroscopy 

XLD  X-ray linear dichroism 

XMCD X-ray magnetic circular dichroism 

XPS  X-ray photoelectron spectroscopy 

XRD  X-ray diffraction 

XRF  X-ray fluorescence 

XRPD  X-ray powder diffraction 

XRS  X-ray Raman scattering 

ZB  zinc blende 
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