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We are glad to introduce CLiC-it 2015 (https://clic2015.fbk.eu/), the second edition of the Italian Con-
ference on Computational Linguistics, organized this year for the first time by the newborn Italian Asso-
ciation for Computational Linguistics (AILC).

AILC (http://www.ai-lIc.it/) is born after a long period of discussion within the variegated commu-
nity linked by the common interest towards Computational Linguistics (CL) in Italy, until now sparse
in several research areas and associations. Considering that CL spans over a range of disciplines from
Linguistics to Computer Science, AILC proposes the characterization of their members’” work in terms
of methodologies and approaches, rather than topics. The goal is to collect the different souls of CL
around the same table, where the future of CL in Italy can be investigated and the initiatives for fostering
its development promoted by more coordinated activities, with an emphasis on Italian language.

AILC’s main aim is to promote the theoretical and experimental reflection on methodologies, scientific
cooperation and development of shared practices, resources and tools, and, last but not least, the transfer
of technology and knowledge to the market within the area of CL.

The goals of the Association include the promotion of scientific and educational initiatives for the dif-
fusion of CL, with a special focus on Italian, as well as of the visibility and knowledge diffusion about
initiatives and resources, in order to support interdisciplinary projects. AILC also fosters the integration
of competences and professional skills from both the humanity and computational area, and the estab-
lishment and consolidation of links with other Italian, European or international initiatives around CL,
also proposing direct involvement of the Association. AILC also promotes CL within the national poli-
cies for university and scientific research.

CLiC-it 2015 is held in Trento on December 3-4 2015, hosted and locally organized by Fondazione
Bruno Kessler (FBK), one the most important Italian research centers for what concerns CL. The organi-
zation of the conference is the result of a fruitful conjoint effort of different research groups (Universita
di Torino, Universita di Roma Tor Vergata and FBK) showing the nationwide spreading of CL in Italy.
As in the first edition, the main aim of the event is at establishing a reference forum on CL, covering all
the aspects needed to describe the multi-faceted and cross-disciplinary reality of the involved research
topics and of the Italian community working in this area. Indeed the spirit of CLiC-it is inclusive, in
order to build a scenario as much as possible comprehensive of the complexity of language phenomena
and approaches to address them, bringing together researchers and scholars with different competences
and skills and working on different aspects according to different perspectives.

Relevant topics for CLiC-it 2015 include, but are not limited to, the following thematic areas:

- Information Extraction and Information Retrieval — Area chairs: Roberto Basili (Universita di Roma
Tor Vergata), Giovanni Semeraro (Universita di Bari)

- Linguistic Resources — Area chairs: Maria Simi (Universita di Pisa), Tommaso Caselli (Vrije Univer-
siteit Amsterdam), Claudia Soria (ILC - CNR, Pisa)

- Machine Translation — Area chairs: Marco Turchi (FBK, Trento), Johanna Monti (Universita di Sassari)
- Morphology, Syntax and Parsing — Area chairs: Felice Dell’ Orletta (ILC - CNR, Pisa), Fabio Tamburini
(Universita di Bologna), Cristiano Chesi (IUSS, Pavia)

- NLP for Digital Humanities — Area chairs: Alessandro Lenci (Universita di Pisa), Fabio Ciotti (Univer-
sita di Roma Tor Vergata)

- NLP for Web and Social Media — Area chair: Francesca Chiusaroli (Universita di Macerata), Daniele
Pighin (Google Inc.)

- Pragmatics and Creativity — Area chairs: Carlo Strapparava (FBK, Trento), Rossana Damiano (Univer-
sita di Torino)

- Semantics and Knowledge Acquisition — Area chair: Elena Cabrio (INRIA, Sophia Antipolis), Ar-
mando Stellato (Universita di Roma Tor Vergata)

- Spoken language processing — Area chairs: Giuseppe Riccardi (Universita di Trento), Piero Cosi (ISTC
- CNR, Padova)

- Towards EVALITA 2016: challenges, methodologies and tasks — Area chairs: Franco Cutugno (Uni-



versita di Napoli Federico II), Viviana Patti (Universita di Torino), Rachele Sprugnoli (FBK, Trento -
Universita di Trento).

The large number of researchers that have decided to present their work at CLiC-it and the number of
directions here investigated are proof of the maturity of our community and a promising indication of its
vitality. We received a total of 64 paper submissions, out of which 52 have been accepted to appear in
the Conference Proceedings, which are available online and on the OpenEdition platform. Overall, we
collected 129 authors from 15 countries.

We are very proud of the scientific program of the conference: it includes two invited speakers, Enrique
Alfonseca (Google Research, Zurich) and Paola Merlo (University of Geneva), oral presentations, as well
as two poster sessions preceded by booster sessions. Moreover, we organized two panels for discussing
the future of CL with the representatives of both Italian associations and industry, and a session for
preparing the ground for the next edition of the evaluation campaign for NLP and speech tools for Italian,
Evalita (http://www.evalita.org), to be held within CLiC-it 2016.

We are also happy to assign best paper awards to young authors (PhD students and Postdocs) who appear
as first author of their paper.

We thank the conference sponsors for their generous support: CELI (Torino), Expert System (Mod-
ena), Reveal (Roma), Euregio (Bolzano), Almawave (Roma), ELRA (Parigi).
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We also thank the following organizations and institutions for endorsing CLiC-it:
- Societa Italiana di Glottologia (SIG)
- Associazione Italiana per I’Intelligenza Artificiale (AI*IA)
- Societa di Linguistica Italiana (SLI)
- Associazione Italiana di Linguistica Applicata (AITLA)
- Associazione per I’Informatica Umanistica e la Cultura Digitale (AIUCD)
- Associazione Italiana Scienze della Voce (AISV)
Last but not least, we thank the area chairs and all the program committee members for their incredible
work, the invited speakers for their contribution to make CLIC-it an international event, and all the
persons involved in the local organization of the conference in Trento.

November 2015
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Bolzano/Bozen Corpus: Coding Information
about the Speaker in IMDI Metadata Structure

Marco Angster
Centro di Competenza Lingue
Libera Universita di Bolzano
marco.angster@unibz.it

Abstract

English. The paper introduces a new col-
lection of spoken data (the Bolzano/Bozen
Corpus) available through The Language
Archive of Max Planck Institute of Ni-
jmegen. It shows an example of the issues
encountered in accommodating informa-
tion of an existent corpus into IMDI meta-
data structure. Finally, it provides prelim-
inary reflections on CMDI: a component-
based metadata format.

Italiano.  Questo contributo presenta
una nuova raccolta di dati di parlato (il
Bolzano/Bozen Corpus) che ¢ ora disponi-
bile per la consultazione tramite il Lan-
guage Archive del Max Planck Institute
di Nimega. Vi si mostra un esempio
dei problemi che si possono incontrare
nell’inserimento all’interno della struttura
di metadati IMDI delle informazioni rela-
tive a un corpus gia esistente. Infine, vi
si presentano alcune considerazioni pre-
liminari riguardanti il formato di meta-
datazione CMDI, basato su componenti.

1 Introduction

Once a Language Resource (LR) exists it should
be used, and this entails several problems. First of
all it must be available to the public — which may
be the academic community, but also industry or
institutions — and, given that producing a LR is an
expensive task, it would be ideal that a LR could
be exploited beyond the originally intended pub-
lic. The re-usability of a LR is possible provided
that it is conceived following shared standards for
formats, tagging and metadata.

In this paper I focus on metadata structures, in
particular I introduce a collection of spoken data

(the Bolzano/Bozen Corpus) and I show the prob-
lems encountered in fitting the information avail-
able about the speakers sampled in the data in
IMDI metadata structure.

The paper aims at providing an example of
how flexible are the considered metadata struc-
tures in accommodating information of existent
collections of data and in adapting to the needs of
the researcher in sociolinguistics.

2 Bolzano/Bozen Corpus

The Bolzano/Bozen Corpus (BBC) collects and
organises the language data produced during the
years by the researchers of the Competence Centre
for Language Studies. The common thread of the
BBC is constituted by two main elements: the fo-
cus on the speech community in Alto Adige/South
Tyrol, the trilingual province in Northern Italy of
which Bolzano is the administrative centre; the in-
terest on language variation, both in the social en-
vironment and in the educational context.

As a language resource the BBC is mainly des-
tined to scholars interested in sociolinguistics and
in the issue of multilingualism. Given that it col-
lects different language varieties of the Romance
and the German domain, the corpus has the func-
tion of providing original documentation for the
local spoken language.

In order to give a better accessibility to the data,
the corpus is made available to the public through
The Language Archive (TLA), a collection of lan-
guage resources hosted by the Max Planck In-
stitute of Nijmegen (Nederlands).! All projects
hosted by TLA must adopt a common metadata
scheme on which all the structure of the database
is built. The standard adopted by TLA used to be
IMDI.

"Homepage: https://tla.mpi.nl/
Corpora: https://corpusl.mpi.nl/ds/asv/?1
2TLA has recently made available to the users also the
new, CLARIN supported CMDI metadata format. See below



The projects included in the BBC were ob-
viously already supplied with rich information
which had to fit into the metadata structure avail-
able.

3 IMDI and <Actors>

IMDI (ISLE/EAGLES Metadata Initiative) is a
standard for metadata developed in the late *90s in
the realm of standardisation initiatives ISLE (In-
ternational Standard for Language Engineering)
and EAGLES (Expert Advisory Group on Lan-
guage Engineering Standards) — see Wittenburg
et al. (2000). It provides a very rich structure in
which information about a corpus, a session (i.e. a
subdivision in a corpus, for example an interview),
the relevant media files (the recording of an inter-
view) and written resources (a transcription) are
included. The session is the most complex sub-
structure, because it may include a wealth of in-
formation about the interview itself: its location,
its content (genre, communication context, type of
task performed, languages used etc.) and its ac-
tors (interviewed, interviewee, but also transcriber,
etc.).

Since BBC is a collection of data issued from
sociolinguistically oriented projects, it appears
clear that information about the speaker is of cru-
cial importance and it is a fundamental concern to
fit as much information about the speaker as pos-
sible in a metadata structure.

As already mentioned, part of metadata re-
lated to a session is devoted to the coding of
information about people involved in the inter-
view and in the production of the relevant re-
sources. In this part of metadata structure the
available tokens of information about a speaker in-
volved in an interview or a language task are to be
found. Some classical social variables are avail-
able: <Age>, <Sex>, <Education>, <FEthnic
group>. Other useful pieces of information may
be coded: <Role> (“The functional role of the
person participating in the session” (IMDI, 2003);
e.g. interviewer, speaker/signer, annotator, etc.),
<Language> (“The language the person partic-
ipating in the session is familiar with” (IMDI,
2003); more than one language may be added). A
further element, <Family Social Role>, is avail-
able for coding “[t]he social or family role of the
person participating in the session” and may be
used “[f]or instance when interviewing part of a

section 5.
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family group” where it can “specify the mutual re-
lations within the group” (IMDI, 2003).

It is worth noting about the element
<Language> that it is not intended to spec-
ify the language used in the session, for which
another element is provided at an upper level un-
der the node <Session> of the metadata structure.
In this sense <Language> may be considered a
good correspondent to the sociolinguistic concept
of linguistic repertoire (Gumperz, 1964).

4 Speakers in Komma and Kontatto
projects

I turn now back to BBC to show what information
available about speakers involved in two different
projects may be included in the structure sketched
above.

The projects that I take into account are both
focussed on South Tyrol, but with quite differ-
ent perspectives, types of tasks accomplished and
homogeneity of speakers involved. nKOMMA
(SprachKOMpetenzen von MAturandinnen und
Maturanden) consists in the analysis of written and
oral productions of high school graduands of the
German schools of South Tyrol. It aims at study-
ing the competence of the German standard lan-
guage of young adults in mono- and multilingual
settings in order to analyse linguistic phenomena,
to find traces of multilingual competence or of a
specific sociolinguistic background. At present
the data available via TLA involve 41 students,
all of German mother tongue: interviews on the
language biography of the students and the re-
narration of a sequence of a Charlie Chaplin film
(The Circus) are currently available.

More than a half of the students are female,
most of them are 19 years old at the time of the
interview. The picture is thus quite homogeneous,
while the only variable which differentiates sets of
students is the geographic area of the school they
attended. This variable is coded as the location
where the interaction takes place (<Location>).
All students except two have both parents of Ger-
man mother tongue, but this particular may not be
coded in the metadata structure, unless we explicit
itin the field <Description>. This is not an excel-
lent solution, but a useful workaround to put a to-
ken of information which would be otherwise lost.

The second project considered here is Kon-
tatto (Italiano-tedesco: aree storiche di contatto in
Sudtirolo e in Trentino). The aim of the project is



to document the present day Italian-German con-
tacts in Bassa Atesina (the area south of Bolzano).
The area is highly interesting for sociolinguistics
and contact linguistics because there the interac-
tion between German and Romance dialectal va-
rieties dates back to a more remote time than in
the rest of South Tyrol. A multilingual and mul-
tidialectal corpus of map tasks ((Anderson et al,
1991)) has been created to tackle the objective
of documenting the linguistic productions of the
speakers in the area.

The speakers involved in Kontatto are less ho-
mogeneous: they differ for age, occupation, own
linguistic repertoire and linguistic background
(parents’ mother tongue, variety spoken where
they live), place of origin of the parents, place
of residence (as opposed to <Location>). This
wealth of data — with the exception of the variables
already mentioned above for KOMMA — would all
be included in a <Description> field if one desires
to keep this information available to the user inter-
ested in correctly interpreting the relevant data.

As for the case of KOMMA this could be a
workaround, but a much more expensive one, from
the point of view of future information retrieval. A
metadata element is, let’s say, a box where infor-
mation is stored, but it is a box with an own par-
ticular tag, which indicates what is in. In addition
this tag gives sense to the content and makes pos-
sible and easier to find the content itself among
all information available. Putting information in
a <Description> field corresponds to give up the
possibility to exploit its classifying potential at a
later time, thus making the information almost un-
usable.

5 CMDI: a very customisable, but closed
structure

The limits of IMDI as a metadata structure are
nonetheless well-known as we can read in the User
Guide of the CLARIN-D infrastructure (Varadi et
al, 2008):

“Most existing metadata schemas for
language resources seemed to be too
superficial (e.g. OLAC) or too much
tailored towards specific research com-
munities or use cases (e.g. IMDI).”
(CLARIN-D User Guide, 2012)

This words express the need of a new, more
comprehensive standard for metadata description

which could give to the researchers the possibil-
ity to tailor metadata profiles on the needs of their
sub-disciplines. The new standard should display
the following crucial features:

1. allow users to define their own
components resulting in tailored
profiles,

2. the components need to make use
of categories the definitions of
which are registered in ISOcat (see
the section called “ISOcat, a Data
Category Registry”), and

3. semantic interoperability and inter-
pretability [must be] guaranteed by
fine-grained semantics.

(CLARIN-D User Guide, 2012)

At present CLARIN-D supports a new stan-
dard for metadata: CMDI. It is more flexible in
that it allows the researcher to create own compo-
nents rejecting profiles (for example <Session>
or <Actor(s)>) which may be too restrictive or
too fine-grained for their specific needs and mod-
ifying existing ones by adding or removing ele-
ments or by creating brand new profiles.

It is difficult for me to judge how open is CMDI
for creating new profiles and how much flexible
it is. In fact the possibility of creating new com-
ponents and profiles is restricted to the accredited
users of CLARIN centres.

In any case I try to imagine how should for
instance a new CMDI-compliant component be
structured in order to hold all information needed
to give a complete description of a student of the
KOMMA project. As shown above, the main
problem is the impossibility to include informa-
tion about parents’ mother tongue. The solution of
this lack would be to attribute to an actor involved
in an interview a relation to another person — de-
scribed as father or mother using the field <Family
Social Role> — which is nonetheless not present
in the interaction. Another possibility would be
to code under the <Language> node one or more
<Family Social Role> items pointing at the peo-
ple with whom the relevant actor has a language
in common. However solved, the problem appar-
ently may be overcome.

It is worth noting that CMDI components are
still based on the same elements on which IMDI is
based. More precisely CMDI elements must point
to a trusted data category registry (DCR), among
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which ISOcat used to be one of the most used in
IMDI structure.’ In Kontatto, as we have seen,
speaker profiles are very complex, but a wealth of
information is available to the researcher. To char-
acterise some of the interactions sampled in the
project it may be useful to explicit both the “mu-
tual relations within the group” as can be done
through the field <Family Social Role> and the
social background of the same speaker, for exam-
ple its occupation, beyond the other social features
he or she has. If an actor is the father of an-
other actor, this should be independent from the
fact that he is a boss, a doctor, a mayor, a teacher
or a shaman/priest — just to cite some of the val-
ues of the open vocabulary category <Family So-
cial Role> that are nonetheless suggested in IMDI
Guidelines.

This fact highlights two different kinds of prob-
lems. The first one is a limit of IMDI: in its struc-
ture only one value for <Family Social Role> was
allowed leading to the odd conclusion that one
cannot be at the same time a father and a doctor.
The second problem is more critical and signif-
icantly it is inherited by CMDI: <Family Social
Role> is a category which is useful only to pro-
vide an explanation of the consequences for the
interaction of the fact that a boss rather than a
shaman/priest or a brother interacts with another
actor. The category is instead simply unsatis-
factory to accommodate background information,
maybe irrelevant for the interaction but crucial to
evaluate speaker’s choices, such as what is the oc-
cupation of an actor, feature which contributes to
the definition of the classic sociolinguistic variable
of social class (Ash, 2003). However the unsat-
isfactory category <Family Social Role> appears
to have no better alternative in ISOcat DCR, which
is quite disappointing, because if I want to create
my brand new <Actor> profile within CMDI I
need to point to some existent data category and
uses which contradict the meaning of a category
are rightly deprecated.

As said, adding new data categories implies
adding them to a Data Category Registry (DCR).
Max Planck Institute for Psycholinguistics ceased
in December 2014 to be the Registration Author-
ity for ISOcat DCR. Now the new DCR for CMDI
is CCR (CLARIN Concept Registry) which is
nonetheless closed to changes. To add or change

3The list of data categories of ISOcat is available for con-
sultation at http://www.isocat.org/.
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categories in the CCR the national CCR coordina-
tors must be contacted, because only they are able
to input new concepts and edit already existent
ones.* This means that, in order to include a rea-
sonable field <Occupation> instead of <Family
Social Role> I have to operate outside CMDI and
propose a new category to CCR national coordina-
tors.

6 Conclusion

In this paper, I have shown an example of the dif-
ficulty of using a metadata structure to accom-
modate information on speaker’s linguistic back-
ground. I have taken into account the case of
Bolzano Bozen Corpus and two sociolinguistically
oriented projects (KOMMA, Kontatto) hosted on
The Language Archive.

IMDI, the former standard of TLA, is now an
outdated tool and is too rigid to adapt to specific
purposes. The new standard CMDI provides huge
possibilities to the research community to define
metadata formats tailored on specific needs. How-
ever CMDI does not provide until now satisfac-
tory profiles and components for sociolinguistic
studies, especially as far as background informa-
tion about the speaker is concerned. Furthermore,
direct contribution to CMDI components is re-
stricted to CLARIN centres and in some crucial
cases even categories available in CMDI are unsat-
isfactory and must be proposed to the relevant (and
closed) DCR. The case I have proposed shows
on the one hand the possibilities of CMDI. How-
ever, on the other hand, the difficulty to contribute
to CMDI profiles and components from outside
CLARIN may lead to the uncomfortable condi-
tion of having huge amounts of data with unsat-
isfactory metadata, which have low possibilities to
be re-used, failing one of the main objectives of a
standardisation initiative.
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Abstract

English. We address the problem of auto-
matically detecting the scope of negations
and speculations in clinical notes, by propos-
ing a machine-learning algorithm that ana-
lyzes the dependency tree of a sentence.
Given a negative/speculative cue, the algo-
rithm tries to extend the boundary of the
scope towards the left and the right, by navi-
gating through the parse tree. We report on
experiments with the algorithm using the Bi-
0Scope corpus.

Italiano. I/ lavoro affronta il problema di i-
dentificare ’ambito a cui si applica una ne-
gazione o un’espressione dubitativa nel testo
di un referto medico. Si propone un algorit-
mo di apprendimento automatico, che analiz-
za l’albero di parsing di ogni frase. Dato un
indizio di negazione/ipotesi, l’algoritmo cer-
ca di estendere il confine dell’ambito sia a
destra che a sinistra, attraversando I’albero
di parsing. Riportiamo infine i risultati di e-
sperimenti con l’algoritmo effettuati usando
il corpus Bioscope.

1 Introduction

Clinical notes are a vast potential source of in-
formation for healthcare systems, from whose
analysis valuable data can be extracted for clini-
cal data mining tasks, for example confirming or
rejecting a diagnosis, predicting drug risks or
estimating the effectiveness of treatments. Clini-
cal notes are written in informal natural lan-
guage, where, besides annotating evidence col-
lected during a patient visit, physician report his-
torical facts about the patient and suggested or
discarded hypothesis. Annotations about dis-
missed hypotheses or evidence about the absence
of a phenomenon are particularly abundant in
these notes and should be recognized as such in
order to avoid misleading conclusions. A stan-
dard keyword based search engine might for ex-
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ample return many irrelevant documents where a
certain symptom is mentioned but it does not
affect the patient.

Medical records are currently analysed by
clinical experts, who read and annotate them
manually. In some countries like Spain, it has
become mandatory by law for all medical re-
cords to be annotated with the mentions of any
relevant reported fact, associated with their offi-
cial ICD9 code. To assign the right ICD9 code, it
is of critical importance to recognize the kind of
context of each mention: assertive, negative or
speculative. In the BioScope corpus, a collection
of bio-medical text, one out of eight sentences
indeed contains negations (Vincze et al. (2008)).

In order to automate the process of annotation
of clinical notes, the following steps can be en-
visaged:

1. recognition of medical entities, by exploit-
ing techniques of named entity (NE);

2. normalization and association to a unique
official concept identifier to their key ter-
minology from UMLS metathesaurus (O.
Bodenreider, 2004);

3. detection of negative or speculative scope.

NE recognition and normalization steps can be
performed by relying on shallow analysis of texts
(for an exhaustive and updated overview of the
state of the art, see Pradhan et al. (2014)). The
identification of negative or speculative scope,
instead, cannot just rely on such simple text an-
alysis techniques, and would require identifying
relations between parts, by means of a deeper
syntactic-semantic analysis of sentences.

This work presents a novel algorithm that
learns to determine the boundaries of negative
and speculative scopes, by navigating the parse
tree of a sentence and by exploiting machine
learning techniques that rely on features ex-
tracted from the analysis of the parse tree.

2 Related Work

Negation and uncertainty detection are hard is-
sues for NLP techniques and are receiving in-



creasing attention in recent years. For the detec-
tion of negative and speculative scope, both rule-
based approaches and machine learning ap-
proaches have been proposed.

Harkema et al. (2010) propose a rule-based al-
gorithm for identifying trigger terms indicating
whether a clinical condition is negated or
deemed possible, and for determining which text
falls within the scope of those terms. They use an
extended cue lexicon of medical conditions
(Chapman et al., 2013). They perform their an-
alysis for English as well as for low resources
languages, i.e., Swedish. Their experiments show
that lexical cues and contextual features are quite
relevant for relation extraction i.e., negation and
temporal status from clinical reports.

Morante et al. (2008) explored machine-
learning techniques for scope detection. Their
system consists of two classifiers, one that de-
cides which tokens in a sentence are negation
signals, and another that finds the full scope of
these negation signals. On the Bioscope corpus,
the first classifier achieves an F1 score of
94.40% and the second 80.99%.

Also Diaz et al. (2012) propose a two-stage
approach: first, a binary classifier decides
whether each token in a sentence is a nega-
tion/speculation signal or not. A second classifier
is trained to determine, at the sentence level,
which tokens are affected by the signals previ-
ously identified. The system was trained and ev-
aluated on the clinical texts of the BioScope cor-
pus. In the signal detection task, the classifier
achieved an F1 score of 97.3% in negation re-
cognition and 94.9% in speculation recognition.
In the scope detection task, a token was correctly
classified if it had been properly identified as
being inside or outside the scope of all the nega-
tion signals present in the sentence. They
achieved an F1 score of 93.2% in negation and
80.9% in speculation scope detection.

Sohn et al. (2012) developed hand crafted

rules representing subtrees of dependency pars-
ers of negated sentences and showed that they
were effective on a dataset from their institution.
Zou et al. (2015) developed a system for de-
tecting negation in clinical narratives, based on
dependency parse trees. The process involves a
first step of negative cue identification that ex-
ploits a binary classifier. The second step instead
analyses the parse tree of each sentence and tries
to identify possible candidates for a negative
scope extracted with a heuristics: starting from a
cue, all ancestors of the cue are considered, from
which both the full subtree rooted in the ancestor
and the list of its children are considered as can-
didates. A classifier is then trained to recognize
whether any of these candidates falls within the
scope of the cue. The system was trained on a
Chinese corpus manually annotated including
scientific literature and financial articles. At pre-
diction time, besides the classifier, also a set of
rules based on a suitable lexicon is used to filter
the candidates and to assign them to the scope of
a cue. Since the classifier operates independently
on each candidate, it may happen that a set of
discontiguous candidates is selected. A final
clean up step is hence applied to combine them.
This system achieved an F1 score below 60%.

3 Negation and speculation detection

For the cue negation/speculation detection, we
apply a sequence tagger classifier that recognizes
phrases annotated with negation and speculation
tags. The cui exploits morphological features,
attribute and dictionary features.

For scope detection, we implemented a novel
algorithm that explores the parse tree of the sen-
tence, as detailed in the following.

3.1  Scope Detection

For identifying negative/speculative contexts in
clinical reports, we exploit information from the

ROOT
ADV
P
VI | ettt
PMOD P -
AMOD PMOD NMOD | LOC NMOD VC 1
O 2 e T 111 I

Consistent with regulations Zno
JJ IN NNS DT

change

NN

level was observed:

NN VBD VBN <

In protein

IN NN

Figure 0. Example of parse tree with a negative scope.

15



parse tree of sentences. Our approach is however
different from the one by Zou et al. (2015),
which has the drawback, as mentioned earlier, of
operating independently on subtrees and hence it
requires an extra filtering step to recombine the
candidates and to exclude poor ones according to
lexical knowledge.

Our approach assumes that scopes are con-
tiguous and they contain the cue. Hence, instead
of assembling candidates independently of each
other, our process starts from a cue and tries to
expand it as far as possible with contiguous sub-
trees either towards the left or towards the right.

In the description of the algorithm, we will use
the following definitions.

Definition. Scope adjacency order is a partial
order such that, for two nodes x, y of a parse
tree, x <y iff x and y are consecutive children of
the same parent, or x is the last left child of y or
y is the first right child of x.

Definition. Right adjacency list. Given a word w;
in a parse tree, the right adjacency list of w;
(RAL(w;)) consists of the union of RA = {w; | w;
< w;} plus RAL(y) where y is the node in RA with
the largest index.

Definition. Left adjacency list. Symmetrical of
Left adjacency list.

The algorithm for computing the scope S of a cue
token at position ¢ in the sentence, exploits the
definitions of RAL and LAL and is described be-
low.
Algorithm.
1. S={w.}
2. for w;in LAL(w,.) sorted by reverse index
if w; belongs to the scope,
S=SU{wmi <k<c}
otherwise proceed to next step.
3. forw;in RAL(w,) sorted by index
if w; belongs to the scope,
S=SU{wdc<k<i}
Otherwise stop.

In essence, the algorithm moves first towards the
left as far as possible, and whenever it adds a
node in step 2, it also adds all its right children,
in order to ensure that the scope remains con-
tiguous. It then repeats the same process towards
the right.

Lemma. Assuming that the parse tree of the sen-
tence is non-projective, the algorithm produces a
scope S consisting of consecutive tokens of the
sentence.
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The proof descends from the properties of non-
projective trees.

The decision on whether a candidate belongs
to a scope is entrusted to a binary classifier
which is trained on the corpus, using features
from the nodes in the context of the candidate.

These are nodes selected from the parse tree.
In particular, there will be two cases to consider,
depending on the current step of the algorithm.
For example, in step 2 the nodes considered are
illustrated in Figure 1.

/C
DS \ 0 Isc

Figure 1. Isc is the leftmost child of ¢ within the current
scope, ps is its left sibling, psrd is the rightmost de-
scendant of ps.

psrd

Below we show which nodes are considered for
feature extraction in step 3:

p
rpc c
rped

Figure 2. c is the leftmost child of p, rpc is its right-
most child of p, rpcd is the rightmost descendant of rpc

The features extracted from these tokens are:
form, lemma, POS, dependency relation type of
the candidate node ¢, the cue node, rpcd and
psrd; the distance between node ¢ and the cue
node; the number of nodes in the current scope;
if there are other cues in the subtree of node c;
the dependency relation types of the children of
node c¢; whether the nodes psrd and rpcd are
within the scope; the part of speech, form, lemma
and dependency relation types of Isc and rpc.

We illustrate which nodes the algorithm would
visit, on the parse tree of Figure 0. The negative
cue is given by the token “no”, marked in grey in
the figure. Initially S = {no}, and LAL(no) =
{Cconsistent, ,}, while RAL(no) = {change, in,
level, was, observed, . }. The word with largest
index in LAL is “,” it is not within the scope,
hence S stays the same and we proceed to step 3.
The token with smallest index in RAL is
“change”, which is part of the scope, hence S =
{no, change}. The next token is “in”, which
also gets added to S, becoming S = {no, change,
in}. The next token is “level”, which is part of
the scope: it is added to the scope as well as all



tokens preceding it (“protein”), obtaining {no,
change, in, protein, level}. The next two
tokens are also added and the algorithm termi-
nates when reaching the final dot, which is not
part of the scope, producing S = {no, change,
in, protein, level, was, observed}.

Lemma. The algorithm always terminates with a
contiguous sequence of tokens in S that include
the cue.

Notice that differently from (Zou et al. (2015)),
our algorithm may produce a scope that is not
made of complete subtrees of nodes.

3.2  Experiments

We report an experimental evaluation of our ap-
proach on the BioScope corpus, where, accord-
ing to Szarvas et al. (2008), the speculative or
negative cue is always part of the scope.

We pre-processed a subset of the corpus for a
total of 17.766 sentences, with the Tanl pipeline
(Attardi et al., 2009a), then we splitted it into
train, development and test sets of respectively
11.370, 2.842 and 3.554 sentences.

In order to prepare the training corpus, the
BioScope corpus was pre-processed as follows.
We applied the Tanl linguistic pipeline in order
to split the documents into sentences and to per-
form tokenization according to the Penn Tree-
bank (Taylor et al., 2003) conventions. Then
POS tagging was performed and finally depend-
ency parsing with the Desr parser (Attardi, 2006)
trained on the GENIA Corpus (Kim et al. 2003).

The annotations from BioScope were inte-
grated back into the pre-processed format using
an 10B notation (Speranza, 2009). In particular,
two extra columns were added to the CoNLL-X
file format. One column for representing nega-
tive or speculative cues, using tags NEG and
SPEC along with a cue id. One other column for
the scope, containing the id of the cue it refers to,
or ‘ ’ if the token is not within a scope. If a to-
ken is part of more then one scope, the id of the
cue of each scope is listed, separated by comma.

Here is an example of annotated sentence:

ID FORM CUE SCOPES
1 The o _
2 results o _
3 indicate B-SPEC 3
4 that I-SPEC 3
5 expression O 3
6 of (o] 3
7 these (o] 3
8 genes 0 3
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9 could B-SPEC 3, 9

10 contribute O 3, 9

11 to [0} 3, 9

12 nuclear [0} 3, 9

13 signaling (o] 3, 9

15 mechanisms O 3, 9
where “could contribute to nuclear sig-

naling mechanisms” is a nested scope within

“indicate that expression of these genes
could contribute to nuclear signaling

whose cues are respectively
“could” and “indicate that”.

. 2
mechanisms’,

For the cue detection task, we experimented with

three classifiers:

1. a linear SVM classifier implemented using
the libLinear library (Fan et al. 2008)

2. Tanl NER (Attardi et al., 2009b), a statistical
sequence labeller that implements a Condi-
tional Markov Model.

3. deepNL (Attardi, 2015) is a Python library

for Natural Language Processing tasks based
on a Deep Learning neural network architec-
ture. DeepNL also provides code for creating
word embeddings from text using either the
Language Model approach by Collobert et al.
(2011) or Hellinger PCA, as in (Lebret et al.,
2014).
The features provided to classifiers 1) and 2) in-
cluded morphological features, lexical features
(i.e. part of speech, form, lemma of the token and
its neighbours), and a gazetteer consisting of all
the cue words present in the training set.

The solution based on DeepNL reduces the
burden of feature selection since it uses word
embeddings as features, which can be learned
through unsupervised techniques from plain text;
in the experiments, we exploited the word em-
bedding from Collobert et al. (2011). Besides
word embeddings, also discrete features are
used: suffixes, capitalization, Part of speech and
presence in a gazetteer extracted from the train-
ing set.

The best results achieved on the test set, with
the above mentioned classifier, are reported in
Table 1.

Precision | Recall F1
LibLinear | 88.82% 90.46% | 89.63%
Tanl NER | 91.15% | 90.31% | 90.73%
DeepNL 88.31% 90.69% | 89.49%

Table 1. Negation/Speculation cue detection results.

The classifier, used in the algorithm of scope
detection for deciding whether a candidate be-



longs to a scope or not, is a binary classifier, im-
plemented using libLinear.

The performance of the scope detection algo-
rithm is measured also in terms of Percentage of
Correct Scopes (PCS), a measure that considers a
predicted scope correct if it matches exactly the
correct scope. Precision/Recall are more tolerant
measures since they count each correct token
individually.

The results achieved on our test set from the
BioScope corpus are reported in Table 2.

Precision | Recall | F1 PCS
78.57% | 79.16% | 78.87% | 54.23%
Table 2. Negation/Speculation Scope detection results

We evaluated the performance of our algorithm
also on the dataset from the CoNLL 2010 task 2
and we report the results in Table 3, compared
with the best results achieved at the challenge
(Morante et al. 2010).

Precision | Recall F1
Morante et al. | 59.62% 55.18% | 57.32%
Our system 61.35% 63.68% | 62.49%

Table 3. Speculation scope detection

We can note a significant improvement in Recall, that
leads also to an relevant improvement in F1.

4 Conclusions

We have described a two-step approach to specu-
lation and negation detection. The scope detec-
tion step exploits the structure of sentences as
represented by its dependency parse tree. The
novelty with respect to previous approaches also
exploiting dependency parses is that the tree is
used as a guide in the choice of how to extend
the current scope. This avoids producing spuri-
ous scopes, for example discontiguous ones. The
algorithm also may gather partial subtrees of the
parse. This provides more resilience and flexi-
bility. The accuracy of the algorithm of course
depends on the accuracy of the dependency
parser, both in the production of the training cor-
pus and in the analysis. We used a fast transition-
based dependency parser trained on the Genia
corpus, which turned out to be adequate for the
task. Indeed in experiments on the BioScope
corpus the algorithm achieved accuracy scores
above the state of the art.
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Abstract

English. Distributional Semantic Models
(DSM) that represent words as vectors of
weights over a high dimensional feature
space have proved very effective in rep-
resenting semantic or syntactic word sim-
ilarity. For certain tasks however it is im-
portant to represent contrasting aspects
such as polarity, opposite senses or idio-
matic use of words. We present a method
for computing discriminative word em-
beddings can be used in sentiment classi-
fication or any other task where one
needs to discriminate between con-
trasting semantic aspects. We present an
experiment in the identification of reports
on natural disasters in tweets by means of
these embeddings.

Italiano. I Distributional Semantic Mo-
del (DSM) rappresentano le parole come
vettori di pesi in uno spazio di feature ad
alte dimensioni, e si sono dimostrati mol-
to efficaci nel rappresentare la similarita
semantica o sintattica tra parole. Per
certi compiti pero ¢ importante rappre-
sentare aspetti contrastanti come la pola-
rita, significati opposti o parole usate
con significato idiomatico. Presentiamo
un metodo per calcolare dei word em-
bedding discriminativi che possono esse-
re usati nella sentiment classification o
per qualunque altro compito dove vi sia
necessita di discriminare tra aspetti se-
mantici contrastanti. Presentiamo un
esperimento sull'identificazione di tweet
relativi a calamita naturali utilizzando
questi embedding.
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1 Introduction

Distributional Semantic Models (DSM) that rep-
resent words as vectors of weights over a high
dimensional feature space (Hinton et al., 1986),
have proved very effective in representing se-
mantic or syntactic aspects of lexicon. Incorpo-
rating such representations has allowed improv-
ing many natural language tasks. They also re-
duce the burden of feature selection since these
models can be learned through unsupervised
techniques from plain text.

Deep learning algorithms for NLP tasks ex-
ploit distributional representation of words. In
tagging applications such as POS tagging, NER
tagging and Semantic Role Labeling (SRL), this
has proved quite effective in reaching state of art
accuracy and reducing reliance on manually en-
gineered feature selection (Collobert & Weston,
2008).

Word embeddings have been exploited also in
constituency parsing (Collobert, 2011) and de-
pendency parsing (Chen & Manning, 2014).
Blanco et al. (2015) exploit word embeddings for
identifying entities in web search queries.

Traditional embeddings are created from large
collections of unannotated documents through
unsupervised learning, for example building a
neural language model (Collobert et al. 2011;
Mikolov et al. 2013) or through Hellinger PCA
(Lebrét and Collobert, 2013). These embeddings
are suitable to represent syntactic similarity,
which can be measured through the Euclidean
distance in the embeddings space. They are not
appropriate though to represent semantic dissimi-
larity, since for example antonyms end up at
close distance in the embeddings space

In this paper we explore a technique for build-
ing discriminative word embeddings, which in-
corporate semantic aspects that are not directly



obtainable from textual collocations. In particu-
lar, such embedding can be useful in sentiment
classification in order to learn vector representa-
tions where words of opposite polarity are distant
from each other.

2 Building Word Embeddings

Word embeddings provide a low dimensional
dense vector space representation for words,
where values in each dimension may represent
syntactic or semantic properties.

For creating the embeddings, we used
DeepNL', a library for building NLP applica-
tions based on a deep learning architecture.
DeepNL provides two methods for building em-
beddings, one is based on the use of a neural lan-
guage model, as proposed by Collobert et al.
(2011) and one based on a spectral method as
proposed by Lebret and Collobert (2013).

The neural language method can be hard to
train and the process is often quite time consum-
ing, since several iterations are required over the
whole training set. Some researcher provide pre-
computed embeddings for English”.

Mikolov et al. (2013) developed an alternative
solution for computing word embeddings, which
significantly reduces the computational costs and
can also exploit concurrency trough the Asyn-
chronous Stochastic Gradient Descent algorithm.
An optimistic approach to matrix updates is also
exploited to avoid synchronization costs.

The authors published single-machine multi-
threaded C++ code for computing the word vec-
tors’. A reimplementation of the algorithm in
Python, but with core computations in C, is in-
cluded in the Genism library (Rehiiek and
Sojka, 2010)

Lebret and Collobert (2013) have shown that
embeddings can be efficiently computed from
word co-occurrence counts, applying Principal
Component Analysis (PCA) to reduce dimen-
sionality while optimizing the Hellinger similari-
ty distance.

Levy and Goldberg (2014) have shown simi-
larly that the skip-gram model by Mikolov et al.
(2013) can be interpreted as implicitly factoriz-
ing a word-context matrix, whose values are the
pointwise mutual information (PMI) of the re-

! https://github.com/attardi/deepnl

2 http://ronan.collobert.com/senna/,
http://metaoptimize.com/projects/wordreprs/,
http://www.fit.vutbr.cz/~imikolov/rnnlm/,
http://ai.stanford.edu/"ehhuang/

3 https://code.google.com/p/word2vec
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spective word and context pairs, shifted by a
global constant.

2.1 Discriminative Word Embeddings

For certain tasks, as for example sentiment anal-
ysis, semantic similarity is not appropriate, since
antonyms end up at close distance in the embed-
dings space. One needs to learn a vector repre-
sentation where words of opposite polarity are
distant.

Tang et al. (2013) propose an approach for
learning sentiment specific word embeddings, by
incorporating supervised knowledge of polarity
in the loss function of the learning algorithm.
The original hinge loss function in the algorithm
by Collobert et al. (2011) is:

Low(x, x°) = max(0, 1 - f(x) + £,(x))

where x is an ngram and x° is the same ngram
corrupted by changing the target word with a
randomly chosen one, £;(- ) is the feature function
computed by the neural network with parameters
0. The sentiment specific network outputs a vec-
tor of two dimensions, one for modeling the ge-
neric syntactic/semantic aspects of words and the
second for modeling polarity.

A second loss function is introduced as objec-
tive for minimization:

Lgs(x, x°) = max(0, 1 = 8,(x) f{x)1 + 85(x) fi(x)1)

where the subscript in fi(x); refers to the second
element of the vector and d,(x) is an indicator
function reflecting the sentiment polarity of a
sentence, whose value is 1 if the sentiment polar-
ity of x is positive and -1 if it is negative.

The overall hinge loss is a linear combination
of the two:

L(x, x) = o Leplx, x°) + (1 — a) Lss(x, x°)

Generalizing the approach to discriminative
word embeddings entails replacing the loss func-
tion L, with a one-vs-all hinge loss function:

Ln(x, 1) = max (0,1 + max(f (x)e = f(x)y))

where ¢ is the index of the correct class.

The DeepNL library provides a training algo-
rithm for discriminative word embedding that
performs gradient descent using an adaptive
learning rate according to the AdaGrad method.
The algorithm requires a training set consisting
of documents annotated with their discriminative
value, for example a corpus of tweets with their
sentiment polarity, or in general documents with



multiple class tags. The algorithm builds embed-
dings for both unigrams and ngrams at the same
time, by performing variations on a training sen-
tence replacing not just a single word, but a se-
quence of words with either another word or an-
other ngram.

3 Deep Learning Architecture

The Deep Learning architecture used for training
discriminative word embeddings consists of the
following layers:

1. Lookup layer: extracts the embedding
vector associated to each token

2. Linear layer

3. Activation layer: using the hardtanh
function

4. Linear layer

5. Hinge loss layer

4 Experiments

We tested the use of discriminative word embed-
dings in the task of social sensing, i.e. of detect-
ing specific signals from social media. In particu-
lar we explored the ability to monitor and alert
about emergencies caused by natural disasters.
We explored the corpus of Social Sensing®,
which consist of 5,642 tweets about natural cata-
strophic events like earthquakes or floods. To
obtain a balanced training set, we combined this
corpus with a set of generic tweets, consisting of
23,507 tweets. The combined corpus, consisting
of 29,149 tweets, was randomly split into a train-
ing, development and test set consisting respec-
tively of 23,850, 2,649 and 2,650 tweets.

4.1 Lexicon

Most sentiment analysis systems exploit a spe-
cialized lexicon (Rosenthal et al, 2014; Rosen-
thal et al, 2015). We built a lexicon of words re-
lated or indicative of disasters, by using the Ital-
ian Word Embeddings interface’. Starting from a
seed set of few specialized words we produced a
lexicon of 292 words (including words with a
hashtag).

4.2  Classifier

For detecting tweets reporting about natural dis-
asters, we exploit an SVM classifier, which uses
as continuous features the word embeddings cre-
ated from the text of the Italian Wikipedia. Addi-

* http://socialsensing.it/en/datasets
> http://tanl.di.unipi.it/embeddings/
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tionally a set of discrete features is used, similar
to those used in the top scoring system in the task
10 of SemEval 2014 on Sentiment Analysis in
Twitter (Mohammad et al., 2014). These features
are summarized in the following table:

Type Description
allcaps | feature telling whether a word is all in
uppercase
EmoPos | Presence of a positive emoticon
EmoNeg | Presence of a negative emoticon
Elongated | Presence of an elongated word
Lexicon | Number of word present in a lexicon
count
Lexicon | Lowest score of word in lexicon
min
Lexicon | Score of the last word present in lexi-
last | con
Lexicon | Sum of the scores of words present in
sum | lexicon
Negation | Count of negative words
Elongated | Count of multiple punctuations (e.g.
punct | “111”)
Ngrams | Ngrams of length 2-4
4.3 Results

We created generic word embeddings on the
corpus consisting of the plain text extracted from
the [Italian Wikipedia, for a total of
1,096,243,235 tokens, 4,456,972 distinct.

We selected the 100,000 most frequent words
and we created word embeddings for them, with
a space dimension of 64.

The table below shows the results obtained
with the discriminative word embeddings com-
pared to a baseline obtained with the same classi-
fier using the generic embeddings.

Preci- Re-

Data System . F1
sion call
Develop baseline 8591  72.66 78.73
Develop DE 87.08 76.37 81.37
Test baseline 86.87 70.96 78.11
Test DE 85.94  75.05 80.12

The results show a significant improvement in
recall with respect to the baseline, which leads to
over a 2-point improvement in F1.

4.4 Related Work

Social sensing research is a rapidly growing
field; however, it is difficult to compare our
work with others since the data sets used are dif-
ferent.

The only experiment performed on the same
data set, is described in (Cresci et al., 2015),
which focuses on distinguishing whether damage



was reported, rather than just reportig a disaster.
Sixteen experiments were carried out, using four
subsets of the corpus for training, corresponding
to four disaster events, and testing on either dif-
ferent events (cross-event) or same/different dis-
aster types (in-domain, out-domain). F1 scores in
detecting non relevant tweets ranged between
19% and 28% for cross-event and out-domain
and reached 73% for in-domain in one of the in-
domain tests.

5 Conclusions

We have presented the notion of discriminative
word embeddings that were designed to cope
with semantic dissimilarity in tasks like senti-
ment analysis or multiclass classification.

As an example of the effectiveness of this type
of embeddings in other applications, we have
explored their use in detecting tweets reporting
alerts or notices about natural disasters.

Our approach consisted in using a classifier
trained on a corpus of annotated tweets, using
discriminative embeddings as features, instead of
the typical manually crafted features or diction-
naries employed in tweet classification tasks as
sentiment analysis.

In the future, we plan to explore the use a con-
volutional network classifier, also provided by
DeepNL, without any additional features, as
Severyn and Moschitti (2015) have done for the
SemEval 2015 task on Sentiment Analysis in
Twitter.
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Abstract

English. We highlight the main changes
recently undergone by the Italian De-
pendency Treebank in the transition to an
extended and revised edition, compliant
with the annotation schema of Universal
Dependencies. We explore how these
changes affect the accuracy of dependen-
cy parsers, performing comparative tests
on various versions of the treebank. De-
spite significant changes in the annota-
tion style, statistical parsers seem to cope
well and mostly improve.

Italiano. [llustriamo i principali cam-
biamenti effettuati sulla treebank a di-
pendenze per [italiano nel passaggio a
una versione estesa e rivista secondo lo
stile di annotazione delle Universal De-
pendencies. Esploriamo come questi
cambiamenti influenzano [’accuratezza
dei parser a dipendenze, eseguendo test
comparativi su diverse versioni della
treebank. Nonostante i cambiamenti rile-
vanti nello stile di annotazione, i parser
statistici sono in grado di adeguarsi e
migliorare in accuratezza.

1 Introduction

Universal Dependencies (UD) is a recent initia-
tive to develop cross-linguistically consistent
treebank annotations for several languages that
aims to facilitate multilingual parser develop-
ment and cross-language parsing (Nivre, 2015).
An Italian corpus annotated according to the UD
annotation scheme was recently released, as part
of version 1.1 of the UD guidelines and re-
sources. The UD-it v1.1 Italian treebank is the

result of conversion from the ISDT (Italian Stan-
ford Dependency Treebank), released for the
shared task on dependency parsing of Evalita-
2014 (Bosco et al., 2013 and 2014). ISDT is a
resource annotated according to the Stanford de-
pendencies scheme (de Marneffe et al. 2008,
2013a, 2013b), obtained through a semi-
automatic conversion process starting from
MIDT (the Merged Italian Dependency Tree-
bank) (Bosco, Montemagni, Simi, 2012 and
2014). MIDT in turn was obtained by merging
two existing Italian treebanks, differing both in
corpus composition and adopted annotation
schemes: TUT, the Turin University Treebank
(Bosco et al. 2000), and ISST-TANL, first re-
leased as ISST-CoNLL for the CoNLL-2007
shared task (Montemagni and Simi, 2007).

UD can be considered as an evolution of the
Stanford Dependencies into a multi-language
framework and introduce significant annotation
style novelties (deMarneffe et al., 2014). The
UD schema is still evolving with many critical
issues still under discussion, hence it is worth-
while to explore the impact of the proposed
standard on parser performance, for example to
assess whether alternative annotation choices
might make parsing easier for statistically trained
parsers.

For Italian we are in the position to compare
results obtained in the Evalita 2014 DP parsing
tasks with the performance of state-of-the-art
parsers on UD, since both treebanks share a large
subset of sentences.

Moreover, since UD is a larger resource than
ISDT, we can also evaluate the impact of in-
creasing the training set size on parser perfor-
mance.

Our aim is to verify how differences in anno-
tation schemes and in the corresponding training
resources affect the accuracy of individual state-
of-the-art parsers. Parser combinations, either
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stacking or voting, can be quite effective in im-
proving accuracy of individual parsers, as proved
in the Evalita 2014 shared task and confirmed by
our own experiments also on the UD. However
our focus here lies in exploring the most effec-
tive single parser techniques for UD with respect
to both accuracy and efficiency.

2  From ISDT to UD-it

In this section we highlight the changes in anno-
tation guidelines and corpus composition be-
tween ISDT and UD-it.

2.1 Differences in annotation guidelines

The evolution of the Stanford Dependencies into
a multi-language framework introduces two ma-
jor changes (deMarneffe et al., 2014), concern-
ing: (i) the treatment of copulas and (ii) the
treatment of prepositions with case marking.

SD already recommended a treatment of the
copula “to be” (“essere” in Italian) as dependent
of a lexical predicate. In UD this becomes pre-
scriptive and is motivated by the fact that many
languages often lack an overt copula. This entails
that the predicate complement is linked directly
to its subject argument and the copula becomes a
dependent of the predicate.

The second major change is the decision to
fully adhere to the design principle of directly
linking content words, and to abandon treating
prepositions as a mediator between a modified
word and its object: prepositions (but also other
case-marking elements) are treated as dependents
of the noun with specific case or mar