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Abstract: During reach-to-grasp movements, the hand is gradually molded to conform to 

the size and shape of the object to be grasped. Yet the ability to glean information about 

object properties by observing grasping movements is poorly understood. In this study, 

we capitalized on the effect of object size to investigate the ability to discriminate the size 

of an invisible object from movement kinematics. The study consisted of 2 phases. In the 

first action execution phase, to assess grip scaling, we recorded and analyzed reach-to-

grasp movements performed toward differently sized objects. In the second action 

observation phase, video clips of the corresponding movements were presented to 

participants in a two-alternative forced-choice task. To probe discrimination performance 

over time, videos were edited to provide selective vision of different periods from 2 

viewpoints. Separate analyses were conducted to determine how the participants’ ability 

to discriminate between stimulus alternatives (Type I sensitivity) and their metacognitive 

ability to discriminate between correct and incorrect responses (Type II sensitivity) varied 

over time and viewpoint. We found that as early as 80 ms after movement onset, 

participants were able to discriminate object size from the observation of grasping 

movements delivered from the lateral viewpoint. For both viewpoints, information pickup 

closely matched the evolution of the hand’s kinematics, reaching an almost perfect 

performance well before the fingers made contact with the object (60% of movement 

duration). These findings suggest that observers are able to decode object size from 

kinematic sources specified early on in the movement. 

 

Keywords: action prediction, reach-to-grasp, kinematics, time course, object size.  
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Grasping movements are necessarily constrained by the intrinsic properties of the 

object, such as its size and shape. Interestingly, although some kinematic 

parameters, such as wrist height, conform only gradually to the geometry of the 

object, others are fully specified early on in the movement (Ansuini et al., 2015; 

Danckert, Sharif, Haffenden, Schiff, & Goodale, 2002; Ganel, Freud, Chajut, & 

Algom, 2012; Glover & Dixon, 2002; Holmes, Mulla, Binsted, & Heath, 2011; 

Santello & Soechting, 1998). For example, wrist velocity discriminates small and 

large objects at 10% of movement duration. Similarly, grip aperture, which is 

scaled in flight to conform to the size and shape of the target (Jeannerod, 1984), 

already discriminates object size at 10% of movement duration (e.g., Ansuini et 

al., 2015; Holmes et al., 2011). This raises the question of whether, during the 

observation of object-directed actions, observers may use kinematic information 

to anticipate the intrinsic properties of objects well before the fingers make contact 

with the object surface. 

In rich and changing environments, our actions and those of others are often 

partly obscured from view. Yet even if the final part of the action is not visible, 

observers are in many cases still able to predict the goal object of an actor’s reach 

(e.g., Southgate, Johnson, El Karoui, & Csibra, 2010; Umiltà et al., 2001). Imagine 

observing an agent walking toward you and picking up something on the ground. 

What is he up to do? Does he pick up a rock or a nut? Quick discrimination of the 

object goal would be highly advantageous for understanding others’ intention and 

reacting appropriately. 

In this study, we examined the possibility that advance information gleaned from 

the observation of the earliest phases of a grasping movement can be used to 

discriminate the size of an object occluded from view. Converging evidence 

indicates that observers are able to extract object size information from the 

observation of grasping movements (Ambrosini, Costantini, & Sinigaglia, 2011; 

Campanella, Sandini, & Morrone, 2011). For example, visual kinematics 

contributes to calibration of the visual sense of size when grasping movements 

are displayed from an egocentric perspective (Campanella et al., 2011). How 

rapidly object information is gleaned from the observation of others’ movements, 

however, is unclear. 

To determine the timing of object information pickup, we need to know (a) “when” 

diverse aspects of the movement are specified, that is, when kinematics 
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discriminate correctly the properties of the target; and (b) the time courses at 

which diverse kinematics parameters evolve. Unfortunately, in action observation 

studies, kinematics data are most often estimated based on video displays rather 

than quantitatively assessed within the same study (e.g., Ambrosini et al., 2011; 

Ambrosini, Pezzulo, & Costantini, 2015; Thioux & Keysers, 2015). Ambrosini et al. 

(2011), for example, recorded eye movements while participants observed an 

actor reaching for and grasping either a small or a large object. In a control 

condition, the actor merely reached for and touched one of the two objects with 

his close fist, that is, without preshaping to the target features. Results showed 

higher accuracy and earlier saccadic movements when participants observed an 

actual grasp than when they observed a mere touch. For small objects, in 

particular, the gaze proactively reached the object to be grasped about 200 ms 

earlier in the preshape condition than in the no-shape condition. This clearly 

indicates that, as apparent from the video, hand preshaping provided observers 

with enough information to proactively saccade toward the object to be grasped. 

“When” this information was specified in the observed movement kinematics, 

however, cannot be quantified from video display. This limits inferences about how 

quickly observers pick up the detail of the observed manual action in their own 

eye motor program (see also Rotman, Troje, Johansson, & Flanagan, 2006). 

Along similar lines, lack of execution data makes it difficult to determine the time 

at which we would expect observers to be able to judge object properties. 

Ambrosini et al. (2015), for example, using an action observation paradigm 

requiring integration of multiple conflicting sources of evidence (gaze direction, 

arm trajectory, and hand preshaping), report that explicit predictions of the action 

target disregarded kinematic information during the early phases of a grasping 

movement (at 20% and 30% of movement duration) in favor of gaze information. 

The authors assume that this is because, at these earlier time periods, hand 

preshaping did not transmit information about the size of the object to be grasped. 

However, it is also possible that despite the availability of size information in the 

presented stimuli, observers did not have the necessary sensitivity to pick it up 

(Runeson & Frykholm, 1983). Again, lacking an appropriate characterization of 

the observed movement kinematics, it is impossible to determine which of these 

factors — unavailability of stimulus information or lack of attunement — is 

responsible for the reported findings.  
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To overcome these limitations, in the present study, we first quantified the effect 

of object size over time by measuring kinematics during execution of grasping 

movements toward differently sized objects (action execution phase). Next, using 

videos of the same grasping actions, we probed observers’ ability to discriminate 

object size from the observation of grasping movements (action observation 

phase). Participants viewed reach-to-grasp movements toward an occluded object. 

To determine the timing of advance information pickup, that is, how rapidly 

observers were able to predict object size, we manipulated information availability 

by presenting reach-to-grasp movements under different levels of temporal 

occlusion (Abernethy, Zawi, & Jackson, 2008).  

Additionally, we introduced a viewpoint manipulation to investigate whether 

viewpoint affects discriminatory performance. Previous studies investigating 

action observation most often displayed actions from a third-person viewpoint, 

consistent with the detached observation of a movement involving someone else 

(Becchio, Sartori, & Castiello, 2010). During social interaction, however, others’ 

actions may be perceived more commonly from a second person viewpoint, 

consistent with the observation of a movement directed toward oneself (Schilbach, 

2010; Schilbach et al., 2013). To identify commonalities and differences between 

second- and third-person viewpoint in information pickup, we presented grasping 

movements from a frontal view (consistent with second-person viewpoint) and 

from a lateral view (consistent with third-person viewpoint).  

Separate analyses were conducted to determine the participants’ ability to predict 

object size (i.e., to discriminate between stimulus alternatives; Type I sensitivity) 

and their metacognitive ability to monitor their own predictive performance (i.e., 

to discriminate between their own correct and incorrect predictive judgments; 

Type II sensitivity). Metacognition varies across individuals (Fleming, Weil, Nagy, 

Dolan, & Rees, 2010) and can be dissociated from task performance through 

pharmacological (Izaute & Bacon, 2005), neural (Rounis, Maniscalco, Rothwell, 

Passingham, & Lau, 2010), and task-based (Song et al., 2011) manipulations. In 

healthy individuals, however, metacognitive judgments are usually predictive of 

task performance (Fleming & Dolan, 2012). We expected, therefore, that Type II 

sensitivity would scale with Type I sensitivity over time and viewpoint. 

  



 5 

Method 

The study consisted of an action execution phase, aimed at measuring movement 

kinematics and quantifying the availability of stimulus information over time, and 

a subsequent action observation phase, aimed at assessing the ability to 

discriminate object size over time from two different perspectives. A detailed 

description of the methods and results of the action execution phase is provided 

in a previous publication from our laboratory (Ansuini et al., 2015). Here, we only 

briefly describe the most pertinent details. 

 

Action Execution Phase 

To create the stimulus material to be used in the action observation phase, we 

filmed agents performing reach-to-grasp movements toward differently sized 

objects. Specifically, participants (N = 15) were asked to reach toward, grasp, lift, 

and move an object to an area located 50 cm to the left of the object’s initial 

position (i.e., at about 43 cm in front of agent’s midline). The target object was 

either a grapefruit (diameter = about 10 cm; weight = about 354 g; referred to 

as “large object”) or a hazelnut (diameter = about 1.5 cm; weight = about 2 g; 

referred to as “small object”). Participants were requested to grasp the objects at 

a natural speed using their right hand. Each agent performed a total of 60 trials 

in six separate blocks of 10 trials (three blocks of 10 trials for each of the two 

sizes). 

Movements were recorded using a near-infrared camera motion capture system 

(frame rate = 100 Hz; Vicon System) and filmed from a frontal and a lateral 

viewpoint using two digital video cameras (Sony Handy Cam 3-D and Canon 

Alegria, 25 frames/s). In the frontal viewpoint, the video camera was located in 

front of the agent, at about 120 cm from the hand start position. In the lateral 

viewpoint, the video camera was placed at about 120 cm from the hand start 

position with the camera view angle directed perpendicularly to the agent’s midline. 

Video camera position and arrangement were kept constant for the entire duration 

of the study. From both viewpoints, the hand was in full view from the beginning 

up to the end of the movement. 

To assess the availability of stimulus information over time, the following 

kinematic variables were computed: 
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1. Movement duration (ms), defined as the time interval between reach 

onset (i.e., the first time point at which the wrist velocity crossed a 20 mm/s 

threshold and remained above it for longer than 100 ms) and offset (the 

first time at which the wrist velocity dropped below a 20 mm/s threshold); 

2. Wrist velocity (mm/sec), defined as the module of the velocity of the 

wrist marker (indicated as rad in Figure 1a); 

3. Wrist height (mm), defined as the z-component of the wrist marker; 

4. Grip aperture (mm), defined as the distance between the marker 

placed on the thumb tip and that placed on the tip of the index finger (see 

Figure 1a; thu4 and ind3, respectively). 

 

These variables were expressed with respect to the original frame of reference 

(i.e., the frame of reference of the motion capture system, termed as global frame 

of reference; Fglobal). In addition, to provide a better characterization of the hand 

joint movements, we also analyzed kinematics parameters expressed with respect 

to a local frame of reference centered on the hand (i.e., Flocal, Figure 1a; for a 

similar method, see Carpinella, Mazzoleni, Rabuffetti, Thorsen, & Ferrarin, 2006, 

and Carpinella, Jonsdottir, & Ferrarin, 2011).  

Within Flocal, we computed the following variables: 

1. x-, y-, and z-thumb (mm), defined as x-, y-, and z-coordinates for 

the thumb with respect to Flocal; 

2. x-, y-, and z-index (mm), defined as x-, y-, and z-coordinates for the 

index with respect to Flocal; 

3. x-, y-, and z-finger plane, defined as x-, y- and z-components of the 

thumb-index plane, that is, the three-dimensional components of the vector 

that is orthogonal to the plane. 

 

This plane is defined as passing through thu0, ind3, and thu4, with components 

varying between +1 and –1 (please refer to Figure 1a). This variable provides 

information about the abduction and adduction movement of the thumb and index 
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finger irrespective of the effects of wrist rotation and of finger flexion and 

extension. 

In order to allow comparison of hand postures across trials and participants, all 

kinematics variables were expressed with respect to normalized (from 10% to 

100%, at increments of 10%) rather than absolute movement durations (780 ms 

and 745 ms, for small and large objects, respectively). 

ANOVA techniques performed, with Object Size (small vs. large) and Time (10 

levels; from 10% to 100% in 10 steps) as within-subjects factors, revealed that 

although some kinematic features, such as wrist height, showed little modulation 

until 60% of movement duration, other features were specified early on in the 

movement (refer to Table S1 of the online supplemental materials for details). 

Figure 1b shows the evolution of the grip aperture over reaching. Since the very 

beginning of the movement, the grip aperture was greater for large than for small 

objects. Classification analysis based on a support vector machine algorithm 

confirmed that, already at 10% and 20% of movement duration, the predictive 

capability of kinematic features was above chance level (63.14% and 70.49%, 

respectively). Accuracy rates increased as time progressed (95.81% at 50% of 

movement), achieving approximately 100% of accuracy at 60% of the movement 

(accuracy rates ranging from 99.47% at 60% to 99.97% at 100% of movement 

duration). Similarly, we found that F scores - a simplified Fisher criterion, which 

is suitable to estimate the discriminative power of single features as well as of 

group of features (Yang, Chevallier, Wiart, & Bloch, 2014) - gradually increased 

across time intervals (Figure 1c and d). 
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Figure 1. Schematic overview of the results for the movement recording phase. (a) Frontal and lateral views of 

the hand markers (height _ 0.3 cm) model used to characterize kinematics of reach-to-grasp movements toward 

small and large objects. To provide a better characterization of the hand joint movements, in addition to the frame 

of reference of the motion capture system (Fglobal), a local frame of reference centered on the hand was 

established (i.e., Flocal). Flocal had its origin in the ind1 marker, whereas vectors (ind1 – lit1) and (ind1 – rad) 

defined the metacarpal plane of the hand (refer to the colored triangle). In this frame of reference, the x-axis had 

the direction of the vector (ind1 – lit1) and pointed ulnarly; the z-axis was normal to the metacarpal plane, pointing 

dorsally; and the y-axis was calculated as the cross-product of z- and x-axes, pointing distally. (b) Modulation of 

the grip aperture (i.e., the distance between the center of the markers placed on the nail side of the thumb and 

index finger, respectively) over time for the small (blue) and the large (red) objects. Bars represent standard error. 

(c) Graphical representation (heat map) of F scores of kinematics variables. Using kinematic parameters at 

different time points as features for classification analysis, this approach allowed us to classify movements 

depending on the size of the target object. (d) Temporal evolution of the classification accuracy when all the 

kinematics variables taken as a group were used as predictive features for classification algorithm. The dotted line 

represents a chance level of classification accuracy. Adapted from Ansuini et al. (2015). 

 

 

 

Action Observation Phase 

Having assessed the timing at which diverse kinematic parameters evolve, in the 

action observation phase, we set out to determine the time course of advance 

information pickup from the observation of grasping movements delivered from 

lateral and frontal viewpoints. 
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Participants 

Nineteen participants (12 women; Mage = 22, age range = 19–29 years old) took 

part in the experiment. All had normal or corrected-to-normal vision and were 

naive as to the purpose of the experiment. All participants self-reported to be 

right-handed. The experimental procedures were approved by Ethical Committee 

of the University of Torino and were carried out in accordance with the principles 

of the revised Helsinki Declaration (World Medical Association General Assembly, 

2008). Written consent was provided by each participant. 

 

 

Materials 

Stimuli selection. Movements to be included in the observation experiment were 

selected to capture the time course of hand kinematic scaling to object size, that 

is, the relationship between movement kinematics and object size. With this in 

mind, for each participant, we first calculated the average values of each 

kinematics feature for movements toward the small and the large object, 

respectively (please refer to Ansuini et al., 2015, for details). Then, for each 

participant and for each object size, we computed the Euclidian distance between 

the values of all kinematics parameters in each trial and the average value of the 

participant. Then, we selected the two trials that minimized this distance. While 

retaining between-subjects variability, this procedure allowed us to identify the 

two trials that, for each participant and each object size, better approximated the 

average results for the small and the large object, respectively. The final set of 

video stimuli consisted of 60 videos (two movements for each object size for 15 

participants) representative of movements toward the small and the large objects. 

Postprocessing. One hundred twenty unique video clips corresponding to the 

selected movements (60 frontal viewpoint: 30 small object, 30 large object; 60 

lateral viewpoint: 30 small object, 30 large object) were edited using Adobe 

Premiere Pro CS6 (avi format, disabled audio, 25 frames/s). Lateral viewpoint 

stimuli displayed the right arm, forearm, and hand of the agent from a lateral 

viewpoint. Frontal viewpoint stimuli displayed the right arm, forearm, and hand 

and part of the torso (below the shoulders) of the agent from a frontal viewpoint 

(see the online supplemental videos). For both viewpoints, digital video editing 
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was used to produce spatial occlusion of the to-be-grasped object (i.e., grapefruit 

or hazelnut). This was obtained by superimposing a black mask (i.e., a 

semicircular disk) on the target object location (see Figure 2). The size and the 

position of this mask were kept constant across participants. Additionally, to define 

the timing of advance information pickup, reach-to-grasp movements were 

presented for eight levels of temporal occlusion, from 10% up to 80% of 

movement duration in steps of 10%. One potential problem with this procedure is 

that this can lead to spurious correlation (Whitwell & Goodale, 2013). When time 

varies with target size, and is used to standardize a dependent measure of spatial 

position (e.g., grip aperture), comparisons at equivalent points in standardized 

time are comparisons of spatial position at different points in raw time. A 

correlation between grip aperture and target size may therefore simply reflect the 

fact that the duration of the movement is itself correlated with target size 

(Whitwell & Goodale, 2013). To rule out this possibility, we compared movement 

durations for small and large objects for the selected videos. Movement duration 

for small objects (768 ± 16 ms) was not significantly different from movement 

duration for large objects (750 ± 20 ms), t(29) = 1.464, p = .155. This ensures 

that time normalization itself did not introduce a spurious relationship between 

dependent measures of spatial position and object size. 

Each video was edited so to begin at the start of the movement. To ensure that 

movement sequences could be temporally attended, that is, to provide 

participants enough time to focus on movement start, +1, +3, or +5 static frames 

were randomly added at the beginning of all video clips. To equate stimulus 

duration, static frames were added at the end of the videos in a compensatory 

manner (from +1 to +6 static frames). 
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Figure 2. Snapshots of the videos used here as experimental stimuli. Reach-to-grasp movements toward the small 

and the large object in the frontal (upper rows) and the lateral (lower rows) viewpoint are displayed. Movements 

could be occluded at different time points. Here, we show the final frames corresponding to 10%, 20%, 30%, 40%, 

and 80% of movement duration for an exemplar video clip. The double slantwise lines indicate that three time 

intervals were omitted from representation (i.e., 50%, 60%, and 70% of normalized movement duration). Note 

that for display purposes, the frames in the lateral viewpoint are flipped over the vertical midline with respect to 

their original orientation. Videos are available in the online supplemental materials. 

 

 

Procedure 

The experiment was carried out in a dimly lit room. Participants sat in front of a 

17-in. computer screen (1,280 X 800 pixels; refresh rate = 75 Hz; response rate 

= 8 ms) at a viewing distance of 48 cm. At movement onset, from the frontal 

viewpoint, the hand and the mask were presented at a visual angle of 3.9° X 8.4° 

and 7.1° X 11.5°, respectively. From the lateral viewpoint, the visual angle 

subtended by the hand was 5.1° X 6.3°, whereas the angle subtended by the 

mask was 8.5° X 11.7°. Stimuli, timing, and randomization procedures were 

controlled using PsychToolbox script (Brainard, 1997; Pelli, 1997) running in 

MATLAB R2014a (MathWorks, Inc.). A two-alternative forced-choice paradigm 

wasemployed (see Figure 3). Each trial consisted of two intervals: a target interval 

(displaying a movement toward the target object, e.g., the small object) and a 
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nontarget interval (displaying a movement toward the nontarget object, e.g., the 

large object), with a 500-ms fixation cross (white against a black background) in 

between. Participants were asked to decide which of the two intervals displayed a 

movement toward the target object (e.g., “Where was the small object 

presented?”; Task 1; Figure 3). Responses were given by pressing with the index 

fingers one of two keys on a keyboard: a left key (i.e., “A”) when the target 

interval was presented as the first interval, and a right key (i.e., “L”) when the 

target interval was presented as the second interval. Participants were instructed 

to respond as accurately and as fast as possible. The maximum time allowed to 

respond was 2,000 ms. After this time had elapsed, participants were requested 

to rate confidence of their decision on a four-level scale by pressing a key (from 

1 = least confident to 4 = most confident; Task 2; Figure 3). Participants were 

encouraged to use the entire confidence scale. 

 

 
 

Figure 3. Schematic representation of the event sequence during a single experimental trial. Each trial began with 

a red fixation cross that lasted 2,000 ms. Subsequently, first and second intervals displaying reach-to-grasp 

movements were shown, with a 500-ms fixation in between. Note that the snapshots used here as examples of 

first and second intervals correspond to the last frame of videos displaying the 30% of reach-to-grasp movement 

toward the large and the small object, respectively. Participants were then asked to decide which of the two 

intervals displayed a movement toward the object signaled as “Target” (i.e., the small object in the reported 

exemplum) and then to rate the confidence of their decision on a four-level scale. 

 

Stimuli displaying grasping movements from the lateral and frontal viewpoints 

were administered to participants in separate sessions on two consecutive days. 

In each session, participants completed eight blocks of 30 trials: four consecutive 

blocks in which the target interval contained a movement toward the small object, 

and four consecutive blocks in which the target interval contained a movement 

toward the large object. At the beginning of each block, participants were 

instructed about which object to consider as target, with the target interval 

appearing randomly either as the first interval or as the second interval. Each 

block included at least three repetitions of each time point. Half of the participants 
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completed the blocks in which the target was the small object first. Participants 

completed a total of 240 trials for each viewpoint, with eight repetitions of each 

time point. Feedback was provided at end of each block to encourage participants 

to maintain accurate responding (e.g., “Your mean accuracy in this block was 

75%”). 

To familiarize participants with the type of stimuli and the task, at the beginning 

of each experiment, we administered 10 practice trials. The practice trials were 

randomly selected from the main experimental videos. A performance feedback 

was provided at the end of the practice session. On each day, the experimental 

session lasted about 40 min. The order of the sessions was counterbalanced across 

participants. 

 

 

Dependent Measures 

No-response trials (less than 1%) were not analyzed. To compare participants’ 

discrimination performance from the frontal and the lateral viewpoints under the 

different levels of temporal occlusion, RTs, and detection sensitivity were analyzed 

on Task 1. Response times (RTs) were only analyzed for correct responses. The 

proportion of hits (arbitrarily defined as first interval responses when the target 

was in the first interval) and false alarms (arbitrarily defined as first interval 

responses when the target was in the second interval) was calculated for each 

participant for each level of temporal occlusion, separately for stimuli delivered 

from a lateral and frontal viewpoints. From hit and false alarm data, we then 

estimated d’, which provides a criterion-independent measure of detection 

performance (Type I sensitivity; Green & Swets, 1966; Macmillan & Creelman, 

1991). In addition, confidence ratings were used to determine points on the 

receiver operating characteristic (ROC) curve, which plots the hit rate as a function 

of the false alarm rate. Because each response (first interval, second interval) had 

four ratings associated with it, there were eight possible responses for each trial 

(graded from the most confident first interval response to the most confident 

second interval response), resulting in seven points on the ROC curve. The area 

under the curve (AUC) is a measure of sensitivity unaffected by response bias and 

can be interpreted as the proportion of times participants would correctly identify 

the target, if target and nontarget were presented simultaneously (for a similar 
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approach, see Azzopardi & Cowey, 1997; Ricci & Chatterjee, 2004; Tamietto et 

al., 2015; Van den Stock et al., 2014). A diagonal ROC curve, connecting the lower 

left to upper right corners, which coincides with an AUC of 0.5, shows a chance 

level classification score. This curve would be interpreted as the observer having 

50% probability of correctly discriminating movements toward small and large 

objects. On the contrary, a ROC curve on the left upper bound of the diagonal 

encompassing the entire unit square (so that the AUC is 1) indicates a perfect 

positive prediction with no false positives and an optimal decoding score. This 

curve would be interpreted as the observer having a 100% probability of correctly 

discriminating movements toward small and large objects. 

To characterize how well confidence ratings discriminated between participants’ 

own correct and incorrect responses, applying a similar set of principles, we also 

calculated meta-d’, a measure of Type II sensitivity (Maniscalco & Lau, 2012, 

2014). Just as d’ measures the observer’s ability to discriminate between target 

and nontarget stimulus, meta-d’ measures the observer’s ability to discriminate 

between correct and incorrect stimulus classification. Meta-d’ values are calculated 

by estimating Type I parameters that best fit the actual Type II data (generated 

by participants’ confidence ratings), and represent the amount of signal available 

to a subject to perform Type II task. We computed meta-d’ values by fitting each 

participant’s behavioral data using MATLAB code provided by Maniscalco and Lau 

(2012).1 

 

 

Statistical Analyses 

Separate analyses were conducted to evaluate participants’ Type I and Type II 

sensitivity. 

To evaluate the impact of viewpoint on the time course of size discrimination, d’, 

AUC values, and RTs were submitted to separate repeated measures ANOVAs, 

with Time (eight levels, from 10% to 80% in 10% intervals) and Viewpoint (two 

levels: frontal vs. lateral) as within-subjects factors. When a significant effect was 

found, post hoc comparisons were conducted applying Bonferroni’s correction 

                                       
1 The MATLAB code is available at http://www.columbia.edu/~bsm2105/type2sdt/. 
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(alpha level = .05). T tests were also conducted on AUC values at each time 

interval (from 10% to 80%), for each viewpoint (i.e., frontal and lateral), to 

establish whether classification was above the chance/guessing level of 0.5. To 

control the risk of Type I Error, a Bonferroni’s adjustment was used to reset the 

alpha level to .003 based on the number of t-test comparisons completed (.05/16 

comparisons). 

Additionally, to assess metacognitive ability to discriminate between one’s own 

correct and incorrect responses, meta-d’ values were also submitted to a repeated 

measures ANOVA, with Time (eight levels: from 10% to 80% in 10% interval) and 

Viewpoint (two levels: Frontal vs. Lateral) as within-subjects factors. 

 

 

Results 

 

Discrimination Between Stimulus Alternatives 
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Table 1 summarizes the key measures for both the lateral and the frontal 

viewpoint at each time interval. The ANOVA on d’ values yielded a significant main 

effect of time, F(7, 126) = 406.143, p < .001, ηp
2 = .958, with d’ values increasing 

significantly from 10% to 50% of movement duration. From 60% to 80% of 

movement duration, as shown in Figure 4a and in Figure S1a of the online 

supplemental materials, sensitivity was close to ceiling. The effect of time was 

further qualified by a significant Time X Viewpoint interaction, F(7, 126) = 5.842, 

p < .001, ηp
2 = .245, indicating that the ability to discriminate object size across 

progressive occlusions was influenced by the viewpoint. Post hoc comparisons 

revealed that at 10% and 20% of movement duration, discrimination was 

significantly higher for the lateral than for the frontal viewpoint. At 40% and 50% 

of the movement duration, however, the pattern reversed, with d’ being higher 

for the frontal than for the lateral viewpoint. No other differences reached 

statistical significance (.162 < p > .728). The main effect of viewpoint was not 

significant, F(1, 18) = .247, p > .05, ηp
2 = .014. This suggests that the specific 

display information available to participants from the lateral and the frontal two-

dimensional stimuli varied over time. Specifically, it is plausible that at 10% and 

20% of movement duration, early discriminating features such as grip aperture 

were partially occluded in the frontal viewpoint, resulting in an advantage for the 

lateral viewpoint. This advantage for the lateral viewpoint reversed about midway 

into the transport phase, when grip aperture was primarily expressed in terms of 

variations in the fronto-parallel plane, and was therefore best visible from a frontal 

view. 

 

 

 

Figure 4. Results for Type I discrimination sensitivity (d=) and response times (RTs) in the frontal and the lateral 

viewpoints. (a) d=, and (b) RTs in the frontal viewpoint (y-axis) plotted versus d= and RTs obtained in the lateral 

viewpoint (x-axis). Data points to all participants in the sample. 
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A similar pattern of results was obtained from the analysis of AUC values. Although 

the main effect of viewpoint was not significant, F(1, 18) = 1.589, p > .05, ηp
2 

= .081, the ANOVA on AUC yielded a main effect of time, F(7, 126) = 282.073, p 

< .001, ηp
2 = .940, and significant interaction Time X Viewpoint, F(7, 126) = 5.201, 

p < .001, ηp
2 = .224. As for d’, post hoc comparisons indicated an advantage for 

the lateral over the frontal view at 10% and 20% of movement duration (ps < .05). 

This advantage disappeared during movement unfolding (.278 < ps >.771). Figure 

5 depicts AUCs across successive time periods for stimuli in the lateral and frontal 

viewpoints. Critically, AUC values were significantly above chance threshold (0.5) 

at each time interval, for both viewpoints (t18 values ranging from 3.732 to 81.853, 

ps < .003), except for the 10% interval for stimuli delivered in the frontal view 

(t18 = 1.391, p > .05). This indicates that participants were able to predict object 

size from the earliest phases of the movement. 

 

 

Figure 5. Results for the area under receiving operator characteristic (ROC) curve in the frontal and the lateral 

viewpoints. (a) 7-point ROC curves derived from participants’ ratings showing probability of true positive rate 

(hit) versus (false-positive rate) false alarm rates for reach-to-grasp movements presented in the lateral, and (b) 

frontal viewpoint as a function of occlusion time point (from 10% up to 80% of reach-to-grasp movement). The 

discrimination ability increases as the ROC curve moves from the diagonal (dashed line corresponding to 0.5 _ 

random guess performance) toward the left top boundary of the graph (1.0 = perfect performance). 

 

 

The ANOVA on RTs revealed a significant main effect of time, F(7, 126) = 98.275, 

p < .001, ηp
2 = .845, with RTs becoming increasingly faster from 20% to 50% of 

movement duration (see Figure 4b and Figure S1b of the online supplemental 

materials). The main effect of viewpoint was also significant, F(1, 18) = 5.941, p 

< .03, ηp
2  = .248, indicating that, regardless of time interval, participants 

responded faster to movements delivered in the frontal view (M = 591.33 ms, SE 
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= 37.12) than for those delivered in the lateral view (M = 671 ms, SE = 39.04). 

This is apparent in Figure 4b, showing that, at each time epoch, the majority of 

data falls below the diagonal line. No significant Time X Viewpoint interaction was 

found, F(7, 126) = 1.344, p >.05, ηp
2 = .069. 

To control for a speed–accuracy trade-off effect, we computed an inverse 

efficiency score (IES) by dividing, for each condition and each participant, the 

mean correct RTs by the percentage of directionally correct responses, obtaining 

an index of overall performance (e.g., Rach, Diederich, & Colonius, 2011; Thorne, 

2006; see also Townsend & Ashby, 1983). The ANOVA on IES revealed a main 

effect of time, F(7, 126) = 152.090, p < .001, ηp
2 = .894. In particular, it was 

found that from 20% up to 50% of reaching duration, the overall efficiency of the 

discrimination performance improved under the progressive display conditions. 

Neither the main effect of viewpoint, F(1, 18) = 2.157, p > .05, ηp
2 = .107, nor 

the interaction Time X Viewpoint, however, approached significance, F(7, 126) 

= .756, p < .05, ηp
2 = .040. A speed–accuracy trade-off explanation of the present 

results can therefore be excluded. 

 

 

Discrimination Between One’s Own Correct and Incorrect Responses 

This analysis was devoted to determining how well participants discriminated 

between their correct and incorrect responses (meta-d’). The results of the 

analysis are shown in Figure 6. The ANOVA revealed a significant main effect of 

time, F(7, 126) = 48.927, p <.001, ηp
2  = 0.731. In line with predictions, this 

indicates that the ability to discriminate between correct and incorrect responses 

increased across progressive occlusions. Neither the main effect of viewpoint, F(1, 

18) = 0.135, p > .05, ηp
2 = 0.0075, nor the Time X Viewpoint interaction, F(7, 

126) = 1.665, p > .05, ηp
2 = 0.085, were significant. 
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Figure 6. Results for Type II discrimination sensitivity (meta d=) in the frontal and lateral viewpoints. Meta d= 

in the frontal viewpoint (y-axis) plotted versus meta d= in the lateral viewpoint (x-axis). Data refer to all 

participants in the sample. 

 

 

 

 

Discussion 

 

Grasping kinematics provides information useful for judging the size of the to-be-

grasped object (e.g., Ambrosini et al., 2011; Campanella et al., 2011). During 

reaching, however, the hand is molded only gradually to the contours of the object 

to be grasped, and, therefore, it remains unclear whether, during action 

observation, information gleaned from early events in the observed movement 

pattern is sufficient for visual size discrimination. In previous studies, a major 

barrier to the investigation of the time course of size discrimination has been the 

lack of execution data. Ambrosini et al. (2015), for example, report that 

information transmitted by hand shape about object size is only taken into account 

at 40% of movement duration. As the discriminatory capacity of kinematic 

features over time was not assessed, it is not possible to determine whether this 
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was because of the unavailability of size information early on in the movement or, 

rather, because of the lack of attunement to discriminative cues. 

To quantitatively measure the timing of information pickup in absence of such 

confounds, in the present study, we first assessed how hand kinematics of reach-

to-grasp movements toward differently sized objects evolves throughout 

movement duration. Next, we probed observers’ ability to discriminate object size 

under eight different levels of temporal occlusion. We found clear evidence of 

advance information pickup from earlier kinematic events not assessed in previous 

studies. As early as approximately 80 ms after movement onset, participants were 

able to discriminate correctly the size of the to-be-grasped object for movements 

delivered in the lateral view. Inference from kinematics data suggests that this is 

attributable to the specification of grip aperture and wrist velocity, which, for the 

displayed reach-to-grasp movements, were already quite distinct at 10% of 

movement time. From 10% to 50% of movement duration, the capability of 

kinematic features to predict object size increased monotonically, achieving 

approximately 100% of accuracy at 60% of the movement. As shown in Figures 

4a and 6, both Type I sensitivity and Type II sensitivity followed a similar temporal 

evolution, achieving an almost perfect level of performance at about 60% of the 

movement. 

Although the metacognitive ability to discriminate one’s own correct and incorrect 

responses was not influenced by viewpoint, we found a significant interaction of 

Time X Viewpoint for the ability to discriminate object size. This suggests that the 

specific display information available to participants from the lateral and the 

frontal view varied over time, with a reverse of the initial advantage for the lateral 

view about midway into the transport phase, when discriminative features such 

as grip aperture were most visible from a frontal viewpoint. 

Regardless of this viewpoint modulation of Type I sensitivity, however, 

participants were always faster to respond for stimuli delivered in the frontal view 

than in the lateral view, with no evidence for a speed–accuracy trade-off. Several 

possibilities might be considered to account for this finding. 

Actions directed toward oneself (displayed from a second-person perspective) 

actively engage the observer and invite an element of motor response not 

implicated by other-directed actions (consistent with stimuli delivered in a third-



 21 

person perspective; Schilbach et al., 2013). For example, Kourtis, Sebanz, and 

Knoblich (2010) demonstrate that the contingent negative variation, a marker of 

motor preparation reflecting supplementary motor area and primary motor cortex 

activity, was higher when participants expected an interaction partner to perform 

a specific action than when they anticipated that the same action would be 

performed by a third person they did not interact with. In a magnetoencephalo-

graphy study of relevance to our stimuli, Kilner, Marchant, and Frith (2006) found 

that attenuation of α-oscillation during action observation, interpreted as evidence 

of a mirror neuron system in humans, was modulated when the actor was facing 

toward the participant, but not when the actor was facing away. These findings 

suggest that when we are personally addressed by others, the perception of their 

behavior relies on tight action-perception coupling with movement processing 

feeding into and promoting the preparation of an appropriate motor response 

(Schilbach et al., 2013). In line with this, faster responses for stimuli delivered in 

the frontal view compared with the lateral view might reflect enhanced 

connections between visual and motor areas, leading to higher responsiveness to 

observed actions displayed from a second-person perspective. 

Activation in the parietal and premotor cortices is higher when the hand and finger 

movements are the only relevant information for inferring which object is going 

to be grasped (Thioux & Keysers, 2015). Interestingly, recent data show that 

mirror neurons in the ventral premotor cortex (vPMC) become active as quickly 

as 60 ms after the onset of the observed movement (Maranesi et al., 2013). The 

speed of this activation is substantially faster than the known temporal profile of 

biological motion neurons in the posterior part of superior temporal sulcus (~100 

to 150 ms; Barraclough, Xiao, Baker, Oram, & Perrett, 2005). This has been taken 

to suggest that rapid activation of mirror neurons in the vPMC may reflect an initial 

guess about the specific action being perceived (Urgen & Miller, 2015), with the 

input for this initial guess originating in early visual cortex mediated by 

thalamocortical projections connecting the medial pulvinar with the vPMC (Cappe, 

Morel, Barone, & Rouiller, 2009). It is tempting to speculate that the exploitation 

of kinematic sources as early as 80 ms after movement onset may reflect this 

rapid activation of the mirror neuron system. 
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Conclusions and Future Directions 

 

In everyday life, others’ actions are often partly obscured from view. Yet even 

when the target object is not visible, observers arestill able to understand others’ 

actions and predict their goals. In the present study, we asked how rapidly 

observers are able to discriminate the size of an object occluded from view. We 

found that as early as 80 ms after movement onset, observers were able to predict 

whether the movement was direct toward a small or large object. Participants’ 

information pickup closely matched the evolution of the hand kinematics, reaching 

an almost perfect performance well before the fingers made contact with the 

object (~60% of movement duration). These findings provide a notable 

demonstration of the ability to extract object information from early kinematic 

sources. It is a matter of future studies to investigate what kind of object 

representation seeing a grasp evokes in the observers. At least three research 

strategies seem useful in this regard. First, asking participants to watch grasping 

movements and to make perceptual estimates of a continuous range object sizes 

may help to clarify whether and how metric properties of to-begrasped objects 

are extracted from movement kinematics. Extant data indicate that the resolution 

of grasping execution is well below perceptually determined thresholds (e.g., size 

difference equal to 1%; Ganel et al., 2012). It will be important for future work to 

determine the resolution of grasping observation (i.e., how accurately object size 

can be estimated from grasping movements). Second, it will be beneficial to 

elucidate the robustness of this ability with respect to action variability. Showing 

that object size estimates track the variability across individual movements would 

provide compelling evidence that metric properties are extracted from the 

kinematics. Finally, it will also be important to uncover whether object properties 

can be decoded from brain regions contributing to action perception. Viewing a 

grasping has been shown to generate expectation of what should be seen next 

through a backward stream of information from the parietal and premotor nodes 

of the mirror neuron system to the anterior intraparietal sulcus and the lateral 

occipital cortex (Thioux & Keysers, 2015). Pattern recognition techniques could be 

used to investigate whether expected object size can be decoded from activity 

within this set of brain areas. 

 

Supplemental materials: http://dx.doi.org/10.1037/xhp0000169.supp  
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