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Multimedia Recommendation and Delivery
strategies

Ruggero G. Pensa, Antonio Penta, and Maria Luisa Sapino

1 Introduction

In the last decade, the spread of broadband internet connections even for mobile
devices has contributed to an increased availability of multimedia information on
the web. At the same time, due to the decrease of storage cost and the increasing
popularity of storage services in the cloud, the problem of information overload has
become extremely serious even in personal/company archives. The need of manag-
ing, retrieving and presenting all these data has promoted the development of ad-
vanced multimedia information systems, which include recommendation modules
to account for the requests of personalised data selection and presentation.

Recommendation systems estimateratings, orutilities, which quantify users’ de-
gree of interest for the different available data, so that the data can be offered to the
users in a personalised way, in decreasing order of interest. Multiple approaches
have been proposed in the literature to estimate such degrees of interest. InContent-
Based Filtering [31], the utility (for a user) of a given item is estimated as afunction
of the ratings given by the same user to other similar items. For example, in a cul-
tural heritage recommendation application, in order to recommend a monument to a
user, content-based filtering relies on the similarity between that monument and the
monuments the user has rated highly in the past (do they come from the same histor-
ical period? were they designed by the same architect? Do they have the same style?
etc.). Then, only the monuments that have a high degree of similarity to the user’s
preferred ones are recommended. Obviously, the effectiveness of content-based fil-
tering methods strongly depends on the feature extraction algorithms, and on the
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similarity based retrieval engine. Content-based techniques only take into account
users’ past experience and the features of the objects they ranked highly, while ig-
noring the feedback provided by other similar users. A possible drawback of these
method isoverspecialization, since the system can only recommend items that are
similar to those already rated by the user.

A dual approach isCollaborative Filtering [2], in which filtering (i.e, or estimat-
ing the object’s utilities) for a given user is computed by referring to the opinions of
other users. Unlike content-based recommendation methods, collaborative systems
focus on the similarity among users. Thus, a major challengefaced by collabora-
tive filtering is the need to associate each user to a set of other users having similar
profiles: in order to make any recommendations, the system collects data either by
asking for explicit users’ ratings, or through non intrusive profiling algorithms which
implicitly log users’ actions. Passive filtering uses aggregates computed on the gath-
ered data (such as the average rating for an item) to make predictions. As a result,
each user (similar to the ones whose data have been collectedand analysed) will be
given the same predictions for a particular item. Active filtering instead uses patterns
in user history to make predictions, thus obtaining user-specific and context-aware
useful recommendations. An important limitation of collaborative filtering systems
is the so calledcold start problem, i.e., the inability for a recommender to make
meaningful recommendations for an object in the absence of ratings by other simi-
lar users, thus degrading the filtering performance.

Content-based filtering and collaborative filtering may be manually combined by
the end-user specifying particular features, essentiallyconstraining recommenda-
tions to have certain content features. More often they are automatically combined
in the so calledhybrid approach [9, 5, 8, 34] that helps overcome some limitations
of each method. Different ways to combine collaborative andcontent-based meth-
ods into a hybrid recommender system can (i) implement collaborative and content-
based methods separately and then combine their predictions; (ii) incorporate some
content-based characteristics into a collaborative approach; (iii) incorporate some
collaborative characteristics into a content-based approach, or (iv), construct a gen-
eral unifying model that incorporates both content-based and collaborative charac-
teristics. In this chapter we first present theco-clustering based recommendation
techniques, which allow to combine heterogeneous multimedia content informa-
tion and data about the users’ preferences and rankings, thus overcoming some of
the content based filtering drawbacks, as well as some collaborative filtering weak-
nesses. Then, we briefly discuss the challenges in multimedia delivery and the most
common strategies adopted in the context of cultural heritage media delivery.

2 Grouping of related objects and users through co-clustering

In this section we introduce the co-clustering techniques,which group together
related objects and users potentially interested in them.
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Each object subject to recommendation may be represented indifferent and het-
erogeneous feature spaces. For instance, the picture of a monument may be de-
scribed by annotations concerning history of the monument,the materials it has been
built with, low-level image features, experts’ descriptions, visitors’ descriptions and
reviews, and so on. Each of these sets of features contributes to the characterisation
of the objects to different extents. Hence, it is important to consider congruently
each type of descriptor during the recommendation process.

“Similar” objects are clustered together, according to a similarity notion that
should consider all (or subsets of) the different spaces of features. To this purpose,
high-order star-structured co-clustering techniques [29, 14, 18, 20, 22] can be em-
ployed to address the problem of heterogeneous data clustering. In this context, the
same set of objects is represented in different feature spaces. Such data represent
objects of a certain type, connected to other types of data, the features, so that the
overall data schema forms a star structure of inter-relationships.

The co-clustering task consists in simultaneously clustering the set of objects and
the set of values in the different feature spaces. In this waywe obtain a partition of
the objects influenced by each of the feature spaces and at thesame time a parti-
tion of each feature space. Similarly, co-clustering allows to simultaneously group
objects and users potentially interested in them.

The recommendation process leverages the clustering results to select a set of
candidate objects by using the user’s profile, which is modeled as sets of descriptors
in the same spaces as the objects’ descriptors.

We now provide the formalization of our problem. LetO = {O1
, . . . ,OM} be a

set ofM multimedia objects andF = {F1
, . . . ,FN} be a set ofN feature spaces.

A dataset can be viewed under the different views given by thedifferent feature
spacesFk. Therefore, the viewk is associated with each feature spaceFk. Let R =
{R1

, . . . ,RN} be a star-structured relation overO andF . For each relation matrix
Rk, each valuerk

st ∈ Rk corresponds to the counting/frequency/presence of feature
f k
t ∈ Fk in objectOs ∈ O. Without loss of generality, we assume thatrk

st ∈ N. An
example of two-views star-structured data is given in Figure 1(a).

In this recommendation problem, a user is represented as a set of vectorsU =
{u1

, . . . ,uN} in the sameN feature spaces describing the objects. Each vectoruk is
updated each time the user visits (or re-visits) an object, by considering the object
features in each space at the instant of the visit. LetOU ⊂ O be the set of objects
visited by the user represented byU . Hence, the component of vectoruk ∈U related
to featuref k

t is computed as:
uk

t = ∑
Os∈OU

rk
st

Clearly, the action of updating the vectors inU can be performed incrementally,
as the user visits new objects. Notice that, thanks to this approach, users are not
described by sets of objects, but by sets of features that characterize the objects they
visit, like or browse.

The first step consists in identifying clusters of similar objects inO by lever-
aging all feature spaces by means of a star-structured data co-clustering approach.
Its goal is to find a set of partitionsY = {Y 1

, . . . ,Y N} over the feature setF =
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f 1
1 f 1

2 f 1
3 f 1
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O1 r1
11 r1

12 r1
13 r1
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O2 r1
21 r1

22 r1
23 r1
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O3 r1
31 r1

32 r1
33 r1
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O4 r1
41 r1

42 r1
43 r1

44

O5 r1
51 r1

52 r1
53 r1

54

f 2
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2 f 2
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O1 r2
11 r2

12 r2
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O2 r2
21 r2

22 r2
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O3 r2
31 r2

32 r2
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O4 r2
41 r2

42 r2
43

O5 r2
51 r2

52 r2
53

(a)

Y 1
1 Y 1

2

X1 t1
11 t1

12 p1
1

X2 t1
21 t1

22 p1
2

q1
1 q1

2

Y 2
1 Y 2

2

X1 t2
11 t2

12 p2
1

X2 t2
21 t2

22 p2
2

q2
1 q2

2

(b)

Fig. 1 An example of a star-structured relation consisting of two feature spacesF1 andF2 (a) and
the contingency tables associated with a related star-structured co-clustering(X ,Y 1) and(X ,Y 2)
(b). Eachtk

i j represents the contingency value of cocluster denoted byi and j, pk
i are marginals for

row clusters denoted byi andqk
j are the marginals for column clusters denoted byj.

{F1
, . . . ,FN}, and a partitionX of the object setO by optimizing a certain objec-

tive function. To solve the high-order star-structured co-clustering problem, several
algorithms have been proposed based on different approaches.

For relations involving the set of objects and a unique feature-space (such as
documents-words data), many co-clustering approaches have been proposed. Co-
clustering has been studied in many different application contexts including text
mining [17], gene expression analysis [16, 32] and graph mining [13] where these
methods have yielded an impressive improvement in performance over traditional
clustering techniques. The methods differ primarily by thecriterion they optimize,
such as minimum loss in mutual information [17], sum-squared distance [16], min-
imum description length (MDL) [13], Bregman divergence [6]and non-parametric
association measures [35, 22]. Among these approaches, only those ones based on
MDL and association measure are claimed to be parameter-free [25]. However,
methods based on MDL are strongly restricted by the fact theycan only handle
binary matrices. Association measures, such as Goodman andKruskalτ, are inter-
nal measures of the quality of a co-clustering based on statistical considerations.
They have also another advantage: they can deal with both binary and counting/fre-
quency data [22, 35]. From an algorithmic point of view, the co-clustering problem
has been shown to be NP-hard [4] when the number of row and column clusters are
fixed. Therefore, proposed methods so far are based on heuristic approaches.

Star-structured (co-)clustering, often referred to as high-order heterogenous star-
structured (co-)clustering is an emerging topic whose importance is attested by an
increasing number of works. Notice also that, in the machinelearning commu-
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nity, this field of research is sometimes defined as multiviewclustering. Since the
topics is quite new, there is no classification for the proposed techniques. How-
ever, the existing approaches may be grouped into four main classes:factorization-
based approaches, information-theoretic approaches, probabilistic approaches and
association-based approaches.

2.1 Factorization-based approaches

Long et al. [29] use factorization to iteratively embed eachtype of data objects
into low dimensional spaces in a way that takes advantage of the interactions among
the different feature spaces. A partitional clustering approach (e.g., k-means) is then
employed to obtain the final clustering computed on the transformed spaces. In the
above formulated problem, the approach in [29] tries to minimize

L = ∑
k=1...N

wk‖Rk−COAk(Ck)T‖2

whereCO ∈ {0,1}M×m is a cluster indicator matrix forO such thatcO
pq = 1 de-

notes thatpth object in O is associated with theqth cluster inX . Similarly Ck ∈

{0,1}|F
k|×nk is the cluster indicator matrix forY k. Ak ∈Rm×nk is the cluster associa-

tion matrix such thatAk
pq denotes the association between clusterp of X and cluster

q of Y k. Finally, wk ∈ R+ is a weight associated to thekth relation. To compute
the clusteringX andY , the proposed algorithm first computes matricesCO and
Ck (k = 1. . .N) by solving a matrix factorization problem. Then, it uses k-means
to transform each matrix into an indicator matrix. This method is quite difficult to
adopt in practice, since it requires too many parameters: the number of clusters for
the object set (m) and for each feature space (nk, k = 1. . .N) and the weightswk

(k = 1. . .N).
Chen et al. [14] also propose a factorization method that performs multi-view

co-clustering. The method is an extension of the Non-Negative Matrix Factorization
approach that deals with multi-view data. The authors formulate the task as an opti-
mization problem with non-negative matrix trifactorization ofR = {R1

, . . . ,RN}:

J = min
GO≥0,Gk≥0,Sk≥0

N

∑
k=1

‖Rk−GOSkGk‖2

whereGO ∈ R
M×m, Gk ∈ R

|Fk|×nk (k = 1. . .N) are the cluster indicator matrices,
andSk ∈ R

m×nk is the cluster association matrix providing the relation between the
clusters of objects and the clusters of each feature space. The factorization algorithm
consists in an Expectation-Maximization approach that iteratively updates matrices
GO, Gk andSk (k = 1. . .N).

Additionally, the approach computes new word-documentanddocument-category
matrices by incorporating user provided constraints through simultaneous distance
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metric learning and modality selection. This method is shown to be effective, but its
formulation is not flexible. In fact, the number of clusters for each feature space is
given as a parameter. Furthermore, the number of parametersgrows with the number
of feature spaces.

2.2 Information-theoretic approaches

The Information-theoretic co-clustering problem on star-structured data was
first considered in [18] where Gao et al. propose to adapt the Information The-
ory co-clustering approach [17] to star-structured data. It consists in optimizing
a weighted combination of mutual information evaluated over each feature space,
where weights are chosen based on the supposed reliability/relevance of their corre-
lation.

In the Information-theoretic approaches partitionsX andY k (k = 1. . .N) are
defined as discrete random variables. Each variableY k ∈ Y has nk categories
Y k

1 , · · · ,Y
k
nk

, corresponding tonk feature clusters, with probabilitiesqk
1, . . . ,q

k
nk

andX
hasm categoriesX1, · · · ,Xm corresponding tom object clusters. However, for each
variableY k, them categories ofX have different probabilitiespk

1, · · · , pk
m, k = 1· · ·N.

Probabilitiespk
i andqk

j are computed as follows:

pk
i =

∑Os∈Xi ∑t rk
st

∑s ∑t rk
st

, qk
j =

∑ f k
t ∈Y k

j
∑s rk

st

∑s ∑t rk
st

The joint probabilities betweenX and anyY k ∈ Y are denoted bytk
i j, for i =

1· · ·m and j = 1· · ·nk and are computed as follows:

tk
i j =

∑Os∈Xi ∑ f k
t ∈Y k

s
tk
st

∑s ∑t tk
st

Figure 1(b) provides an example of co-clustering computed on the two-space star-
structured data depicted in Figure 1(a).

Following [29], the optimal Information-theoretic star-structured co-clustering is
the one that minimizes:

D =
N

∑
k=1

αk

(

I(Ŷ k
, X̂)− I(Y k

,X)
)

whereI(Ŷ k
, X̂) = ∑i ∑ j rk

i j log(
rk
i j

pk
i qk

j
) is the mutual information,̂X andŶ k are par-

titions where each cluster contains exactly one object/feature, αk ≥ 0 ∀k and
∑k αk = 1.

The optimization approach is an adaptation of the ITCC algorithm [17]. Beyond
the parameters inherited from the original algorithm, the weightαk involved in the
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linear combination also has to be fixed by the end-user. Another drawback of this
approach is its complexity, that prevents its use on large-scale datasets. Greco et al.
[20] propose a similar approach based on the linear combination of mutual informa-
tion evaluated on each feature space, where the parameter ofthe linear combination
is automatically determined.

2.3 Probabilistic approaches

In [30], a parametric probabilistic approach to cluster relational data is proposed.
A Monte Carlo simulation method is used to learn the parameters and to assign
objects to clusters. The problem of clustering images described by segments and
captions is considered in [10]. The proposed algorithm is based on Markov random
fields in which some of the nodes are random variables in the combinatorial prob-
lem. Ramage et al. [33], propose a generative clustering algorithm based on latent
Dirichlet allocation to cluster documents using two different sources of information:
document text and tags. Each source is modeled by a probability distribution and a
weight value is used to weigh one vector space with respect tothe other. During
the learning step, the algorithm finds the distribution parameters, and models docu-
ments, words and tags. In addition to the weight parameter, the method has another
drawback: it constrains the number of hidden topics in text and tag sources to be the
same, which is a strong assumption on data that is not always true.

2.4 Association-based approaches

In [22], Ienco et al. present a parameter-less iterative algorithm that maximizes
the Goodman-Kruskalτ, a statistical measure of association that automatically iden-
tifies a congruent number of high-quality co-clusters. We provide in-depth details
of this approach because it is parameter-less, i.e., contrary to the other approaches,
it does not require a user-defined number of clusters. Goodman and Kruskalτ mea-
sure [19] is one of them that estimates the association between two categorical vari-
ablesX andY by the proportional reduction of the error in predictingX knowing or
not the variableY :

τX |Y =
eX −E[eX |Y ]

eX

Evaluating the quality of the partition of objects, given the partitions of features,
is formalized as follows. The partition of objects is considered as the dependent
variableX , and theN partitions of the feature spaces are considered as many inde-
pendent variablesY = {Y 1

, . . . ,Y N}. X andY are defined as for the Information-
theoretic co-clustering setting.
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The error in predictingX is the sum of the errors over the independent variables
of Y : eX = ∑N

k=1 ∑m
i=1 pk

i (1− pk
i ) = N−∑N

k=1 ∑m
i=1(pk

i )
2. E[eX |Y ] is the expectation

of the conditional error taken with respect to the distributions of allY k ∈ Y :

E[eX |Y ] =
N

∑
k

nk

∑
j

qk
j eX |Y k

j
=

N

∑
k

nk

∑
j

qk
j

m

∑
i

tk
i j

qk
j

(1−
tk
i j

qk
j

) = N−
N

∑
k

m

∑
i

nk

∑
j

(tk
i j)

2

qk
j

The generalized Goodman-Kruskal’sτX |Y association measure is then equal to:

τX |Y =
eX −E[eX |Y ]

eX
=

∑k ∑i ∑ j
(tk

i j)
2

qk
j
−∑k ∑i(pk

i )
2

N−∑k ∑i(pk
i )

2
(1)

If we considerY k as a dependent variable, andX as an independent variable, the
correspondingτY k|X is computed as follows:

τY k|X =
eY k −E[eY k|X ]

eY k
=

∑i ∑ j
(tk

i j)
2

pk
i
−∑ j(q

k
j)

2

1−∑ j(q
k
j)

2
(2)

The adopted co-clustering approach for star-structured data is formulated as a
multi-objective combinatorial optimization problem which aims at optimizingN+1
objective functions based on Goodman-Kruskal’sτ measure. The main procedure
of the algorithm is sketched in Figure 2. The reader may referto [22] for further
algorithmic details.

Input: a star-structured datasetS D and an integerNiter

Output: a coclustering(X ,Y )
InitializeY 1

, · · · ,Y N , X with discrete partitions
i← 0
T ← /0
for k = 1 to N do

T k← CONTINGENCYTABLE(X ,Yk
,SDk)

T ← T
⋃

T k

end for
while (i≤ Niter) do

[X ,T ]← OPTIMIZEMULTI OBJECTCLUSTER(X ,Y ,T )
for k = 1 to N do

[Y k
,T k]← OPTIMIZEFEATURECLUSTER(X ,Yk

,T k)
end for
i← i+1

end while
return Y 1

, · · · ,Y N
,X

Fig. 2 Pseudo-code of the adopted star-structured co-clusteringalgorithm [22].
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To provide a first candidate list of objects to be recommended, one can measure
thecosine similarity of each user vectors associated to thek-th space, with the cen-
troids of each object clusters in thek-th space. Letxk

i be the centroid of clusterXi in
the feature spaceFk. Thet-th component ofxk

i is computed as:

xk
i =

∑Os∈Xi
dk

st

|Xi|

and the cosine similarity betweenuk andxk
i is evaluated as

sim(uk
,xk

i ) =
uk · xk

i

‖uk‖‖xk
i ‖

.

For each space, the most similar object cluster is chosen leading to a set ofN
clustersX c = {X c

1, . . . ,X
c
N} of candidate objects. Then, two different strategies can

be adopted to provide the pre-filtered list of candidate objectsOc:

• relaxed strategy: the objects belonging to the union of all clusters are retained,
i.e.,

O
c =

⋃

k

X c
k

• strict strategy: the most represented cluster inX c is retained, i.e.,

O
c = argmax

Xc
k∈X c

|X c
l ∈X

c s.t. X c
k ≡ X c

l | .

The first strategy is suitable when user’s vectors are associated to very small clus-
ters (e.g., because the user likes very uncommon objects). In any other situation, the
second strategy is the most appropriate. As an additional step, objects already visit-
ed/liked/browsed by the user can be filtered out. We do not filter-out these objects at
the beginning of the pre-filtering stage because they are relevant for the co-clustering
step. In fact they are likely to be involved in important cross-associations between
sets of features and sets of objects.

Finally, provided that each object inO is geo-referenced, the set of candidate ob-
jectsOc issued by the above-described process can be further refinedby an ordering
step. To this purpose, we employ the route distance between the user’s current po-
sition and the position of each object inOc. Closer objects are on top of the items’
list, while more distant ones are on its bottom. In conclusion, at the end of the pre-
filtering stage, we provide an ordered list of candidate objects Ôc grouped by the
related cultural POI (in this manner a user can easily chooseitems coming from
more different cultural POIs).
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3 Delivery Strategies for Multimedia Recommendation

Content-based filtering, collaborative filtering, as well as co-clustering based rec-
ommendation techniques described in the previous section help identifying, the mul-
timedia items a user might be interested in. Suitable delivery strategies are then
applied to deliver the identified multimedia objects (ranked in decreasing order of
expected interest for the user), in order to fit to the best theuser’s requests. Contents
are adapted to the user’s request relying on contextual information, such as the loca-
tion the users are in, the device they are using to retrieve the information of interest,
their profile and their search history. Delivery strategiescan overcome several draw-
backs of common approaches of the classical multimedia recommendation systems.
In fact, although the users’ requirements are often expressed in terms of high level
descriptions of the desired contents, it is not always possible to automatically extract
meaningful high level information from multimedia features, and directly use such
features in the recommendation algorithms. Thus, using context information can
help increase the performances of recommendation systems by filtering out those
items that do not match the user needs, in the given context. Also, for some kinds
of multimedia data there does not exist a precise correlation between high and low
level features (e.g. in images the concept of “moon” is related to a region with a cir-
cular shape and white color with a given uncertainty). It is important to understand
the semantic of the users query, and rely on it to strengthen or weaken the ranking of
the objects identified as interesting by the content based recommendation systems.

Users’ preferences and feedbacks are not always explicitlyknown and available.
This is especially the case when the multimedia system does not require a registra-
tion – with the specification of profiling information – from the users. Contextual
information can help estimating the users’ preferences at the query time, maybe
also taking into account the features of the objects the useris currently observing.
For example, the main colors of the painting the user is watching can give hints on
the corresponding artistic movement or school, and can be taken into account when
identifying other paintings to suggest. In the next subsections, we will provide a
brief survey of the most common approaches used to define the delivery strategies.

3.1 Context-Based delivery strategies

There are many definition of what is a context. [1] defines the context as “ any
information that can be used to characterize the situation of an entity. An entity is a
person, place, or object that is considered relevant for theinteraction between a user
and an application, including the user and the application themselves.” .

In a recent survey ([11]) different context modelling approaches, including
object-role based models, spatial models, and ontology-based models, are presented,
together with a discussion on how context-based reasoning can enhance the quality
of many services.



Multimedia Recommendation and Delivery strategies 11

Many multimedia recommendation platforms use context information for deliv-
ering multimedia services. For example, in [42] the authorsdescribe a system that
can handle many context categories like user preferences, situation and capability
context. Their model takes into account an ontology which delineates attributes like
user situation and user media preferences using namespacesand concepts derived
from MPEG-7 descriptors of the media metadata. Recently, in[7] a multimedia rec-
ommendation system is presented that extends the classicalrecommendation deliv-
ery strategies by supporting usefulcontext-aware services (e.g. a multimedia touris-
tic guide). Such services are developed to assist users whenvisiting cultural envi-
ronments (indoor museums, archeological sites, old town centers) containing several
cultural Points Of Interest (e.g. paintings of museum rooms, buildings in ancient ru-
ins or in an old town center, etc.) correlated with a large amount of multimedia data
available in multiple web repositories. It has been shown inreal case studies both in
outdoor and indoor scenario, that this approach is successful, in terms of both user’s
satisfaction and system accuracy. Among the hybrid solutions, the uMender system
[39] exploits context information, musical content and relevant user ratings to per-
form music recommendations on mobile devices. A framework for recommendation
of multimedia objects based on processing of individual ontologies with context in-
formation is proposed in [23]: the recommendation process takes into account sim-
ilarities calculated both between objects’ (metadata) andusers’ ontologies, which
reflect the social and semantic features existing in the system. Smart TV system
are multimedia systems which easily present different types of multimedia content
to end-users. Recently, some of those systems have also developed personalization
techniques to recommend the most suitable content to users,exploring approaches
from content-based user modeling to group-based collaboration. [28] describes a
smart TV system with several unique features such as a Kinect-based component
to recognize human body gestures for TV control, social tagsand various environ-
mental situations to annotate multimedia items and mprove users recommendation
according. In [40], a useful taxonomy for mobile multimediarecommender systems
has been presented, which is based on context-aware services. The classification
of those systems is based on the type of collected information(explicit or implicit
feedback), the type of recommendation learning process, and the algorithms used to
make prediction/recommendation.

3.2 Location-Based delivery strategies

Due to the recent increase in availability of powerful mobile devices, location-
aware systems are becoming more widespread, and recommendation systems are
used to find interesting events, places, objects that are close to users’ locations. [12]
provides a survey of different location-based recommendation systems. An exam-
ple showing the need for location-aware delivery systems isthe case in which users
rate cultural points of interests using multiple differentfeatures, not including the
distance at the time of voting between the users and the pointof interest they are
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voting. However, users who are relying on mobile personalised touristic guides, ex-
pect that the ranking in the recommendation of a point of interest takes into account
not only the good ratings from similar users, but also the distance between their cur-
rent position and the considered point of interest. Location awareness might imply a
reordering of the rankings of a set of interesting points in such a way that a driving
path reaching all the potentially interesting nearby points can be identified. In the
context of multimedia data recommendation, [24], presentsa system to recommend
music well suited for points of interest (POIs). The considered scenario consists
of a mobile city guide based on an enhanced presentation of places of interest for
tourists, in which music related to the each point of interest being described (i.e.,
music that is culturally or emotionally associated with theplace) is played. Simi-
lar systems are presented in [15], where the proposed modelstake into account the
influence of online music social trends on users’ local preferences. [38] describes
a geospatial model taking into consideration GPS coordinates and semantic loca-
tions (continent, country, and state) of the user. In [41] a recommender system is
described that correlates viewable scene information fromsensors with geographic
contextual tags from OpenStreetMap. The co-occurence of geo-tags and mood tags
is computed based on a set of categories of the web site “Foursquare.com” and a
mapping from geo-tags to mood tags is obtained. The music retrieval component
returns music based on matching mood tags.

A special case of location based recommendation is the one referring to the con-
cept of “smart space”, as defined in [37]. In this case multimedia systems that are
delivering recommended content as the interactive TV applications encapsulate both
the information in a physical space as well as the information about the access to
this information. This kind of location becomes a dynamic environment that changes
over time, reflecting the way the different entities interact with it to share informa-
tion among them.

3.3 Delivery Strategies based on Devices Features

In the definition of the delivery strategy for the recommendation algorithms, the
effect of the device on which the selected media will be actually played has a great
importance. In fact, users access to multimedia systems using different devices, in-
cluding desktop or laptop computers, smart phones, tablets, etc. Each devices has its
own interface characteristics (e.g., display capability), its specific Internet connec-
tion parameters, including cost and upload/download speed, and different storage
space and computational capability. These differences have in impact on the user
behavior and his preferences; for example, when we use a cellular phone we could
prefer to download a lighter multimedia content than when weuse a cabled de-
vice. Thus, multimedia content delivery should be adapted to the different devices.
To face this problem Rosaci et al. in [36] have proposed a multimedia web service
whose architecture allows to compute multi-device context-aware recommendations
using an agent-based system. On the other hand, it is possible to introduce device
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adaptation features in the specification of multimedia documents, to support the de-
livery of different versions of the same document on different devices, taking into
account the device characteristics. In this line, in [27] the authors describe a frame-
work for standard multimedia documents based on an abstractstructure that captures
the spatio-temporal and hypermedia dimensions of multimedia documents, and pro-
pose an algorithm which transforms (in a minimal way) such multimedia documents
to satisfy the presentation device constraints.

3.4 Profile-based delivery strategies

One of the classical modules in recommendation systems is the user profiling
module, which learns (or at least estimates) users’ interests over a long period of
time, by analysing users’ history, their inputs and/or their relationships . Most state-
of-the-art user profiling approaches are based on the textual content of relevant doc-
uments to identify these interests. Hopfgartner et al. in [21] exploited the Linked
Open Data Cloud to identify similar news stories that match the users interest to sup-
port the intelligent delivering of multimedia news. Albanese et al. in [3] described a
multimedia recommendation system which combines the intrinsic features of mul-
timedia objects, past behaviour of individual users, and overall behaviour of the
entire community of users resembling the well-known PageRank ranking strategy.
Konstas et al. in [26] used the additional relationships in asocial network as user
profile to develop a track recommendation system, thus taking into account both
the social annotation and friendships inherent in the social graph established among
users, items and tags, in order to create a collaborative recommendation system that
effectively adapts to the personal information needs of each user.

4 Conclusion

The need of managing, retrieving and presenting multimediainformation on the
web has promoted the development of advanced multimedia information systems,
which include recommendation modules to account for the requests of personalised
data selection and presentation. Multiple approaches havebeen proposed in the
literature to estimate users’ degree of interest for the different available data. In
this chapter we have presented theco-clustering based recommendation techniques,
which allow to combine heterogeneous multimedia content information and data
about the users’ preferences and rankings, thus overcomingsome of the content
based filtering drawbacks, as well as some collaborative filtering weaknesses. Then,
we briefly discussed the challenges in multimedia delivery and the most common
strategies adopted in the context of cultural heritage media delivery.
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