This is a pre print version of the following article:
Original Citation:

Availability:
This version is available http://hdl.handle.net/2318/1509335

Terms of use:
Open Access
Anyone can freely access the full text of works made available as "Open Access". Works made available under a Creative Commons license can be used according to the terms and conditions of said license. Use of all other works requires consent of the right holder (author or publisher) if not exempted from copyright protection by the applicable law.

## ITIS AperTO

This is the author's final version of the contribution published as:
A. Boscaggin and M. Garrione, Multiple solutions to Neumann problems with indefinite weight and bounded nonlinearities, J. Dynam. Differential Equations 28 (2016), 167-187, DOI 10.1007/s10884-015-9430-5

The publisher's version is available at:
http://link.springer.com/article/10.1007\%2Fs10884-015-9430-5

When citing, please refer to the published version.

## Link to this full text:

http://link.springer.com/article/10.1007\%2Fs10884-015-9430-5

# Multiple solutions to Neumann problems with indefinite weight and bounded nonlinearities 

Alberto Boscaggin and Maurizio Garrione


#### Abstract

We study the Neumann boundary value problem for the second order ODE $$
\begin{equation*} u^{\prime \prime}+\left(a^{+}(t)-\mu a^{-}(t)\right) g(u)=0, \quad t \in[0, T] \tag{1} \end{equation*}
$$


where $g \in \mathcal{C}^{1}(\mathbb{R})$ is a bounded function of constant $\operatorname{sign}, a^{+}, a^{-}:[0, T] \rightarrow$ $\mathbb{R}^{+}$are the positive/negative part of a sign-changing weight $a(t)$ and $\mu>$ 0 is a real parameter. Depending on the sign of $g^{\prime}(u)$ at infinity, we find existence/multiplicity of solutions for $\mu$ in a "small" interval near the value

$$
\mu_{c}=\frac{\int_{0}^{T} a^{+}(t) d t}{\int_{0}^{T} a^{-}(t) d t}
$$

The proof exploits a change of variables, transforming the sign-indefinite equation (1) into a forced perturbation of an autonomous planar system, and a shooting argument. Nonexistence results for $\mu \rightarrow 0^{+}$and $\mu \rightarrow+\infty$ are given, as well.

AMS-Subject Classification. 34B15; 34B08.
Keywords. Indefinite weight; Bounded nonlinearities; Neumann problem; Shooting method.

## 1 Introduction and statement of the main results

In this paper, we investigate the Neumann problem for the second order ordinary differential equation

$$
\begin{equation*}
u^{\prime \prime}+q(t) g(u)=0, \quad t \in[0, T] \tag{2}
\end{equation*}
$$

where $g \in \mathcal{C}^{1}(\mathbb{R})$ is a bounded function of constant sign. By integrating the equation on $[0, T]$, a necessary solvability condition is thus immediately found: the weight function $q(t)$ has to change its sign in $[0, T]$, that is, $q(t)$ is an indefinite weight. This terminology goes back at least to [2], where it was introduced dealing with a linear eigenvalue problem, and it has become very popular starting with the paper [16] by Hess and Kato.

In spite of the wide bibliography dealing with nonlinear boundary value problems associated with the scalar equation

$$
\begin{equation*}
u^{\prime \prime}+f(t, u)=0, \tag{3}
\end{equation*}
$$

with $f:[0, T] \times \mathbb{R} \rightarrow \mathbb{R}$ a bounded function, the case which we are taking into account (namely, $f(t, u)=q(t) g(u)$ with the above assumptions on the sign of $q(t)$ and $g(u))$ seems to be quite new. It is worth noticing that classical nonresonance assumptions (recall that the boundedness of $f(t, u)$ implies that the Neumann problem for equation (3) is resonant with respect to the principal eigenvalue $\lambda_{0}=0$ ) do not apply in this setting. For instance, the well-known Ahmad-Lazer-Paul conditions ${ }^{1}$ (see [13, 18])

$$
\lim _{|u| \rightarrow+\infty} \int_{0}^{T} F(t, u) d t=-\infty \quad \text { or } \quad \lim _{|u| \rightarrow+\infty} \int_{0}^{T} F(t, u) d t=+\infty
$$

fail for equation (2) (here $F(t, u)=\int_{0}^{u} f(t, s) d s$ ), since in this case

$$
\int_{0}^{T} F(t, u)=\left(\int_{0}^{T} q(t) d t\right) G(u), \quad \text { with } \quad G(u)=\int_{0}^{u} g(s) d s,
$$

and the fact that $g(u)$ never vanishes implies that either $\operatorname{sgn}(u) G(u)>0$ for every $u \neq 0$ or $\operatorname{sgn}(u) G(u)<0$ for every $u \neq 0$.

It is the aim of the present paper to show that the existence of Neumann solutions to (2) may actually depend in a quite subtle way on the interplay between the weight function $q(t)$ and the nonlinearity $g(u)$ at infinity. To achieve this goal, we impose some specific conditions both on the nonlinear term and on the weight function, but, on the other hand, we manage to obtain quite accurate conclusions.

The basic assumption which is required henceforth for $g(u)$ is that, for a suitable $d>0$,

$$
g^{\prime}(u) \neq 0 \text { for }|u|>d, \quad \text { and } \quad \lim _{|u| \rightarrow+\infty} g^{\prime}(u)=0
$$

Hence, various cases can be taken into account according to the values of

$$
\operatorname{sgn}(g(u)), \quad \operatorname{sgn}\left(\left.g^{\prime}(u)\right|_{\{u<-d\}}\right), \quad \operatorname{sgn}\left(\left.g^{\prime}(u)\right|_{\{u>d\}}\right)
$$

However, as it will be clear from the proofs, it is not restrictive to assume that the first two terms in the line above are positive, thus focusing on the sign of $g^{\prime}(u)$ for

[^0]$u>d$ (indeed, the other combinations can be treated with similar arguments). As two possible models, we can take for instance
\[

$$
\begin{equation*}
g(u)=\arctan (u)+\frac{\pi}{2} \tag{4}
\end{equation*}
$$

\]

for the case $g^{\prime}(u)>0$ for $u \gg 0$, and

$$
\begin{equation*}
g(u)=\frac{1}{1+u^{2}}, \tag{5}
\end{equation*}
$$

for the case $g^{\prime}(u)<0$ for $u \gg 0$. Notice that, in both the above examples, the limits $g( \pm \infty)$ exist (and $g(-\infty)=g(+\infty)$ in the second one); however, this is not essential (see also the first remark after the statements of Theorems 1.1 and 1.2).

As for the weight function, the essential point is to introduce and exploit the following dependence on a real parameter: we take

$$
\begin{equation*}
q(t)=q_{\mu}(t)=a^{+}(t)-\mu a^{-}(t) \tag{6}
\end{equation*}
$$

where $\mu>0$ is the parameter and $a^{+}(t), a^{-}(t)$ are the positive and the negative part of a sign-changing function $a \in L^{1}(0, T)$ (accordingly, the fact that $a(t)$ is signchanging is understood up to zero measure sets, i.e., $\int_{0}^{T} a^{+}(t) d t, \int_{0}^{T} a^{-}(t) d t>0$, and solutions to the differential equations are meant in the Carathéodory sense). We also make the further assumption (suggested by the method used in the proof, compare with $[8]$ ) that $a(t)$ changes sign just once on $[0, T]$, that is (up to substituting $T-t$ for $t$ ) there exists $\tau \in[0, T]$ such that

$$
\begin{equation*}
a(t) \geq 0 \text { for a.e. } t \in[0, \tau], \quad a(t) \leq 0 \text { for a.e. } t \in[\tau, T] \tag{7}
\end{equation*}
$$

It is worth noticing that indefinite weights of the type (6) were already considered in $[6,12,14,15]$, in connection with the existence of positive solutions to the Dirichlet problem for the equation $u^{\prime \prime}+q_{\mu}(t) u^{p}=0$ (and its PDE counterpart), in the superlinear case $p>1$. However, while in those papers solutions are found for $\mu \gg 0$, here existence and multiplicity can be guaranteed when the parameter is "near" (the precise picture depending on the sign of $g^{\prime}(u)$ at $+\infty$ )

$$
\begin{equation*}
\mu_{c}=\frac{\int_{0}^{T} a^{+}(t) d t}{\int_{0}^{T} a^{-}(t) d t} \tag{8}
\end{equation*}
$$

this being the value of $\mu$ such that $q_{\mu}(t)$ has zero average. Of course, this restriction requires some comments and motivations; we will discuss in detail this point later (see the second remark after the statements of Theorems 1.1 and 1.2, and Section 4).

Let us now come to the precise statements. Consider the problem

$$
\left\{\begin{array}{l}
u^{\prime \prime}+\left(a^{+}(t)-\mu a^{-}(t)\right) g(u)=0  \tag{9}\\
u^{\prime}(0)=u^{\prime}(T)=0,
\end{array}\right.
$$

namely, the differential equation (2), with $q(t)$ as in (6), together with Neumann boundary conditions on $[0, T]$. We first take into account the case when the nonlinear term is strictly increasing for $u$ positive and large, like (4).

Theorem 1.1. Assume that $g \in \mathcal{C}^{1}(\mathbb{R})$ is a positive function such that, for $a$ suitable $d>0$,

$$
g^{\prime}(u)>0 \quad \text { for }|u|>d
$$

and

$$
\lim _{|u| \rightarrow+\infty} g^{\prime}(u)=0
$$

Moreover, suppose that $a \in L^{1}(0, T)$ satisfies (7). Then, there exists $\mu^{*}>\mu_{c}$ such that, for every $\mu \in] \mu_{c}, \mu^{*}[$, problem (9) has at least two solutions.

We now give the statement for nonlinearities strictly decreasing for $u$ positive and large, like (5).

Theorem 1.2. Assume that $g \in \mathcal{C}^{1}(\mathbb{R})$ is a positive function such that, for $a$ suitable $d>0$,

$$
\operatorname{sgn}(u) g^{\prime}(u)<0 \quad \text { for }|u|>d
$$

and

$$
\lim _{|u| \rightarrow+\infty} g^{\prime}(u)=0
$$

Moreover, suppose that $a \in L^{1}(0, T)$ satisfies (7). Then, there exist $\mu_{*}, \mu^{*}>0$ with $\mu_{*}<\mu_{c}<\mu^{*}$ such that problem (9) has at least one solution for $\mu=\mu_{c}$ and two solutions for $\mu \in] \mu_{*}, \mu^{*}\left[\backslash\left\{\mu_{c}\right\}\right.$.

We mention that our original motivation for the study of nonlinearities like $g(u)=1 /\left(1+u^{2}\right)$ were the papers [4, 11, 22], dealing with the solvability of the (resonant) $T$-periodic problem associated with $u^{\prime \prime}+g(u)=s+p(t)$, with $p(t)$ a $T$ periodic function and $s$ a positive parameter. In those works, an Ambrosetti-Prodi type result is proved, according to the classical scheme zero/one/two solutions for $s$ belonging to different ranges of values. Theorem 1.2 shows that, for the indefinite problem (9), a somewhat similar picture is obtained. Also, our results suggest some analogies with the ones recently obtained in [7] for the existence/multiplicity of positive solutions to super-sublinear problems, possibly deserving future attention.

A few remarks are now in order.
(i) The boundedness of $g(u)$ (which is assumed throughout the Introduction for the sake of simplicity) actually is not necessary. However, in view of $(\diamond)$, it turns out that $g(u)$ is sublinear at infinity, i.e., $g(u) / u \rightarrow 0$ for $|u| \rightarrow+\infty$.
(ii) The condition $\mu>\mu_{c}$ (i.e., $\left.\int_{0}^{T}\left(a^{+}(t)-\mu a^{-}(t)\right) d t<0\right)$ in Theorem 1.1 cannot be removed, in general. Indeed, it is necessary for the solvability whenever $g^{\prime}(u)>0$ for any $u \in \mathbb{R}$ (see Remark 3.2). Notice that this restriction does not appear in Theorem 1.2 since the sign condition $\operatorname{sgn}(u) g^{\prime}(u)<0$ for $|u|$ large automatically rules out strictly increasing nonlinearities. On the other hand, nonexistence results can often be proved for $\mu \rightarrow+\infty$ in Theorem 1.1 and both for $\mu \rightarrow 0^{+}$and $\mu \rightarrow+\infty$ in Theorem 1.2 , showing that, also from this point of view, the above statements cannot be improved. We refer to Section 4 for further details.
(iii) As it will be clear from the proofs, in place of (6) one could consider weight functions of the form $q_{\lambda}(t)=\lambda a^{+}(t)-a^{-}(t)$, so as to prove corresponding results for $\lambda$ near the value $\lambda_{c}=\mu_{c}^{-1}$.
(iv) In a standard way, Theorems 1.1 and 1.2 can be used to construct $T$-periodic solutions to (2) (with $q(t)$ as in (6)) when the weight function $a(t)$ is $T$ periodic, satisfies $a(\sigma+t)=a(\sigma-t)$ for some $\sigma \in[0, T[$ and almost every $t \in \mathbb{R}$ and, for a suitable $\left.\tau^{\prime} \in\right] 0, T / 2[$,

$$
a(t) \geq 0 \text { for a.e. } t \in\left[\sigma, \sigma+\tau^{\prime}\right], \quad a(t) \leq 0 \text { for a.e. } t \in\left[\sigma+\tau^{\prime}, \sigma+T / 2\right]
$$

(notice that this is always the case if the weight function $a(t)$ is piecewise constant). Indeed, one first solves the Neumann BVP on $[\sigma, \sigma+T / 2]$ and then finds a $T$-periodic solution extending by symmetry with respect to $\sigma$ and by $T$-periodicity (cf. [8, Corollary 4]). Also, it is possible to use our results to construct radial solutions to the PDE counterpart of (9) on an annulus, when the weight function is radial.

The proofs of Theorems 1.1 and 1.2 rely on an elementary shooting argument. First, we use the change of variables introduced in [8] to transform (2) into a first order planar system of the type

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{10}\\
y^{\prime}=h(x) y^{2}+q(t)
\end{array}\right.
$$

converting the original Neumann problem into the search for solutions to (10) satisfying $y(0)=y(T)=0$. Such solutions are in a one-to-one correspondence with the intersections between the two planar curves obtained by shooting the $x$-axis forward (from 0 to $\tau$ ) and backward (from $T$ to $\tau$ ) in time (this indeed motivates the choice of a two-step function $a(t)$ as in (7); we do not exclude, in principle, that more general configurations could be considered at the expense of longer computations). Thus, taking into account that $q(t)=a^{+}(t)-\mu a^{-}(t)$, the crucial point is to carefully understand how the mutual position of such curves changes in dependence on the parameter, so as to identify the ranges of $\mu$ for which they actually intersect.

The reason why we study (10) instead of (2) in the standard phase-plane lies in the fact that the dynamics in the latter case appears much more difficult to decode (see the numerical simulations in Section 4); thus, the possibility of changing the original sign-indefinite equation (2) into a forced perturbation of an autonomous planar system seems to be quite essential for our purposes (in particular, for stating Lemma 3.3 below). It is worth recalling that this change of variables works, more in general, for equations like $u^{\prime \prime}+q(t) \mathfrak{g}(u)=0$, with $\mathfrak{g}(u)$ defined and never vanishing on an open interval $] \alpha, \beta[\subset \mathbb{R}$. From this point of view, while the results in [8] essentially deal with the highly asymmetric case $\mathfrak{g}^{\prime}(u) \rightarrow 0$ and $\mathfrak{g}^{\prime}(u) \rightarrow+\infty$ when $u \rightarrow \alpha^{+}$and $u \rightarrow \beta^{-}$, respectively (applying for instance to $\mathfrak{g}(u)=\exp (u)$, when $] \alpha, \beta[=\mathbb{R}$ as in the present paper), our work can be viewed as a contribution to the case when $\mathfrak{g}^{\prime}(u) \rightarrow 0$ both for $u \rightarrow \alpha^{+}$and $u \rightarrow \beta^{-}$, which indeed yields a completely different dynamics.

Let us finally mention that there is a rich bibliography dealing with BVPs for ordinary differential equations with indefinite weight. A significant part of this research, however, is concerned with the study of (oscillatory) solutions for (2) when $g(u)=\mathcal{G}^{\prime}(u)$, with $\mathcal{G}(u)>0$ for $|u|$ large (see, e.g., $[10,19,21]$ and the references in $[7,8]$ ); these works are quite far in spirit from our investigation. As for $g(u)$ of constant sign on $\mathbb{R}$, we can quote the paper [17] as one of the few contributions available for the Neumann problem, dealing however with the case $g(u)=\exp (u)$ (see also [8]).

The paper is organized as follows. In Section 2 we recall the aforementioned change of variables and state our main results in the new coordinates. Moreover, we provide an illustrative strategy of the proofs, based on some numerical simulations involving the planar curves used in the shooting argument; the complete details are then given in Section 3. Finally, in Section 4 we discuss the optimality of our theorems, by showing a nonexistence result for $\mu \rightarrow 0^{+}$and $\mu \rightarrow+\infty$.

## 2 Yet the main results: a more general point of view

In this section, we present our main results under a slightly more general perspective. This is related to the change of variables (see [8]) mentioned at the end of the Introduction, which we now describe more in detail.

Let $g \in \mathcal{C}^{1}(\mathbb{R})$ satisfy

$$
\begin{equation*}
g(u)>0 \quad \text { for every } u \in \mathbb{R} \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{|u| \rightarrow+\infty} g^{\prime}(u)=0 . \tag{12}
\end{equation*}
$$

Of course, this is the case for both Theorems 1.1 and 1.2. Set

$$
W(u)=-\int_{0}^{u} \frac{d s}{g(s)}, \quad u \in \mathbb{R}
$$

in view of (11), $W(u)$ is a strictly decreasing $\mathcal{C}^{2}$-diffeomorphism of $\mathbb{R}$ onto its image. Moreover, (12) implies that $g(u) \leq|u|$ for $|u| \gg 0$, so that

$$
\int_{0}^{+\infty} \frac{d s}{g(s)}=+\infty=\int_{-\infty}^{0} \frac{d s}{g(s)}
$$

whence $W(\mathbb{R})=\mathbb{R}$. We can thus change variable in equation (2) by setting

$$
\begin{equation*}
x(t)=W(u(t)), \tag{13}
\end{equation*}
$$

so as to obtain the second order equation (see also [20])

$$
\begin{equation*}
x^{\prime \prime}=h(x)\left(x^{\prime}\right)^{2}+q(t), \tag{14}
\end{equation*}
$$

being $h: \mathbb{R} \rightarrow \mathbb{R}$ the continuous function given by

$$
h(x)=g^{\prime}\left(W^{-1}(x)\right), \quad x \in \mathbb{R} .
$$

Notice that, in view of (12), $h(x) \rightarrow 0$ for $|x| \rightarrow+\infty$; moreover, the uniqueness and the global continuability for the Cauchy problems associated with (14) are guaranteed since this is the case for (2). Since the Neumann conditions are clearly preserved by (13), we can solve the Neumann problem associated with (2) by finding solutions to (14) such that $x^{\prime}(0)=x^{\prime}(T)=0$. This is indeed the approach that we are going to follow henceforth.

To emphasize the role played by this change of variables, through the rest of the section we present our theorems directly referring to the second order differential equation (14), that is, we just assume that $h: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function such that

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty} h(x)=0 . \tag{15}
\end{equation*}
$$

This gives a slightly wider point of view, since $h(x)$ does not need to be obtained from a function $g(u)$ as above ${ }^{2}$. It is worth noticing that the uniqueness for the Cauchy problems is still valid under the sole continuity of $h(x)$, as it is easily seen by writing the equivalent first order planar system

$$
X^{\prime}=Y \exp \left(\int_{0}^{X} h(s) d s\right), \quad Y^{\prime}=q(t) \exp \left(-\int_{0}^{X} h(s) d s\right)
$$

whose associated vector field is of class $\mathcal{C}^{1}$ in $(X, Y)$. On the other hand, the global continuability may fail and it will be explicitly assumed.

Taking $q(t)=q_{\mu}(t)$ as in (6) and recalling the definition of the critical value $\mu_{c}$ given in (8), we can now state our main results for the problem

$$
\left\{\begin{array}{l}
x^{\prime \prime}=h(x)\left(x^{\prime}\right)^{2}+\left(a^{+}(t)-\mu a^{-}(t)\right)  \tag{16}\\
x^{\prime}(0)=x^{\prime}(T)=0
\end{array}\right.
$$

They can be seen, respectively, as more general versions of Theorems 1.1 and 1.2 in the Introduction, which indeed follow using the change of variables just described (with the choice $d=-W^{-1}(r)$, being $r$ as in the theorems below).

Theorem 2.1. Assume that $h \in \mathcal{C}(\mathbb{R})$ satisfies (15) and that the global continuability for the Cauchy problems associated with the differential equation in (16) is ensured (for any $\mu>0$ ). Moreover, suppose that, for a suitable $r>0$,

$$
h(x)>0 \quad \text { for }|x|>r .
$$

Finally, let $a \in L^{1}(0, T)$ satisfy (7). Then, there exists $\mu^{*}>\mu_{c}$ such that, for every $\mu \in] \mu_{c}, \mu^{*}[$, problem (16) has at least two solutions.

[^1]Theorem 2.2. Assume that $h \in \mathcal{C}(\mathbb{R})$ satisfies (15) and that the global continuability for the Cauchy problems associated with the differential equation in (16) is ensured (for any $\mu>0$ ). Moreover, suppose that, for a suitable $r>0$,

$$
\operatorname{sgn}(x) h(x)>0 \quad \text { for }|x|>r
$$

Finally, let $a \in L^{1}(0, T)$ satisfy ( 7 ). Then, there exist $\mu_{*}, \mu^{*}>0$ with $\mu_{*}<\mu_{c}<\mu^{*}$ such that problem (16) has at least one solution for $\mu=\mu_{c}$ and two solutions for $\mu \in] \mu_{*}, \mu^{*}\left[\backslash\left\{\mu_{c}\right\}\right.$.

Similarly as in the second remark after Theorems 1.1 and 1.2, we have that the condition $\mu>\mu_{c}$ is necessary for the existence of a solution when $h(x)>0$ for any $x \in \mathbb{R}$ (see the proof of Lemma 3.1). Of course, this is possible only in the setting of Theorem 2.1.

We conclude this section by fixing some notation and giving an intuitive explanation of the shooting argument employed for the proofs, supported by some numerical simulations. The technical details are postponed to Section 3.

Let us consider, for any $\mu>0$, the first order planar system

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{17}\\
y^{\prime}=h(x) y^{2}+\left(a^{+}(t)-\mu a^{-}(t)\right)
\end{array}\right.
$$

and, for every $z_{0}=\left(x_{0}, y_{0}\right) \in \mathbb{R}^{2}$ and $t_{0} \in[0, T]$, denote by

$$
\zeta_{\mu}\left(\cdot ; t_{0}, z_{0}\right)=\left(x_{\mu}\left(\cdot ; t_{0}, z_{0}\right), y_{\mu}\left(\cdot ; t_{0}, z_{0}\right)\right)
$$

the solution to (17) with $\zeta_{\mu}\left(t_{0} ; t_{0}, z_{0}\right)=z_{0}$. Moreover, define, for any $t_{0}, t_{1} \in[0, T]$, the application

$$
\left.\Phi^{t_{0}, t_{1}}:\right] 0,+\infty\left[\times \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, \quad\left(\mu, z_{0}\right) \mapsto \zeta_{\mu}\left(t_{1} ; t_{0}, z_{0}\right)\right.
$$

The standard theory of ODEs guarantees that this map is continuous; moreover, for every $\mu>0$ fixed, $\Phi^{t_{0}, t_{1}}(\mu, \cdot)$ is a global diffeomorphism of the plane onto itself (the so-called Poincaré map). In the following, we will use the simplified notation $\Phi_{\mu}^{t_{0}, t_{1}}(\cdot)=\Phi^{t_{0}, t_{1}}(\mu, \cdot)$.

We now define the sets

$$
\Gamma^{+}=\Phi_{\mu}^{0, \tau}(\mathbb{R} \times\{0\})
$$

and

$$
\Gamma_{\mu}^{-}=\Phi_{\mu}^{T, \tau}(\mathbb{R} \times\{0\})
$$

and we notice that, in view of the previous discussion, they are unbounded $\mathcal{C}^{1}$-curves (parameterized by $x_{0} \in \mathbb{R}$ ) with no self-intersections. Moreover, the dependence of $\Gamma_{\mu}^{-}$on the parameter $\mu$ is continuous in the sense specified above, while, on the other hand, we have dropped the subscript $\mu$ from $\Gamma^{+}$since the map $\Phi_{\mu}^{0, \tau}$ does not depend on $\mu$ (indeed, $a^{-}(t)=0$ for $t \in[0, \tau]$ ). For this reason, in the following we simply write $\Phi^{0, \tau}$ (and, similarly, $\zeta\left(t ; t_{0}, z_{0}\right)$ instead of $\zeta_{\mu}\left(t ; t_{0}, z_{0}\right)$ if $t, t_{0} \in[0, \tau]$ ).

It is now easily seen that $\zeta_{\mu}(t ; \tau, P)$ is a solution to (17) satisfying the Neumann boundary conditions $y_{\mu}(0 ; \tau, P)=y_{\mu}(T ; \tau, P)=0$ if and only if $P \in \Gamma^{+} \cap \Gamma_{\mu}^{-}$. Hence, we are led to look for intersection points between the curves $\Gamma^{+}$and $\Gamma_{\mu}^{-}$. Notice that, clearly, distinct intersections yield distinct Neumann solutions to (17).

The argument leading to Theorems 2.1 and 2.2 goes as follows. At first (see Lemma 3.3) we prove that

> ( $\star$ the $y$-components of $\Gamma^{+}$and $\Gamma_{\mu}^{-}$, for $\left|x_{0}\right|$ large enough, are "near" $\int_{0}^{\tau} a^{+}(t) d t$ and $\mu \int_{\tau}^{T} a^{-}(t) d t$, respectively.

As a consequence, when $\mu=\mu_{c}$ the two curves $\Gamma^{+}$and $\Gamma_{\mu_{c}}^{-}$approach the same horizontal line when $\left|x_{0}\right| \rightarrow+\infty$. Focusing on the mutual position between $\Gamma^{+}$and $\Gamma_{\mu_{c}}^{-}$, we can also prove (see Lemma 3.5) the following:
(I) in the setting of Theorem 2.1, $\Gamma_{\mu_{c}}^{-}$lies definitively (for $\left|x_{0}\right|$ large) "below" $\Gamma^{+}$;
(II) in the setting of Theorem 2.2, $\Gamma_{\mu_{c}}^{-}$lies "above" $\Gamma^{+}$for $x_{0}$ negative and large and "below" $\Gamma^{+}$for $x_{0}$ positive and large.

These two situations are pictorially described in Figure 1.



Figure 1: On the left, case (I) is depicted for $h(x)=1 /\left(1+0.1 x^{2}\right)$ and the piecewise constant weight function $a(t)=1$ on $[0, \tau[=[0,1[, a(t)=-1$ on $[\tau, T]=[1,2]$. On the right, we give a snapshot of case (II) for $h(x)=x /\left(1+0.01 x^{4}\right)$ and the same weight function $a(t)$. In both situations, $\mu=\mu_{c}=1$. Notice that, consistently with $(\star)$, the $y$-components of the curves $\Gamma^{+}$and $\Gamma_{\mu_{c}}^{-}$are near the value $1=\int_{0}^{\tau} a^{+}=\mu_{c} \int_{\tau}^{T} a^{-}$.

To conclude, we now have to analyze the behavior of the curves $\Gamma^{+}$and $\Gamma_{\mu}^{-}$ when $\mu$ varies in a neighborhood of $\mu_{c}$. In view of $(\star)$, the $y$-component of $\Gamma_{\mu}^{-}$ approaches $\mu \int_{\tau}^{T} a^{-}(t) d t$, so that we have the following situation:
(I) as soon as $\mu$ exceeds $\mu_{c}, \Gamma_{\mu}^{-}$climbs over $\Gamma^{+}$both for $x_{0}$ negative and large and for $x_{0}$ positive and large, giving (at least) two intersections for $\mu$ in a suitable right punctured neighborhood of $\mu_{c}$ (see Figure 2);


Figure 2: Here, case (I) is depicted (with $h(x)$ and $a(t)$ as in the left half of Figure 1 ) for $\mu=1.1>1=\mu_{c}$. Consistently with $(\star)$, the $y$-component of the curve $\Gamma_{\mu}^{-}$approaches the value $1.1=$ $\mu \int_{\tau}^{T} a^{-}$. Two intersection points (coming from $\pm \infty)$ are found.
(II) for $\mu$ near $\mu_{c}, \Gamma_{\mu}^{-}$climbs under $\Gamma^{+}$for $x_{0}$ negative and large if $\mu<\mu_{c}$, and it climbs over $\Gamma^{+}$for $x_{0}$ positive and large if $\mu>\mu_{c}$. Thus, at least one intersection is found in a punctured neighborhood of $\mu_{c}$. On the other hand, the two curves $\Gamma^{+}$and $\Gamma_{\mu_{c}}^{-}$actually already intersect; clearly enough, this is true also for $\mu$ in a suitably small neighborhood of $\mu_{c}$, completing the picture.



Figure 3: Here, case (II) is depicted (with $h(x)$ and $a(t)$ as in the right half of Figure 1) for $\mu=0.9<1=\mu_{c}$ on the left and $\mu=1.1>1=\mu_{c}$ on the right. Consistently with $(\star)$, the $y$-component of the curve $\Gamma_{\mu}^{-}$approaches the values 0.9 and 1.1, respectively. The "robust" intersection already present for $\mu=\mu_{c}$ (see Figure 1) is here preserved, while another intersection (coming from $-\infty$ on the left and from $+\infty$ on the right) is found.

A final remark: we are aware of the drawbacks of our numerical simulations, since we have not discussed the global continuability for the solutions giving rise to our plots (this is an assumption in our main results, and it appears as a non trivial matter when $h(x)$ has not been obtained from $g(u)$ via the above described
change of variables). However, on one hand their purpose is purely illustrative; on the other hand, we think that they can be preferable with respect to handmade figures, since the solutions found numerically do not exhibit evidence of blow-up phenomena and seem to provide a nice insight into the dynamics of the considered equations.

## 3 Proof of the main results

In this section, we give the details of the informal argument described in Section 2 , thus providing the proofs of Theorems 2.1 and 2.2 . We refer to the notations therein, as well as to the definition of the value $\mu_{c}$ given in (8).

To begin with, it is convenient to state a simple necessary condition for the existence of "large" solutions to (16). It relies on the basic assumption that the function $h(x)$ has constant sign definitively.

Proposition 3.1. Assume that there exists $r>0$ such that $h(x) \neq 0$ for every $|x|>r$ and let $x:[0, T] \rightarrow \mathbb{R}$ be a solution to (16) with $|x(t)|>r$ for every $t \in[0, T]$. Then $\mu \neq \mu_{c}$ and

$$
\operatorname{sgn}\left(\mu-\mu_{c}\right)=\operatorname{sgn}(h(x(t))) .
$$

Proof. By integrating the differential equation in (16) and recalling (8), we get

$$
\begin{aligned}
\int_{0}^{T} h(x(t)) x^{\prime}(t)^{2} d t & =\mu \int_{\tau}^{T} a^{-}(t) d t-\int_{0}^{\tau} a^{+}(t) d t \\
& =\left(\mu-\mu_{c}\right) \int_{\tau}^{T} a^{-}(t) d t
\end{aligned}
$$

Since $x^{\prime}(t) \not \equiv 0$ (otherwise $x(t) \equiv x(0)$, which is not a solution as $a(t) \not \equiv 0$ ) and $h(x(t)) \neq 0$ for every $t \in[0, T]$, the integral on the left hand-side is not zero, with sign equal to $\operatorname{sgn}(h(x(t)))$. The thesis follows.

It can be helpful to remark explicitly the consequences of Proposition 3.1 when $h(x)$ is a function satisfying the assumptions of Theorem 2.1 or Theorem 2.2. Namely, we have:
(I) if $h(x)>0$ for $|x|>r$, then no Neumann solutions $x:[0, T] \rightarrow \mathbb{R}$ with $x(t)>r$ or $x(t)<-r$ for every $t \in[0, T]$ can exist if $\mu \leq \mu_{c}$;
(II) if $\operatorname{sgn}(x) h(x)>0$ for $|x|>r$, then

- no Neumann solutions $x:[0, T] \rightarrow \mathbb{R}$ with $x(t)<-r$ for every $t \in[0, T]$ can exist if $\mu \geq \mu_{c}$,
- no Neumann solutions $x:[0, T] \rightarrow \mathbb{R}$ with $x(t)>r$ for every $t \in[0, T]$ can exist if $\mu \leq \mu_{c}$.

Remark 3.2. Results of the type given in Proposition 3.1 can be formulated in the context (already discussed at the end of the Introduction) of an equation like

$$
\begin{equation*}
u^{\prime \prime}+q(t) \mathfrak{g}(u)=0 \tag{18}
\end{equation*}
$$

with $\mathfrak{g}(u)$ a $\mathcal{C}^{1}$-function of constant sign defined on an open interval $] \alpha, \beta[\subset \mathbb{R}$ and such that $\mathfrak{g}^{\prime}(u)$ never vanishes on a subinterval $] \alpha^{\prime}, \beta^{\prime}[\subset] \alpha, \beta[$. Indeed, assuming that $u(t)$ is a Neumann solution to (18) with $u(t) \in] \alpha^{\prime}, \beta^{\prime}[$ for every $t \in[0, T]$, dividing the equation by $\mathfrak{g}(u(t))$ and integrating (by parts) on $[0, T]$ we find

$$
\int_{0}^{T} q(t) d t=-\int_{0}^{T}\left(\frac{u^{\prime}(t)}{\mathfrak{g}(u(t))}\right)^{2} \mathfrak{g}^{\prime}(u(t)) d t .
$$

Hence

$$
\begin{equation*}
\operatorname{sgn}\left(\int_{0}^{T} q(t) d t\right)=-\operatorname{sgn}\left(\left.\mathfrak{g}^{\prime}\right|_{\mid \alpha^{\prime}, \beta^{\prime}[ }\right), \tag{19}
\end{equation*}
$$

so that a mean value condition on the weight function appears as a necessary requirement for the solvability of the Neumann problem with solutions taking values in a preassigned interval (the reader is invited to compare with the statement and the proof of Proposition 3.1). Notice that the same happens if the $T$-periodic problem is considered, or if $u^{\prime \prime}$ is replaced by $\Delta u$ in a PDE setting. Conditions of this type were first introduced by Bandle, Pozio and Tesei [3], dealing with the existence of positive solutions to the Neumann problem for $\Delta u+q(x) u^{p}=0\left(x \in \Omega \subset \mathbb{R}^{N}\right)$, in the sublinear case $0<p<1$. In this setting, the necessary condition (19) leads to $\int_{\Omega} q(x) d x<0$ and it is shown to be sufficient for the (Neumann) solvability, as well. Afterwards, the role of mean value conditions for the solvability of BVPs associated with equations with a sign-changing weight function has been recognized and examined in several different frameworks (see, among others, $[1,5,8,9]$ and the bibliography in [7]).

Henceforth, we fix an open bounded neighborhood $U \subset] 0,+\infty\left[\right.$ of $\mu_{c}$ and we limit ourselves to consider values $\mu \in U$. This is not restrictive, since it is the case for our results. Our first lemma deals with the claim in ( $\star$ ), clarifying its meaning. Notice that it relies only on the fact that $h(x)$ is infinitesimal at infinity, while the sign condition does not play a role at this stage.
Lemma 3.3. Assume that $\lim _{|x| \rightarrow+\infty} h(x)=0$. Then, for every $\left.\left.\epsilon \in\right] 0,1\right]$, there exists $R_{\epsilon}>0$ such that

- for any $x_{0} \in \mathbb{R}$ with $\left|x_{0}\right| \geq R_{\epsilon}$,

$$
\left|y\left(\tau ; 0,\left(x_{0}, 0\right)\right)-\int_{0}^{\tau} a^{+}(t) d t\right|<\epsilon, \quad\left|x\left(\tau ; 0,\left(x_{0}, 0\right)\right)-x_{0}\right|<N,
$$

- for any $x_{0} \in \mathbb{R}$ with $\left|x_{0}\right| \geq R_{\epsilon}$ and for any $\mu \in U$,

$$
\left|y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)-\mu \int_{\tau}^{T} a^{-}(t) d t\right|<\epsilon, \quad\left|x_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)-x_{0}\right|<N
$$

with $N>0$ a suitable constant depending only on $a^{+}(t), a^{-}(t)$ and $U$.
Sketch of the proof. The proof is like the one of [8, Lemma 5]; for the reader's convenience, we provide a brief sketch. Set $c_{\xi}=\sup _{|x| \geq \xi}|h(x)|$ and, for $t \in[0, \tau]$,

$$
x(t)=x\left(t ; 0,\left(x_{0}, 0\right)\right), \quad z(t)=y\left(t ; 0,\left(x_{0}, 0\right)\right)-\int_{0}^{t} a^{+}(s) d s
$$

For $\xi$ large, the differential inequality

$$
\left|z^{\prime}(t)\right| \leq c_{\xi}\left(z(t)+\int_{0}^{t} a^{+}(s) d s\right)^{2} \leq 2 c_{\xi}\left(z(t)^{2}+\left\|a^{+}\right\|_{L^{1}(0, \tau)}^{2}\right)
$$

implies that $|z(t)|$ is small as long as $t \in I=\{t \in[0, \tau]| | x(s) \mid \geq \xi$, for $s \in[0, t]\}$. As a consequence, $\left|x^{\prime}(t)\right|$ is bounded on $I$, so that $|x(t)| \geq \xi$ can actually be ensured when $\left|x_{0}\right|$ is large enough. Hence, $I=[0, \tau]$, so that $|z(\tau)|$ is small and $\left|x(\tau)-x_{0}\right|$ is bounded, which is the thesis.

The proof for the solutions on the time interval $[\tau, T]$ is analogous; of course, one has to use the fact that $\mu$ ranges in a bounded interval to make the constants $R_{\epsilon}$ and $N$ uniform with respect to the parameter.

Notice that, using the above arguments together with the continuity of the maps $\Phi^{t_{0}, t_{1}}$, we can assume (up to enlarging the constant $N$ ) that for any $x_{0} \in \mathbb{R}$ and $\mu \in U$,

$$
\begin{equation*}
\left|x\left(t ; 0,\left(x_{0}, 0\right)\right)-x_{0}\right|<N \quad \text { for every } t \in[0, \tau], \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|x_{\mu}\left(t ; T,\left(x_{0}, 0\right)\right)-x_{0}\right|<N \quad \text { for every } t \in[\tau, T] . \tag{21}
\end{equation*}
$$

In particular, this implies that $\Gamma^{+}, \Gamma_{\mu}^{-}$are unbounded in the $x$-component. On the other hand, still from Lemma 3.3 we can deduce that they are bounded in their $y$-component.

Let us now consider the curve $\Gamma^{+}$. Since $\Phi^{0, \tau}$ is a global homeomorphism of $\mathbb{R}^{2}$ onto itself, $\Gamma^{+}$disconnects the plane into the two (pathwise) connected components

$$
\mathcal{O}^{u}=\Phi^{0, \tau}(\mathbb{R} \times] 0,+\infty[), \quad \mathcal{O}^{d}=\Phi^{0, \tau}(\mathbb{R} \times]-\infty, 0[)
$$

Accordingly, the following holds true:
(o) if $\mathcal{S} \subset \mathbb{R}^{2}$ is a connected set, then one (and only one) of the following three possibilities occurs: $\mathcal{S} \subset \mathcal{O}^{d}, \mathcal{S} \subset \mathcal{O}^{u}$ or $\mathcal{S} \cap \Gamma^{+} \neq \emptyset$.

From this fact, it follows that any horizontal line which does not intersect $\Gamma^{+}$(recall that $\Gamma^{+}$is bounded in its $y$-component) is entirely contained either in $\mathcal{O}^{u}$ or in $\mathcal{O}^{d}$. By studying the direction of the vector field in (17) for $\left|y_{0}\right|$ large enough, we can easily deduce that $\mathcal{O}^{u}$ contains all the horizontal lines $y=y_{0}$ with $y_{0} \gg 0$, while $\mathcal{O}^{d}$ contains all the horizontal lines $y=y_{0}$ with $y_{0} \ll 0$. This gives a first justification to the superscripts $u$ and $d$, standing for "up" and "down", respectively. However,
we need a more precise description of the sets contained in $\mathcal{O}^{u}, \mathcal{O}^{d}$, giving complete meaning to the terms "above" and "below" used in Section 2. To this aim, we introduce the following notation: for any $(\bar{x}, \bar{y}) \in \mathbb{R}^{2}$ we define the four cones

$$
\begin{aligned}
& \Sigma^{l, u}(\bar{x}, \bar{y})=\left\{(x, y) \in \mathbb{R}^{2} \mid x \leq \bar{x}, y \geq \bar{y}\right\}, \\
& \Sigma^{r, u}(\bar{x}, \bar{y})=\left\{(x, y) \in \mathbb{R}^{2} \mid x \geq \bar{x}, y \geq \bar{y}\right\}, \\
& \Sigma^{l, d}(\bar{x}, \bar{y})=\left\{(x, y) \in \mathbb{R}^{2} \mid x \leq \bar{x}, y \leq \bar{y}\right\}, \\
& \Sigma^{r, d}(\bar{x}, \bar{y})=\left\{(x, y) \in \mathbb{R}^{2} \mid x \geq \bar{x}, y \leq \bar{y}\right\} .
\end{aligned}
$$

Again, $u$ and $d$ stand for "up" and "down", while $l$ and $r$ stand for "left" and "right". In order to ease the reader's understanding, we give a pictorial representation of these cones in Figure 4 below.


Figure 4: The four cones $\Sigma^{l, u}, \Sigma^{r, u}, \Sigma^{l, d}, \Sigma^{r, d}$ (not to overload the notation, we have omitted the point $(\bar{x}, \bar{y})$; of course, we have drawn $\Sigma^{l, u}, \Sigma^{r, u}$ for $\bar{y}>\int_{0}^{\tau} a^{+}(t) d t$, and $\Sigma^{l, d}, \Sigma^{r, d}$ for $\left.\bar{y}<\int_{0}^{\tau} a^{+}(t) d t\right)$.

We have the following result.
Lemma 3.4. For every $\bar{y} \neq \int_{0}^{\tau} a^{+}(t) d t$, there exists $\eta(\bar{y})>0$ such that

$$
\Sigma^{l, u}(-\eta(\bar{y}), \bar{y}) \cup \Sigma^{r, u}(\eta(\bar{y}), \bar{y}) \subset \mathcal{O}^{u} \quad \text { when } \quad \bar{y}>\int_{0}^{\tau} a^{+}(t) d t
$$

and

$$
\Sigma^{l, d}(-\eta(\bar{y}), \bar{y}) \cup \Sigma^{r, d}(\eta(\bar{y}), \bar{y}) \subset \mathcal{O}^{d} \quad \text { when } \quad \bar{y}<\int_{0}^{\tau} a^{+}(t) d t .
$$

Proof. We prove the thesis when $\bar{y}>\int_{0}^{\tau} a^{+}(t) d t$, the other case being analogous. Fix $\epsilon>0$ so small that

$$
\begin{equation*}
\bar{y}>\int_{0}^{\tau} a^{+}(t) d t+\epsilon . \tag{22}
\end{equation*}
$$

Correspondingly, let $R_{\epsilon}$ be given by Lemma 3.3 and set $\eta(\bar{y})=R_{\epsilon}+N$ (which depends on $\bar{y}$ through $\epsilon$ ). We claim that both $\Sigma^{l, u}(-\eta(\bar{y}), \bar{y})$ and $\Sigma^{r, u}(\eta(\bar{y}), \bar{y})$ are entirely contained in one connected component of $\mathbb{R}^{2} \backslash \Gamma^{+}$. Since they can be connected using an horizontal segment having large positive $y$-component, this ensures that $\Sigma^{l, u}(-\eta(\bar{y}), \bar{y})$ and $\Sigma^{r, u}(\eta(\bar{y}), \bar{y})$ are contained in the same connected component (recall ( $\circ$ )), and that this component is precisely $\mathcal{O}^{u}$.

We prove the claim for $\Sigma^{l, u}(-\eta(\bar{y}), \bar{y})$ (the argument for $\Sigma^{r, u}(\eta(\bar{y}), \bar{y})$ is completely symmetric and we will omit it for the sake of brevity). We write

$$
\Sigma^{l, u}(-\eta(\bar{y}), \bar{y})=\bigcup_{y \geq \bar{y}} \mathcal{L}^{l}(y)
$$

where, for a fixed $y \geq \bar{y}, \mathcal{L}^{l}(y)$ denotes the left half-line

$$
\mathcal{L}^{l}(y)=\left\{(x, y) \in \mathbb{R}^{2} \mid x \leq-\eta(\bar{y})\right\} .
$$

In view of $(\circ)$, it is enough to prove that $\mathcal{L}^{l}(y) \cap \Gamma^{+}=\emptyset$ for any $y \geq \bar{y}$ (indeed, all the half-lines $\mathcal{L}^{l}(y)$ can be connected using the vertical half-line $\left.\{(-\eta(\bar{y}), y) \mid y \geq \bar{y}\}\right)$. To see this, define

$$
\left.\left.\gamma_{1}=\Phi^{0, \tau}(]-\infty,-R_{\epsilon}\right] \times\{0\}\right), \quad \gamma_{2}=\Phi^{0, \tau}\left(\left[-R_{\epsilon},+\infty[\times\{0\}),\right.\right.
$$

so that $\Gamma^{+}=\gamma_{1} \cup \gamma_{2}$, and fix $y \geq \bar{y}$. We are going to show that neither $\gamma_{1}$ nor $\gamma_{2}$ can intersect $\mathcal{L}^{l}(y)$ since their points have, respectively, different $y$-coordinate and different $x$-coordinate. More precisely:

- $\gamma_{1} \cap \mathcal{L}^{l}(y)=\emptyset$. Indeed, in view of the choice of $R_{\epsilon}$,

$$
\left.\gamma_{1} \subset \mathbb{R} \times\right] \int_{0}^{\tau} a^{+}(t) d t-\epsilon, \int_{0}^{\tau} a^{+}(t) d t+\epsilon[
$$

and the thesis follows from (22), since $y \geq \bar{y}$.

- $\gamma_{2} \cap \mathcal{L}^{l}(y)=\emptyset$. Indeed, this is a consequence of (20), since the $x$-component of any point in $\gamma_{2}$ is strictly greater than $-\left(R_{\epsilon}+N\right)=-\eta(\bar{y})$.

The proof is thus completed.
We now define, for any $\mu \in U$,

$$
\left.\left.\Gamma_{\mu}^{-, l}=\Phi_{\mu}^{T, \tau}(]-\infty,-(r+2 N)\right] \times\{0\}\right), \quad \Gamma_{\mu}^{-, r}=\Phi_{\mu}^{T, \tau}([r+2 N,+\infty[\times\{0\}),
$$

namely, the "left-tail" and the "right-tail" of $\Gamma_{\mu}^{-}$. Notice that, if $x=x_{\mu}:[0, T] \rightarrow \mathbb{R}$ is a solution to (16) with $\left|x_{\mu}(T)\right| \geq r+2 N$, then (20) and (21) imply that $\left|x_{\mu}(t)\right|>r$ for every $t \in[0, T]$. Then, Proposition 3.1 gives the following:
(I) if $h(x)>0$ for $|x|>r$, then

$$
\begin{equation*}
\Gamma_{\mu}^{-, l} \cap \Gamma^{+}=\emptyset=\Gamma_{\mu}^{-, r} \cap \Gamma^{+} \quad \text { for every } \mu \leq \mu_{c} \tag{23}
\end{equation*}
$$

(II) if $\operatorname{sgn}(x) h(x)>0$ for $|x|>r$, then

$$
\Gamma_{\mu}^{-, l} \cap \Gamma^{+}=\emptyset \quad \text { whenever } \mu \geq \mu_{c},
$$

and

$$
\Gamma_{\mu}^{-, r} \cap \Gamma^{+}=\emptyset \quad \text { whenever } \mu \leq \mu_{c} .
$$

For $\mu=\mu_{c}$, we have in particular (both in case (I) and (II))

$$
\Gamma_{\mu_{c}}^{-, l} \cap \Gamma^{+}=\emptyset=\Gamma_{\mu_{c}}^{-, r} \cap \Gamma^{+} .
$$

Consequently, since $\Gamma_{\mu_{c}}^{-, l}, \Gamma_{\mu_{c}}^{-, r}$ are connected sets, ( $(\circ)$ implies that each of them is contained in one of the connected components $\mathcal{O}^{u}, \mathcal{O}^{d}$. The next (crucial) lemma clarifies which situation can occur, according to the sign of $h(x)$ at infinity.

Lemma 3.5. The following hold true.
(I) Assume $h(x)>0$ for $|x|>r$. Then

$$
\Gamma_{\mu_{c}}^{-, l} \subset \mathcal{O}^{d} \quad \text { and } \quad \Gamma_{\mu_{c}}^{-, r} \subset \mathcal{O}^{d} .
$$

(II) Assume $\operatorname{sgn}(x) h(x)>0$ for $|x|>r$. Then

$$
\Gamma_{\mu_{c}}^{-, l} \subset \mathcal{O}^{u} \quad \text { and } \quad \Gamma_{\mu_{c}}^{-, r} \subset \mathcal{O}^{d} .
$$

Proof. All the statements can be proved in the same way. For this reason, we give the details only for $\Gamma_{\mu_{c}}^{-, l}$ in case (I). By contradiction, assume that

$$
\Gamma_{\mu_{c}}^{-, l} \subset \mathcal{O}^{u}
$$

(notice that - as remarked before - we know that $\Gamma_{\mu_{c}}^{-, l}$ is entirely contained either in $\mathcal{O}^{d}$ or in $\mathcal{O}^{u}$, so that this is the logical negation of the thesis).

For $\mu \in U$, denote by $P_{\mu}$ the "endpoint" of $\Gamma_{\mu}^{-, l}$, i.e. $P_{\mu}=\Phi_{\mu}^{T, \tau}(-(r+2 N), 0)$. Since $P_{\mu_{c}} \in \Gamma_{\mu_{c}}^{-, l} \subset \mathcal{O}^{u}$ and $\mathcal{O}^{u}$ is open, the continuity of $\Phi_{\mu}^{T, \tau}$ yields the existence of $\mu<\mu_{c}$ such that $P_{\mu} \in \mathcal{O}^{u}$, implying

$$
\begin{equation*}
\Gamma_{\mu}^{-, l} \cap \mathcal{O}^{u} \neq \emptyset . \tag{24}
\end{equation*}
$$

On the other hand, set

$$
\bar{y}=\frac{\mu+\mu_{c}}{2} \int_{\tau}^{T} a^{-}(t) d t\left(<\mu_{c} \int_{\tau}^{T} a^{-}(t) d t\right),
$$

and choose $\epsilon>0$ so small that

$$
\begin{equation*}
\bar{y}+\epsilon<\mu_{c} \int_{\tau}^{T} a^{-}(t) d t\left(=\int_{0}^{\tau} a^{+}(t) d t\right) . \tag{25}
\end{equation*}
$$

For every $x_{0}<-\max \left\{R_{\epsilon}, \eta(\bar{y})+N\right\}$, we have

$$
\Phi_{\mu}^{T, \tau}\left(x_{0}, 0\right) \in \Sigma^{l, d}(-\eta(\bar{y}), \bar{y}) \subset \mathcal{O}^{d}
$$

where the first inclusion is guaranteed by Lemma 3.3 and the second one by Lemma 3.4. Taking, moreover, $x_{0} \leq-(r+2 N)$, we have $\Phi_{\mu}^{T, \tau}\left(x_{0}, 0\right) \in \Gamma_{\mu}^{-, l}$, so that

$$
\begin{equation*}
\Gamma_{\mu}^{-, l} \cap \mathcal{O}^{d} \neq \emptyset . \tag{26}
\end{equation*}
$$

Recalling (o), (24) and (26) imply that $\Gamma_{\mu}^{-, l}$ has to intersect $\Gamma^{+}$, which is impossible in view of (23) (being $\mu<\mu_{c}$ ).

We are now ready to complete the proofs of Theorems 2.1 and 2.2.
Proof of Theorem 2.1. In view of Lemma 3.5, case (I), and since $\mathcal{O}^{d}$ is open, the continuity of $\Phi_{\mu}^{T, \tau}$ allows us to choose $\mu^{*} \in U$, with $\mu^{*}>\mu_{c}$, such that, for any $\mu \in\left[\mu_{c}, \mu^{*}\left[\right.\right.$, the "left-endpoint" $P_{\mu}^{l}$ of $\Gamma_{\mu}^{-, l}$ (i.e., $\left.P_{\mu}^{l}=\Phi_{\mu}^{T, \tau}(-(r+2 N), 0)\right)$ as well as the "right-endpoint" $P_{\mu}^{r}$ of $\Gamma_{\mu}^{-, r}\left(P_{\mu}^{r}=\Phi_{\mu}^{T, \tau}(r+2 N, 0)\right)$ belong to $\mathcal{O}^{d}$. On the other hand, arguing as in the proof of Lemma 3.5, we can find points both of $\Gamma_{\mu}^{-, l}$ and of $\Gamma_{\mu}^{-, r}$ lying in $\mathcal{O}^{u}$, provided that $\left.\mu \in\right] \mu_{c}, \mu^{*}[$. Hence, (०) ensures that

$$
\left.\Gamma_{\mu}^{-, l} \cap \Gamma^{+} \neq \emptyset \neq \Gamma_{\mu}^{-, r} \cap \Gamma^{+} \quad \text { for every } \mu \in\right] \mu_{c}, \mu^{*}[.
$$

Since $\Gamma_{\mu}^{-, l}$ and $\Gamma_{\mu}^{-, r}$ are disjoint, we have found the two desired intersections.
Proof of Theorem 2.2. In view of Lemma 3.5, case (II), and since $\mathcal{O}^{u}$ is open, the continuity of $\Phi_{\mu}^{T, \tau}$ allows us to choose $\mu_{*} \in U$, with $\mu_{*}<\mu_{c}$, such that, for any $\mu \in] \mu_{*}, \mu_{c}\left[\right.$, the "left-endpoint" $P_{\mu}^{l}$ of $\Gamma_{\mu}^{-, l}$ (i.e., $P_{\mu}^{l}=\Phi_{\mu}^{T, \tau}(-(r+2 N), 0)$ ) of $\Gamma_{\mu}^{-, l}$ belongs to $\mathcal{O}^{u}$. On the other hand, arguing as in the proof of Lemma 3.5, we can find points of $\Gamma_{\mu}^{-, l}$ lying in $\mathcal{O}^{d}$, for any $\left.\mu \in\right] \mu_{*}, \mu_{c}[$. As a consequence, in view of (○),

$$
\left.\Gamma_{\mu}^{-, l} \cap \Gamma^{+} \neq \emptyset \quad \text { for every } \mu \in\right] \mu_{*}, \mu_{c}[.
$$

In a symmetric way, we can find $\mu^{*} \in U$, with $\mu^{*}>\mu_{c}$, such that the "rightendpoint" $P_{\mu}^{r}$ of $\Gamma_{\mu}^{-, r}$ belongs to $\mathcal{O}^{d}$ for $\mu \in\left[\mu_{c}, \mu_{*}[\right.$, and

$$
\left.\Gamma_{\mu}^{-, r} \cap \Gamma^{+} \neq \emptyset \quad \text { for every } \mu \in\right] \mu_{c}, \mu_{*}[.
$$

Summarizing, until now, we have found at least one intersection for $\mu \in] \mu_{*}, \mu^{*}\left[\backslash\left\{\mu_{c}\right\}\right.$.
We now define

$$
\Gamma_{\mu}^{-, K}=\Phi_{\mu}^{T, \tau}([-(r+2 N), r+2 N] \times\{0\}),
$$

that is, the compact connected subset of $\Gamma_{\mu}^{-}$obtained dropping its tails. From Lemma 3.5 and (o), it follows that

$$
\Gamma_{\mu_{c}}^{-, K} \cap \Gamma^{+} \neq \emptyset,
$$

so that another intersection appears for $\mu=\mu_{c}$. Since, for any $\left.\mu \in\right] \mu_{*}, \mu^{*}[$, we have $P_{\mu}^{l} \in \mathcal{O}^{u}$ and $P_{\mu}^{r} \in \mathcal{O}^{d},(\circ)$ implies again that

$$
\left.\Gamma_{\mu}^{-, K} \cap \Gamma^{+} \neq \emptyset \quad \text { for every } \mu \in\right] \mu_{*}, \mu^{*}[,
$$

that is, we have a second intersection for $\mu$ in a neighborhood of $\mu_{c}$, clearly distinct from the one found before.

## 4 Further remarks: nonexistence and dynamics in the phase-plane

With the aim of discussing the optimality of our main results, in this final section we focus more in detail on the issue of nonexistence of solutions to

$$
\left\{\begin{array}{l}
u^{\prime \prime}+\left(a^{+}(t)-\mu a^{-}(t)\right) g(u)=0  \tag{27}\\
u^{\prime}(0)=u^{\prime}(T)=0,
\end{array}\right.
$$

where $g \in \mathcal{C}^{1}(\mathbb{R})$ has constant (positive) sign and $a \in L^{1}(0, T)$ is as in (7).
We recall that some observations in this direction were already presented in the second remark after Theorems 1.1 and 1.2 and in Remark 3.2; precisely, problem (27) is never solvable for $\mu<\mu_{c}$ (resp., for $\mu>\mu_{c}$ ) whenever $g^{\prime}(u)>0$ (resp., $\left.g^{\prime}(u)<0\right)$ for every $u \in \mathbb{R}$. Notice that results of this type are useless when $g^{\prime}(u)$ changes sign (as in Theorem 1.2) and, in any case, they provide only one-sided intervals of non-solvability with respect to $\mu_{c}$. Hence, a more careful study of (27) for $\mu \rightarrow 0^{+}$and $\mu \rightarrow+\infty$ seems to be necessary.

A first, simple observation is the following: if the function $g(u)$ is bounded and bounded away from zero, namely, there exist $m, M>0$ such that $m \leq g(u) \leq M$ for any $u \in \mathbb{R}$, by integrating the equation on $[0, T]$ we easily see that a necessary condition for the solvability of (27) is that

$$
\frac{m}{M} \mu_{c} \leq \mu \leq \frac{M}{m} \mu_{c} .
$$

This could be enough to show that our results, from the point of view of solvability in dependence on $\mu$, cannot be improved in general (and the value $\mu_{c}$ appears again to have a special role). However, if on one hand this simple remark applies to a wide class of nonlinearities $g(u)$ (independently of the assumptions on the derivative), on the other hand it requires some extra conditions on the range of $g(u)$ which are somewhat far from the approach followed in this paper. In particular, the hypothesis that $g(u)$ is bounded away from zero appears here unnatural, and indeed it is not satisfied by our model nonlinearities (4) and (5).

Our next result tries to fill this gap, showing that nonexistence for (27) when $\mu \rightarrow 0^{+}$and $\mu \rightarrow+\infty$ is a quite general fact. Precisely, it can always be proved whenever $g^{\prime}(u)$ is infinitesimal at infinity, provided that a slightly stronger assumption on $a(t)$ is fulfilled.

Theorem 4.1. Let $g \in \mathcal{C}^{1}(\mathbb{R})$ be a positive function such that

$$
\begin{equation*}
\lim _{|u| \rightarrow+\infty} g^{\prime}(u)=0 \tag{28}
\end{equation*}
$$

Moreover, suppose that $a \in L^{1}(0, T)$ satisfies (7) and that $a^{-}(t)$ vanishes at most on a zero-measure subset of $[\tau, T]$. Then, there exist $\mu_{0}, \mu_{\infty}>0$, with $\mu_{0}<\mu_{c}<\mu_{\infty}$, such that problem (27) does not have a solution for $\mu \in] 0, \mu_{0}[\cup] \mu_{\infty},+\infty[$.

Proof. We first transform the differential equation in (27) into the system

$$
\left\{\begin{array}{l}
x^{\prime}=y  \tag{29}\\
y^{\prime}=h(x) y^{2}+\left(a^{+}(t)-\mu a^{-}(t)\right),
\end{array}\right.
$$

via the change of variables described in Section 2, and notice that the uniqueness and the global continuability for (29) are guaranteed since they hold for (the differential equation in) (27). With the same notation as in Section 2, we thus consider the map

$$
\Phi_{\mu}^{t_{0}, t_{1}}\left(z_{0}\right)=\left(x_{\mu}\left(t_{1} ; t_{0}, z_{0}\right), y_{\mu}\left(t_{1} ; t_{0}, z_{0}\right)\right)
$$

(observe that here it is important to include the value $\mu=0$ in our considerations; of course, the continuity of $\Phi_{\mu}^{t_{0}, t_{1}}$ with respect to $\mu$ is guaranteed also in this case) and the curves $\Gamma^{+}$and $\Gamma_{\mu}^{-}$. Having in mind the shooting technique described in Section 2, this time we aim at showing that no intersections between $\Gamma^{+}$and $\Gamma_{\mu}^{-}$ can appear when $\mu$ is small or large. Precisely, we are going to prove that the projections of $\Gamma^{+}$and $\Gamma_{\mu}^{-}$on the $y$-axis have disjoint images.

As a preliminary step, we notice that, as shown in [8, Lemma 3], the curve $\Gamma^{+}$lies entirely in the open half-plane $\{y>0\}$. Since, in view of Lemma 3.3, $y\left(\tau ; 0,\left(x_{0}, 0\right)\right)$ converges to $\int_{0}^{\tau} a^{+}(t) d t>0$ for $\left|x_{0}\right| \rightarrow+\infty$, the continuity of $\Phi^{0, \tau}$ ensures then that there exist $c, C>0$ such that $c \leq y\left(\tau ; 0,\left(x_{0}, 0\right)\right) \leq C$ for every $x_{0} \in \mathbb{R}$ (here we have dropped the subscript since there is no dependence on $\mu$ ).

We first prove nonexistence for $\mu$ small, by showing that, when $\mu \rightarrow 0^{+}$, $y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)<c$ for every $x_{0} \in \mathbb{R}$. To this aim, choose $\epsilon=c / 2$ and $\bar{\mu}=$ $c /\left(2 \int_{\tau}^{T} a^{-}(t) d t\right)$. Repeating the estimates in Lemma 3.3, we have that there exists $R_{\epsilon}>0$ such that, if $\left|x_{0}\right| \geq R_{\epsilon}$, then $\left|y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)-\mu \int_{\tau}^{T} a^{-}(t) d t\right|<c / 2$ for $\mu \in[0, \bar{\mu}]$. Hence,

$$
\begin{equation*}
\left|y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)\right|<c \quad \text { for }\left|x_{0}\right| \geq R_{\epsilon}, \mu \in[0, \bar{\mu}] . \tag{30}
\end{equation*}
$$

On the other hand, by uniform continuity we have that

$$
\lim _{\mu \rightarrow 0^{+}} \Phi_{\mu}^{T, \tau}(\cdot, 0)=\Phi_{0}^{T, \tau}(\cdot, 0) \quad \text { uniformly for } x_{0} \in\left[-R_{\epsilon}, R_{\epsilon}\right] ;
$$

since $\Phi_{0}^{T, \tau}\left(x_{0}, 0\right)=\left(x_{0}, 0\right)$ for every $x_{0} \in \mathbb{R}$, this means that

$$
\begin{equation*}
\lim _{\mu \rightarrow 0^{+}} y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)=0 \quad \text { uniformly for } x_{0} \in\left[-R_{\epsilon}, R_{\epsilon}\right] \tag{31}
\end{equation*}
$$

Consequently, (30) and (31) imply that, for $\mu$ sufficiently small, $y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)<c$ for every $x_{0} \in \mathbb{R}$, as desired.

We now turn to the case when $\mu$ is large, by showing that, for $\mu \rightarrow+\infty$, $y_{\mu}\left(\tau ; T,\left(x_{0}, 0\right)\right)>C$ for every $x_{0} \in \mathbb{R}$. To this aim, assume, by contradiction, that there exist sequences $\mu_{k} \rightarrow+\infty$ and $x_{0}^{k} \in \mathbb{R}$ such that $y_{\mu_{k}}\left(\tau ; T,\left(x_{0}^{k}, 0\right)\right) \leq C$. Of course, two possibilities can occur: either $J_{k}=\sup _{t \in[\tau, T]}\left|y_{\mu_{k}}\left(t ; T,\left(x_{0}^{k}, 0\right)\right)\right|$ is bounded, or $\lim \sup _{k \rightarrow+\infty} J_{k}=+\infty$. In the following, we simply write $y_{\mu_{k}}(t)$ instead of $y_{\mu_{k}}\left(t ; T,\left(x_{0}^{k}, 0\right)\right)$ (an analogous notation is adopted for the $x$-component); moreover, we set $H=\max _{x \in \mathbb{R}}|h(x)|$.

- In the case $\widehat{J}=\sup _{k} J_{k}<+\infty$, using the second equation in (29) we have that

$$
\begin{aligned}
-C \leq-y_{\mu_{k}}(\tau) & =\int_{\tau}^{T}\left[h\left(x_{\mu_{k}}(t)\right) y_{\mu_{k}}(t)^{2}-\mu_{k} a^{-}(t)\right] d t \\
& \leq H \widehat{J}^{2}(T-\tau)-\mu_{k} \int_{\tau}^{T} a^{-}(t) d t
\end{aligned}
$$

which is a contradiction when $k$ is large.

- In the case when $\limsup _{k \rightarrow+\infty} J_{k}=+\infty$, we first observe that it has to be $\lim _{k \rightarrow+\infty} \sup _{t \in[\tau, T]} y_{\mu_{k}}(t)=+\infty$ (indeed, by a time-inversion argument, from [8, Lemma 4] it follows that $y_{\mu_{k}}(t) \geq 0$ for $\left.t \in[\tau, T]\right)$. It is then possible to choose an interval $\left[t_{k}^{-}, t_{k}^{+}\right] \subset[\tau, T[$ such that

$$
\left.y_{\mu_{k}}\left(t_{k}^{-}\right)=C, \quad y_{\mu_{k}}\left(t_{k}^{+}\right)=2 C, \quad C<y_{\mu_{k}}(t)<2 C \text { for every } t \in\right] t_{k}^{-}, t_{k}^{+}[.
$$

Using the second equation in (29), it follows that

$$
\begin{aligned}
C=y_{\mu_{k}}\left(t_{k}^{+}\right)-y_{\mu_{k}}\left(t_{k}^{-}\right) & =\int_{t_{k}^{-}}^{t_{k}^{+}}\left[h\left(x_{\mu_{k}}(t)\right) y_{\mu_{k}}(t)^{2}-\mu_{k} a^{-}(t)\right] d t \\
& \leq 4 H C^{2}\left(t_{k}^{+}-t_{k}^{-}\right)-\mu_{k} \int_{t_{k}^{-}}^{t_{k}^{+}} a^{-}(t) d t .
\end{aligned}
$$

As a consequence, $\left(t_{k}^{+}-t_{k}^{-}\right)$is bounded away from zero. Since, by assumption, $a^{-}(t)$ vanishes at most on zero measure subsets of $[\tau, T]$, we deduce that $\int_{t_{k}^{-}}^{t_{k}^{+}} a^{-}(t) d t$ is bounded away from zero, as well (observe that, up to subsequences, $t_{k}^{-}, t_{k}^{+}$converge). From

$$
C \leq 4 H C^{2}(T-\tau)-\mu_{k} \int_{t_{k}^{-}}^{t_{k}^{+}} a^{-}(t) d t
$$

we thus get a contradiction when $k$ is large.
It is worth noticing that Theorem 4.1 applies to the model nonlinearities (4) (implying nonexistence for $\mu \rightarrow+\infty$; nonexistence for $\mu<\mu_{c}$ follows from the fact that $g^{\prime}(u)>0$ for every $u \in \mathbb{R}$ ) and (5) (implying nonexistence both for $\mu \rightarrow 0^{+}$ and for $\mu \rightarrow+\infty)$. Supported by this further piece of theoretical information, we
conclude the paper by providing some numerical simulations for the dynamics of $u^{\prime \prime}+q_{\mu}(t) g(u)=0$ (with $g(u)$ as in (4) and (5)) in the standard phase-plane

$$
\left\{\begin{array}{l}
u^{\prime}=v \\
v^{\prime}=-q_{\mu}(t) g(u),
\end{array}\right.
$$

on varying of the parameter $\mu$. Similarly as in Section 2, we plot the two curves $\widetilde{\Gamma}^{+}$and $\widetilde{\Gamma}_{\mu}^{-}$obtained by shooting the $u$-axis, respectively, forward (from 0 to $\tau$ ) and backward (from $T$ to $\tau$ ) in time. The reader will certainly notice how subtler the situation appears to interpret, compared with the figures in Section 2.


Figure 5: The dynamics in the standard phase-plane is depicted for case (I), with $g(u)=$ $\arctan (u)+\pi / 2$ and $a(t)=1$ on $[0, \tau[=[0,1[, a(t)=-1$ on $[\tau, T]=[1,2]$. In the figure, the parameter $\mu$ increases proceeding from the top to the bottom; the right half corresponds to values of $\mu$ (in the picture, $\mu=1.5$ ), greater than $\mu_{c}=1$, for which we have existence of at least two solutions, while in the left we have no solutions (for $\mu=0.3$, and $\mu=3$ ). In particular, consistently with Theorem 4.1, we see that for $\mu \rightarrow 0^{+}$the curve $\widetilde{\Gamma}_{\mu}^{-}$lies entirely above $\widetilde{\Gamma}^{+}$, while for $\mu \rightarrow+\infty$ the opposite situation occurs. As for the existence, we recover the picture highlighted in Theorem 1.1.


Figure 6: Here, the dynamics in the standard phase-plane is depicted for case (II), with $g(u)=1 /\left(1+u^{2}\right)$ and $a(t)=1$ on $[0, \tau[=[0,1[, a(t)=-1$ on $[\tau, T]=[1,2]$. In the figure, the parameter $\mu$ increases proceeding from the top to the bottom; the right half corresponds to values of $\mu$ (in the picture, $\mu=0.9$ and $\mu=1.1$ respectively) yielding at least two solutions, while in the left we have either no solutions (for $\mu=0.2$, and $\mu=2.5$ ) or, in general, at least one - but not necessarily more than one - in correspondence of the critical value $\mu_{c}$ (in our picture, $\mu_{c}=1$ ). Similarly as before, we see that for $\mu \rightarrow 0^{+}$the curve $\widetilde{\Gamma}_{\mu}^{-}$lies entirely above $\widetilde{\Gamma}^{+}$, while for $\mu \rightarrow+\infty$ the opposite situation occurs. As for the existence, we recover the picture highlighted in Theorem 1.2 (notice that for $\mu=\mu_{c}$ we only see an intersection between $\widetilde{\Gamma}^{+}$and $\left.\widetilde{\Gamma}_{\mu}^{-}\right)$.
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[^0]:    ${ }^{1}$ These assumptions are related to the variational approach to (3) and imply, respectively, the coercivity or a saddle geometry for the associated Lagrange functional (other conditions coming from topological degree theory, like the Landesman-Lazer ones, could be given, as well, being however less general [13]). Notice that, usually, nonresonance conditions are stated for the $T$ periodic problem, but the same results hold when one considers Neumann solutions. Our choice of studying the Neumann BVP is due to the (shooting) method used in our proofs.

[^1]:    ${ }^{2}$ This point requires some care. Indeed, as shown in [8], it is always possible to cast back equation (14) into an equation of the type $u^{\prime \prime}+q(t) \mathfrak{g}(u)=0$, but the function $\mathfrak{g}(u)$ may be possibly defined only on a proper open subinterval of $\mathbb{R}$.

