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Abstract

he paper deals with a dependency-
bascd’lt:onngxl%em for representing the syntax
of natural languages. The dependency tree
adopted for describing the structure of
sentences is introduced. The grammar 18
expressed via ID/LP 1ables, that are
particularly suitable for languages that
present a high degree of word order freedom
(as Talian). They specify the constraints on
the grammaticality of sentences, by
modelling linguistic phenomena with the use

of features.
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grammatical relations.

1 Introduction

he concept of “head” has been
imrodEced by recznt formalisms, llkc_GPSG
and Head Grammars {13}, into constituency
syntax. Even if far from the head&m--hﬁcr
approach stated by dependency grammars
{10]., such formalisms, buased wpon
constituents, have acknow ledged the
importance of the head inside a phrase, a
sort of elected symbol on the right hand side
of a rewriting rule.

In dependency gramimass, the \m:culuc
of the sentence is represented via @ tree it
differs from the more usual parse u-,n
appearing in consituency Eramiman. ~.|\I.JL:
every node in the tree (and not nly the
leaves) is associated with the words in the
sentence. A “constituent” is identified with

n entire subtree, and the prominence of the
acad is emphasized by having itas the rcx')'t
of the subtree. The dependency trees that
have been proposed in the literature have
been tied to the underlying representation of
sentences, as in the Prague School ({14] and
more recent formulations {1 1] [12]), or to
the surface structure, as in Word Grammar

3]. We are closer 10 xherlqner view: the
dependency grammar, that »\fxll be descnbcg
by rules of Immediate Dominance (ID) an A
Linear Precedence (LP), generates trees that
represent the surface structure of sentences.

The necessity of individuating a head
in dependency syntax unfonunatcl'y nsesf
some problems when some aggregations [
words, that seem to feature more than one
head, are dealt with, Coordinations (as well
as comparative constructions), that are
difficult to treat both for dependency 2nd for
\rase structure grammars, fprccd some
-rehers (see [12]) to linearize complex
s in order to introduce a
special component for coordinalfo;_n andf.
apposition and not to violate the co.'s_i..l ion ©
1 {15). Even some simpler

projectivity

1 The condition of projectivity has heen smlcq in
many equivalent forms across dri!v:rrr.-( th .:-?.nc-
{15] gives 2 formal description of it, for the
of the underiying structure of semicnces; H.; deon
[3] formulstes it as the Adjacency principie ©2
surface structures, which he cxcerpts [rom
Robinson: “If A depends directly on B (1. 152
modifier), and other element C inevenss
between them (in linear order of then C
depends dircctly on A or on B or on 3o < ;
intervening element”. The name condition :
projectivity” comes from the ana!og)_' of the
principle with the operation of projecting on a

rrings)
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line (“lincar order of strings™) 1he senience
represented in the deprndency bee

o

phenomena, like the assignment of

grammatical relations and the treatment of

long distance dependencies, seem to be

related 1o another level of linguistic

knowledge, that is not purel{ syntactic.
0!

Such an intuition is supported, for example,
by the great variety of coordinations that are
possible in the language. The categories to
conjunct can be very different and it is very
hard to find some regularities of behaviour.
Consider, for example, the sentences

- He did it without malice and since
he needed a revenge {15]

- John asked the time of the train
and how late it was

- This land extends beyond the hills
and further on

Both from a constituency and dependency
points of view the situation is very difficult
to analyze: the conjuncts can be different
constituents (i.e. different non-terminal
symbols) and also different heads can be
involved.

The two levels of the grammatical
description can be seen as two distinct
modules, the first of which builds up basic
dependency structures, while the second
combines two or more heads (and the related
subirees) into morc complex aggregates.
Conversely we think that, with an
appropriate typing of arcs in the dependernicy
struclure, even complex constructions, like
coordinations and comparatives, or long
distance dependencies, can be represented
by a (non-linearized) graph, without
violating the condition of projectivity.?

The paper deals with the basic module
of the grammar in a dependency formalism.
The next section defines a dependency
struclure, on which the constraints on the
features, that state the grammaticality of a
sentence, are expressed. The third section
introduces the grammar, which is described
via ID/LP tables (the grammar of a fragment
of Ttalian is presented).

rcover, such a typin
teatment of long-distarice~
shaning of nodes within a ¢

1% mecessary for the
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A last remark: dependency syntax is
based exclusively on words [Hudson 84);
larger appregates can nevertheless be named,
by following the same terminology of the
constituency grammars, in order to describe
the formalism itself. Such names are
possibly introduced only for the sake of
clarity, but are not a part of the formalism.

2 The Dependency Structure
2.1 The formalism

The dependency tree that we build
represents the surface structure of a
sentence. A node is a triple whose first
component is the Node Label, the second is
the Node Type and the third is an ordered
list of elements:

n=<NL, NT, <eje2 ... €j.... ey > >
m1

NT belongs to a predefined set of node
types, that is:

NT € NTypes =
{TOP,VERB,REF,ADJ,ADV,DET})

The elements of the set NTypes can be
considered as the representatives of classes
of grammatical categories, that are also
ized into hierarchies of subclasses. The
ories that belong to the same type share
semantic treatment and, usually, the
same syntactic’ behaviour. Of course, the
syntactic similarity between two categories
that have been introduced within the
grammar can be only partial, otherwise the
two categorics should collapse into one. For
example, the class of adjectives (of which
the symbol ADIJ is the representative)
features two different behaviours that can be
associated with two subclasses, a class of
(corunon) qualifying adjectives and a class
of relational adjectives. Consider the two
adjectives piacevole (pleasant) and renale
(renal), which are two examples of a
commen qualifying and a relational adjective
respectively. Both words will be associated
with nodes of the same type ADJ in the
dependency  structure, even if their
respective gorics behave differently: a
relutional wdjecuve, so called because of its




derivation from a noun {rene -Vkidney) that
resulis to be put in relation with the noun
specified, can only follow it, as in

- * una renale malattia vs
una malaftia renale
a renal desease,

while qualifying adjectives can stand.on both
sides of it

- una piacevole comversazione vs
una conversazione piacevole
a pleasant conversation

This difference of behaviour can be
accounted for in the grammar, by an
appropriate use of the features’ values: the
members of the category ADJ, whose
feature subtype has the value relational, can
only follow the noun.

Much more articulated is the class of
categorics underlying. the REFerent type: a
REF node is associated with words
belonging to the high-level categorics
NOUN and PRONOUN. Such words refer
10 an entity in the world where the sentence
is interpreted, and so the related categories
are joined together into the REF type. In the
sentences

- il cuoco cucino® un pesce
the chef cooked a fish

- il cuoco lo cucino’
the chef it cooked
“the chef cooked ir”

both un pesce (a fisk) and lo (it) ref_cr to an
entity in the world, but we can notice that
they behave differently from a syntactic
point of view. un pesce follows the verb
(but can precede it 100), while 1o must
absolutely precede it. Rules are even more
complicated if the verb is untensed
Nevertheless the splitting of the REF cluxs
into NOUN and PRONOUN is not
sufficient to account for the syntactic
behaviours of referents. For exuinple,
relative pronouns (RELPRON) and personul
pronouns (PERSPRON) appear in different
constructions, and even inside the
RELPRON category, almost every pronoun
can belong to an autemous calegory. Let us
consider the examples:

- La ragazza che viene in autobus
vive in citta’ o
The girl who comes by bus lives in town

- La ragazza il cuji abito rosso viene
dall'India vive in citta’
The girl whose Yed dress comes from
India lives (n town

- La ragazza con Ja_gquale ho
pranzato ieri vive in citta'
The girl with whom I had the lunch
yesterday lives in town

che cannot be preceded by determiners or
followed by prepositions, cui can behave as
an adjective 100 and be preceded by
determiners, la quale has a gender
(depending on the article which it requires)
and a number. Morcover cui (as well as
quale, but not ¢he) can introduce a long-
distance-dependency, as in

- Il libro di_cui hai letto
I'introduzione tratta della guerra
chimica
The book of which you have read the
introduction deals with (the} chemical war

Such differences have led us to introduce
very refincd categories in order to deal with
\tive pronouns: CHEREL (i.e. RELative
CHE, to distinguish it from the other
categories to which che belongs:
conjunction, comparative particle, ...),
CUIREL, QUALIREL.

The types YERB, ADVerb and
DETerminer are self-explanatory, while a
few words are required to introduce the type
TOP. A TOP node is associated with the so-
called function words (15], that can be
identified intuitively as words that cannot
have dependents. Categories like
conjunctions, prepositions and comparative
pariicles will be associated to TOP nodes:
they share the common feature that their
semantic interpretation cannot be worked out
apart from other words in the sentence that
are syntactically related to them and that can
be considered as functions’ arguments. A
PREPosition connects the noun (that is the
entity) which muodifies it to the noun or to a
verb which 1t modifies: conjunctions and
comparative particles connect several

conjuncts or iwo comparison terms
respectively. As we will see in the
discussion about links, the modifiers of a
TOP node do not stand in a real dependency
relationship with it. The TOP node is the
root of coordinated constrictions (where its
name derives from), even if only from a
structural point of view. !

2.2 Heads and Links

The elements of the sequence which is
the third component of a node are of two
kinds: heads and links. Each node
contains one or more heads and zero or more
links. The presence of more than one head is
possible only within the TOP nodes, when
prepositional conjuncts occur, while the
absence of links, which are links to possible
modifiers, identifies a leaf node in the
dependency tree. A head has the following
form: ’

<HEAD, <lexical-data> >

where HEAD is a marker, that individuates
the type of the element, and "lexical-data”
includes the information for the word
associated with this node and that is
retrieved from the corresponding lexical
entry, Such information is represented via
pairs <feature,value>. The set of features
depends on the category of the word: a
verbal form contains, among others, the
feature “tense” with a different valus "+" or
“-", depending on if it is tensed or not
respectively, while a noun will contain the
features gender and number. Consider, for
example, the head element of a REFF node
associated with the word ragazzo (boy):

<HEAD,
< < cat, noun>
<lemma , ragazzo >
< gender , masculine >
< number , singular >
< proper , - > > >

“Lemma” indicates the normalized (i.e. not
inflected) form of the word, while “proper™
is a feature that states whether a noun is a
nanie or not.

A link has the following form:

<LINK, Link-Type, NL., <features> >
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LINK is a marker, NL is the label that
identifies the linked node (a dependent),
<features> are information about the linked
substructure (i.e. the substructure whose
root is NL), gathered by means of
percolation of the features upwards. Link-
Type is the most notable characteristic of a
link. The set of link types is

(DEP, STR, D&S}

Dependencies embody two different kinds of
information: the surface attachment of a node
to another at a higher level and the deep
connection between a modifier and its
governing node. The three types in the set
represent all the possible situations. D&S
arcs connect two nodes in both the surface
and deep relations: for example, a determiner
is always connected to 2 noun both
structurally, i.e. superficially aitached, and
deeply, in the sease that a determiner
governed by a noun, is logically dependent
from it, and not from other nodes in the
structure. These two types of connections
are taken apart in the other two elements of
the set. STR is the type of purely superficial
attachments: a clexr example of this is how
are structurally linked nodes that are
involved in long-distance-dependency
phenomena. If we consider again the
sentence

- Il libro di «cui hai letto
I'introduzione tratta della
guerra chimica,

The book of which you have read the
introduction ___deals with (the) chemical
war

the prepositional phrase di cui, which
introduces the relative sentence (that must
neccssarily begin with a substructure
containing a relative pronoun) and, hence,
structurally depends on the verb hai letto,
is logically dependent on introduzione,
and the underscore individuates its natural
position (after a noun). The structural
dependency of di cui from hai letto is
represented via a STR are. Conversely, the
logical dependency of di cui from
introduzione is specified via a DEP arc
that connects them, even if in very distant
positions in the structure. Such a connection
1+ determined on the basis of syntactic and
semantic data in the example at hand. In the




sentence above, di cui is a “logical”
modifier of the dircct object
$introduzione, as it results from the
application of the following rule: if the
=displaced” substructure X is not a
complement of the verb that governs the
sclanve sentence and this verb is transitive,
then X is a “logical” modifier of the direct
wobject. This le obviously belongs to the
second modale of the grammar (not
Bescxibed in the paper) that deals with the
grammatical relations. In the example

- U professore di cui parlavi a
HMario insegna greco
The professor of whom you were 1alking
30 Mario teaches Greek

i cui is a complement of parlavi (you
were Ialking } and the dcpendency
relationship does not involve a long
distmee. On the contrary, in the example

- B libro che stai scrivendo ¢ di cui
hai date il primo capitolo a
Giorgio non sara’ mai pubblicato,
The book you ave writing and of which
you have given the first chapter to
Giorgio will never be published,

we can notice how in the second relative
sestence the long-distance-dependency is
governed by the mule cited above, even if
dare (give ) also requires an indirect object
as complement.

A long-distance-dependency is then
represented in the formalism by allowing a
node to be shared (that is governed) by two
different nodes via two different arcs. The
“shared™ nodes described in [3] are used to
cope with “equi” constructions, like

. Un ragazzo persuase Luisa a
comprare una enciclopedia.
A boy persuaded Luisa to buy an
encyclopedia.

Luisa depeads on persuase via a D&S arc
ard on comprare, the verb in the

whordinaic scrtence, via a DEP are.3 The

3 This sharing is dricrmined  via a lexical rule,
saociated 1 the fexical ontry for persuade. Such
3 kind of reles amd, generally, rulcs that st upon

grammancal sckations, such ax sub). dir-uby, vclir-

introduction of such a new type in the
representation of long-distance-dependencies
and multiple governors allows the
satisfaction of the condition of projectivity
{12}, that must be applied only to structural
arcs (i.e. STR and D&S). Structural arcs
represent the superficial links of the nodes in
the dependency tree. Let us consider the
complex example

- 1l ragazzo che viaggio' con Luisa
la persuase a comprare
un'enciclopedia
The boy who travelled with Luisa
persuaded her 10 buy an encyclopedia

where the accusative pronoun la (referring
to Luisa) is the direct object of persuase
and the subject of comprare. The
corresponding dependency tree in the
formalism we have just described is shown
in figure 1. The non-violation of the
condition of projectivity is guaranteed by the
strict ordering of the elements in every node
and the introduction of a DEP arc. Such an
ordering reveals o be very important in both
the phascs of gencration and analysis of a
sentence: during the generation, it preserves
the satisfiability of the condition of
projectivity by the structure which is being
built; during the analysis itis fundamental in
the process of finding the mapping between
the grammatical relations involved and the
nodes in the dependency tree 5]

3 ID/LP tables

The idea of representing a grammar via
ID/LP rules was introduced by Gazdar {2}1in
constituency syntax within the GPSG
framework. ID rules specify the relationship
of Immediate Dominance, while LP rules
represent the Linear Precedence, in order to
split the two components, that are usually
represented together by the rewriting rules of
a phrase-structure grammar. Many
redundancics are avoided especially in the
case of free-word order languages [16].
Italian shows 3 0 high degree of freedom in
the order of consutents (9], that the choice
of representing @ grammar by means of
ID/LP rules seems sppealing.

—_

obj, are er by the upper level of the

grammar (e [ 5] for dets 5

VERB
PERSUADERE
subj ]
obj sub-impl
REF ¥ REF TOP ¥
H RAGAYZO‘ ] rLA [—A
VERB

|COMPRAREh

DET § VERB ¢
L HV‘IAGGIARE h ]

| ——— 1.5}
v
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G ooy
REF
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fig.1 An example of a dependency tree. Bold arrows represent standard depende

y relation,

simplc arrows ase only structural arcs that do not involve dependency but propagate it from
upper levels, dashicd arrows are relations of only dependency that account for unbounded links
and shared modificrs. The labels on links are assigned by the grammatical relations module.

The constituents of an [talian sentence can be
xjc:::r.;n;‘_cd in many ways, without changing
its semantic interpretation , i.e. its
“meaning” as defined in [15), even if
changes may occur in its TOPIC/FOCUS
articulation. Let us consider an example:
- I bambini vanno a scuola in
inverno .
T{le children go 1o school in
winter

that can be rearranged as

- A scuola i bambini vanpo in
inverno

- In inverno i bambini vanno a
scuola

- Vanno a scuola in inverno i
bambini

(and 30 on).
It is very simple to write down the
rules for this fragment of the language by

simply stating that:

S =>4 (NP, V, PP}
NP -->jq {Det, N} Det<yp N

e
PP -->ig {P, NP} P <jp NP

An ID-rule states that the symbol at left
immediately dominates the symbols at right,
while nothing is specified about the order of
the dominated symbols. The precedence
relationships are given by the LP-rules, The
alternative to such a representation should be
the usual way of indicating explicitly all the
rewriting rules that account for all of the
possible orderings of the constituents in the
example above.

Dependency grammars, that have been
widely employed for dealing with free word
order languages, can be easily described via
ID/LP rules. However, in the dependency
formalisms it is not sufficient to express the
linear order of subconstituents: the order
constraints must also include the precedence
relationships between the head and each of
its dependents. ID/LP relations between any
pair of categories can be represented via the
entries of two tables, as shown in the figures
2 and 3 for a [ragment of Italian.

h entry in the ID-table states the
irnmediate dominance between the
categories Caty on the row and Catp on the
colurn respectively. The entry is empty (i.e.




ominated ]
Verb Noun Det Prep Adj Aadv] Cherel
Domina :
> = - > >
(1 head.tense +; (1 head.tense.+) (7 head.tense,+) (T head 12nsc +) (T head.tensc.+)
Verb {¢ < @ < if< ®
(T head.tense,-) (7 head.tense,-¥
(¢ head.tense ) ; {(T head.copula )
< N < T’
(¢ headicnse+) =
Noun (4 elrelaives+) ® ® @
T hexd.proper,-] (1 hecad.proper,-)]
Dat @ e @ [ ® ® ®
<
PIep [ hentrense) < @ o s ® b
>
Adj @ ® L] < ® < ®
Aadv e | e @ ® L] ® ©
Cherel ‘ @ 0 0 . . .

Fig.2- The Immediate Dominance Table.

@& immedizte dominance is not allowed

Const
C

apart apply

: the domssosnt category must prccede the dominated one
he domsnant category must follow the dominated one
toth ombers are allowed simultancously

traints welated to an order sign apply only if that order is realized
i i ind y of the order

Constrainis appearting in the samc cntry arc imended to be in XOR relation.

Verb Noun Det Prep Adj Aadv Cherel
] = Zup: Verb |z up: Verb >
Verb ©@ [ ves | @ by now s up Noun ® upr Verd
= - = >
Noun wp ves | @ |upTvers | up Vers [ -] up: Verd
<
Det ® -] up: Noun -] L]
= = N
Prep up Nound up: Nouwni ® |, v
[ - _
Adj - up: Noun d up:_ Verb
Aadv . 0
Cheret ] J;_

Fig.3 - The Lincar Prccedence Table.

: e ewiegory on the row must precede ihe one on the column

<

> : the category on the row must follow the one on the column

= : boxh pedery arz allomed

@ the swo categorics cammd depend on the same node, on the same side
with respect 1o the bead

The wble also includer wmlimatn about the categories that must dominate

the pair which lincar wrder relwion refees to

contains a black circle) for pairs of
categorics that cannot be in a dependency
relation, as is the case for the pair
<VERB,DET>. The sign < says that the
head, of category Catj must precede its
depéndent, of category Catp. Conversely, a
head Cat, is preceded by its dependents Catp
if the sign is >. A sign = is used to represent
the possibility of a simultaneous presence of
a dependent Caty on both sides of the head
Caty. The possible aliernatives in an ID-
entry are intended 1o be in an exclusive-or
relation, hence only one of them can be
satisfied. Each aliernative is attached with a
number of constraints on the features, that
must be tested on the nodes of the
dependency tree, once they are gathered via
the percolation of the values upwards from
the substructure. Let us consider few
examples: all the categories immediately
dominated by VERB, except CHEREL, can
stand on both sides of it only if the verbal
form is tensed; the constraint
($¢1.RELATIVE,+) in the entry for NOUN-
VERB dominance means that the feature
RELATIVE must be present in the first
element of the VERB node bencath the
noun. Such a feature will be propagated up
from the subtree dominated by the verb,
once it has been originated by the lexical
cntry of a relative pronoun (belonging 1o
CHEREL or the other categories of the
RELPRON class). This constraint is
necessary to state that a noun-verb
dominance is feasible only in the context of a
relative sentence, whose first substructure
must include a relative pronoun.

These constraints on features’ values
are of the same form as the =¢ equations in
the LFG formalism [1]. This means that
such constraints are only check equations on
the features’ values: they cannot introduce a
new value into the node information.

The LP table introduces further
constraints on the structures allowed by the
ID-table. It describes the precedence
constraints among the modificrs at the same
level and on the same side with respect 1o the
head. Such information allows to reject, as
ill-formed, sequences such as

- *bianco il cavallo
white the horse

where the adjectival modifier precedes the
determiner. Each entry in the LP-table
specifies the linear precedence between two
nodes of the categories given by the row and
the column respectively. The conditions
“up” specify the governor category (ies)
under which the precedence constraint
holds. Hence a linear precedence statement
between two categories is not absolute, but
can change, depending on the governor
category. This is somewhat different from
the GPSG framework, where the presence
of non-terminal symbols allowed to ignore
many details. For example, if a noun has an
adjective and a verb (i.c. a relative sentence)
as modifiers, the adjective must precede the
relative sentence, in order to avoid
expressions like

- il gatto che .si ‘arrampica
sull’albero bianco
the cat that is climbing the tree white

if we want to mean that white is the colour
of the cat. On the contrary, if an adjective
and a verkiare modifying a verb, they can
appear in any order, of course satisfying the
constraints imposed in the ID-table. In the
examples

- ¢’ bello andare al mare (a)
(It) is nice to go to the sea
(ADJ < dependent VERB)
- andare al mare ¢’ bello (b)
To go 10 the sea is nice
(ADJ >dependent VERB)

the copula e’ (is) has the same two
modifiers in inverse orders in the two
sentences, bello (nice) and andare (1o
g0).4 The specification of the governing
category inside the linear precedence
constraints is useful for the lack of different
(non-terminal) symbols in dependency
grammars. If we used different names for

4 There exist other constraints that we have not
considercd here and that state the
ungrammaticality of sentences like “bello andare
al mare ¢'”, or ¢’ e al mare bello™. Surely

thew sentences appoar o be pot very nice to a

native spcaker: thcir ungrammaticality can be

asserted with a precedence constraint inscried in
the [D-table, that forbids the scparation of the
copula and its adjective




the verbs that depend mpon a noun and the
verbs that depend upon another verb, we
would not need 1o add such a specification
about the common parent of two modifiers;
plirase structure grammars, that employ non-
terminal symbols, calt the formers, together
with their subsuuctures, Relative sentences,
and the latters, with their subtrees, Verbal
Complements or VP’.

The inspection of the tree in figure 1
and of the ID/LP tables in figures 2 and 3
makes clear that the tables describe
accurately the constraints that a tree
structure, as introdueed in the section 2,
must satisfy.

4 Conclusions

We have presented a dependency
gr=mmar that covers some basic phenomena
of the Italian language. The grammar is
represented via ID/LP tables that state the
relations of immediate dominance and linear
precedence between pairs of categories.

Many phenomena, as the assignment
of grammatical relations to the substructures
in the dependency tree or the treatment of
coordination are mot dealt with in the
grammar introduced, since we believe that
they belong to a different level of linguistic
knowledge which is mot purely syntactic.

Some details are left unspecified in the
basic module described, because of the
space constraints. Let us cite someone. The
aumber of nouns that depend upon a verb is
wsually restricted to one or two (or threc in
English, in case of bitransitive verbs): in our
formalism such a resmiction is posed by the
module that deals with grammatical
relations, that will reject a greater number of
nouns not marked by prepositions. The
grammar distinguiskes between exacily one
and more than one dependents, by allowing
a category to be preceded by itself in the LP-
tahle. The case of obligatory modifiers, in
the sense of dependents that are not optional,
is treated with the introduction of constraints
on the features’ values, that must correspond
10 the lexical entries of the obligatory
dependents.

e

The framework introduced represents
the basis for an automatic system of
language comprehension. In the past years,
we have developed a parscr that builds
dependency structures for Italian sentences
{6,7,8]. Although the parser is quite efficient
(it operates quasi-deterministically), the main
disadvantage is the absence of an explicit
grammar. The rules are hand-coded and it is
net easy to understand which are the
linguistic constraints they embody. This
paper has presented a solution to this
problem, by introducing a formalism for
expressing dependency grammars. The
grammar, represested 2s facts in Prolog, can
be translated by a precompilation step into an
internal formal that is suitable to be
interpreted by a simple parsing algorithm
(see [4] for details), that builds dependency
structures that are subsequently interpreted
by a semantic component.
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