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Av. Universidad, 1001, Col. Chamilpa, 62209 Cuernavaca, Morelos, Mexico
(Dated: November 11, 2016)

Two alternative approaches for the quantum-mechanical calculation of the nuclear-relaxation term
of elastic and piezoelectric tensors of crystalline materials are illustrated and their computational
aspects discussed: i) a numerical approach based on the geometry optimization of atomic positions
at strained lattice configurations and ii) a quasi-analytical approach based on the evaluation of the
force- and displacement-response internal-strain tensors as combined with the interatomic force-
constant matrix. The two schemes are compared both as regards their computational accuracy
and performance. The latter approach, not being affected by the many numerical parameters and
procedures of a typical quasi-Newton geometry optimizer, constitutes a more reliable and robust
mean to the evaluation of such properties, at a reduced computational cost for most crystalline
systems.

I. INTRODUCTION

First-principle calculations based on the density func-
tional theory (DFT) do constitute an effective mean to
the accurate evaluation of several strain-related proper-
ties of solids: third-rank direct and converse piezoelectric,
fourth-rank elastic stiffness and compliance, fourth-rank
photo-elastic and piezo-optic tensors.1–19 The quantum-
mechanical determination of such high-order tensorial
properties involves the evaluation of high-order total en-
ergy derivatives with respect to three main kinds of per-
turbations: atomic displacements, homogeneous strains
and electric fields.20,21 It follows that the determination
of all components of any of these tensors represents a
computationally demanding task, at least in two respects:
i) large number of required fundamental calculations (for
instance, use is commonly made of external programs and
scripts that run many independent calculations and then
collect and analyze computed energies or energy gradi-
ents for the calculation of the elastic tensor, in combi-
nation with popular plane-wave programs);13,22 ii) large
fraction of “numerical” steps involved in standard for-
mulations (e.g. second-energy derivatives with respect
to either atomic displacements or lattice strains are com-
monly obtained as finite differences, and the polarization
in solids is often obtained numerically from a Berry-phase
approach).10,12–14 Furthermore, numerical geometry op-
timizations of atomic coordinates at strained lattice con-
figurations are usually performed in order to account for
nuclear-relaxation contributions, which are known to be
dominant with respect to purely electronic contributions
in most cases.23,24

As regards the two main sources of computational com-
plexity briefly addressed above, they can be progressively
overcome by following two general prescriptions: i) by
devising automated algorithms, capable of managing the
large number of required calculations and reducing (or

even completely eliminating) any explicit intermediate
action from the user; ii) by reducing the weight of the
involved “numerical” steps in favor of more “analytical”
procedures. In the implementation into the Crystal

program of strain-related tensorial properties of solids,
we have tried to follow these two prescriptions during
the last ten years or so. Let us briefly review the various
developments made in this respect:

• With the Crystal03 and Crystal06 versions of
the program, elastic and piezoelectric tensors could
be computed by running several individual calcu-
lations and then by merging them via external
scripts. Elastic constants were computed as nu-
merical energy second-derivatives with respect to
lattice strains, piezoelectric constants were com-
puted as numerical finite differences of numerically
computed Berry phases, and numerical geometry
optimizations were used for the nuclear relaxation
contribution of both tensors.25–27

• In the Crystal09 version of the program, a fully-
automated implementation of the elastic tensor
was devised (i.e. requiring a single run for the
whole tensor), where elastic constants were ob-
tained as numerical derivatives of analytical lattice
gradients.10,11,28,29

• In the Crystal14 version, a fully-automated al-
gorithm was implemented for computing the direct
piezoelectric tensor via the Berry-phase approach
and (through the simultaneous evaluation of the
elastic tensor) the converse piezoelectric tensor as
well. The calculation of elastic and piezoelectric
tensors was also generalized to low-dimensional 1D
and 2D systems.4,30

• A fully-automated scheme was also devised and
implemented for the evaluation of the fourth-rank
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photo-elastic tensor, where elasto-optic constants
were obtained as numerical first-derivatives with
respect to the strain of analytical dielectric ten-
sor components, as computed through a Coupled-
Perturbed-Hartree-Fock/Kohn-Sham (CPHF/KS)
approach.17

• In a developmental version of the program (to be
soon released as Crystal17), a fully-automated
scheme has been implemented for the analytical
calculation of the direct piezoelectric tensor though
the CPHF/KS approach.31

• A fully-automated procedure, based on the analyti-
cal evaluation of the stress tensor,32 has been devel-
oped for the determination of pressure-dependent
elastic constants.33

• A fully-automated algorithm has been devised
(which requires the simultaneous evaluation of the
fourth-rank elastic and photo-elastic tensors) for
the calculation of the fourth-rank piezo-optic tensor
of crystals.18,19

• A fully-automated algorithm, with a full exploita-
tion of all translational and point symmetry fea-
tures, has also been implemented for the evalua-
tion of nuclear-relaxed elastic and piezoelectric con-
stants of crystalline materials, where the “quasi-
analytical” formulation in terms of the internal-
strain tensor is used instead of the standard “nu-
merical” approach requiring geometry optimiza-
tions at strained lattice configurations.34

In this paper, in particular, we shall discuss the main
computational implications of the last (and most re-
cent) development reported in the list above. That is,
the new, quasi-analytical, formulation in terms of the
internal-strain tensor of energy second-derivatives with
respect to atomic displacements and lattice deformations,
as combined with the interatomic force-constant Hessian
matrix, is compared with the previous approach involv-
ing the numerical relaxation of atomic positions upon
strain. The comparison is performed in terms of both
accuracy and computational performance. Two systems
will be analyzed into detail, which, belonging to non-
centro-symmetric space groups, exhibit both an elas-
tic and a piezoelectric response: hexagonal zinc oxide
(ZnO), and trigonal α-quartz. These two systems have
already served as test cases in a couple of recent stud-
ies on strain-related properties and therefore constitute
an optimal benchmark.31,34 Furthermore, in order to in-
vestigate whether or not the computational performance
advantages of one scheme with respect to the other could
depend on the richness of the point-symmetry features
of the system under investigation, seven crystals shall
be considered, belonging to the seven possible crystalline
systems (from cubic to triclinic).
The structure of the paper is as follows: Section II is

devoted to the formal and methodological description of

the “geometry optimizer” (GO) and “internal-strain ten-
sor” (IST) approaches for the quantum-mechanical eval-
uation of nuclear-relaxed elastic and piezoelectric con-
stants of materials; the two approaches are compared in
terms of both numerical accuracy and computational per-
formance in Section III; conclusions are drawn in Section
IV.

II. FORMAL AND COMPUTATIONAL

ASPECTS

Second-order elastic constants of a crystal at its equi-
librium volume V0 are expressed as second energy deriva-
tives with respect to pairs of homogeneous strains:

Cvw =
1

V0

∂2E

∂ηv∂ηw

∣

∣

∣

∣

∣

E

=
1

V0

∂gv
∂ηw

∣

∣

∣

∣

E

, (1)

where the derivatives are taken at constant electric field
E (to ensure formal compatibility with the piezoelectric
constants to be defined below), the symmetric second-
rank pure strain tensor η is represented by adopting
Voigt’s notation according to which v = 1 ≡ xx, v =
2 ≡ yy, v = 3 ≡ zz, v = 4 ≡ yz, v = 5 ≡ xz, and
v = 6 ≡ xy,35 and where we have introduced the lattice
strain energy gradient gv = ∂E/∂ηv|E . In the Crys-

tal program, strain energy gradients gv are computed
analytically28,29 and the second energy derivatives in Eq.
(1) can be evaluated as their numerical finite differences
(via a double-sided formula):

Cvw =
1

V0

[

gv|ηw=η − gv|ηw=−η

]

/2η , (2)

where η is the amplitude of the applied strain, which has
been optimized to the default value of 1%.10,11

First-order direct piezoelectric constants are expressed
as second energy derivatives with respect to electric field
Cartesian components and lattice strains:

ekv =
1

V0

∂2E

∂Ek∂ηv
∼=

∂Pk

∂ηv
, (3)

where Pk is the k-th Cartesian component of the polariza-
tion vector. For a more accurate account of the subtleties
related to the distinction between “proper” and “im-
proper” piezoelectric coefficients (evaluated/measured in
terms of a voltage or electric field, respectively), the
reader may refer to Refs. 2,20,31,36–38. A fully-
analytical approach has recently been devised for the
direct evaluation of the electronic term of the second-
derivatives in Eq. (3), via a CPHF/KS approach.31

The most popular technique for evaluating piezoelec-
tric constants still remains the numerical Berry phase
approach, within the modern theory of polarization of
solids, though,1–3 according to which constants ekv are
obtained from polarization (i.e. Berry phase) finite dif-
ferences at strained configurations:

ekv =
[

Pk|ηv=η − Pk|ηv=−η

]

/2η , (4)
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where a double-sided formula with a strain amplitude η
of 1.5% is used as a default in the implementation into
the Crystal program.
Strain-induced response properties of solids can be for-

mally decomposed into a purely electronic “clamped-
nuclei” term and a nuclear-relaxation term due to the
rearrangement of atomic positions upon strain. In Sec-
tions IIA and II B we shall now introduce two alterna-
tive strategies for the evaluation of the nuclear-relaxation
term.

A. The Geometry Optimizer Approach

Total (i.e. electronic plus nuclear-relaxation) or elec-
tronic only elastic and piezoelectric constants can be ob-
tained by evaluating the strain derivatives in Eqs. (1)
and (3) by allowing or not atomic positions u to relax
at strained lattice configurations, respectively. It follows
that the nuclear-relaxation contribution can be obtained
as difference between total and electronic “clamped-
nuclei” values:

Cnuc
vw =

1

V0

[

∂gv
∂ηw

∣

∣

∣

∣

E

−
∂gv
∂ηw

∣

∣

∣

∣

E,u

]

(5)

enuckv =

[

∂Pk

∂ηv
−

∂Pk

∂ηv

∣

∣

∣

∣

u

]

. (6)

A schematic representation of the fully-automated al-
gorithm (i.e. requiring a single run calculation) imple-
mented in the Crystal program for computing elas-
tic constants via the geometry optimizer approach is
sketched in Figure 1.
A quasi-Newton scheme for energy minimization is im-

plemented in the Crystal program,39 which is based on
the calculation of analytical energy gradients at each op-
timization step.28,29,40,41 The initial guess for the Hessian
matrix of energy second derivatives is obtained through a
classical force-field model as proposed by Schlegel.42 Dur-
ing the optimization, the Hessian is updated from the
gradients by means of the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm.43–46 At each cycle, a New-
ton step is evaluated, which, by default, is constrained
to lie within the quadratic region of the potential energy
hyper-surface by a “trust radius” technique, as proposed
by Simons and Nichols.47 Convergence is checked on both
gradient components and nuclear displacements.

B. The Internal-strain Tensor Approach

The elements of the force-response internal-strain ten-
sor are second-energy derivatives with respect to an
atomic displacement and to a lattice distortion:

Λai,v =
∂2E

∂uai∂ηv

∣

∣

∣

∣

∣

E

, (7)

FIG. 1: Schematic flow-chart of the fully-automated algo-
rithm implemented in the Crystal program for the eval-
uation of second-order elastic constants via the geometry-
optimizer approach for nuclear-relaxation contributions.

where uai are Cartesian components of the displace-
ment vector ua of atom a (i=x, y, z). A displacement-
response internal-strain tensor Γ, which describes first-
order atomic displacements as induced by a first-order
strain, can be defined as:20

Γai,v = −
∂uai

∂ηv

∣

∣

∣

∣

E

=
∑

bj

(H−1)ai,bjΛbj,v , (8)

where H is the interatomic force-constant Hessian ma-
trix of energy second derivatives with respect to pairs of
periodicity-preserving atomic displacements:

Hai,bj =
∂2E

∂uai∂ubj

∣

∣

∣

∣

∣

E,η

. (9)

When mass-weighted and diagonalized, the force-
constant matrix of Eq. (9) provides vibration frequen-
cies of Brillouin zone-center phonon modes. The H

−1

matrix in Eq. (8) has to be considered a pseudoinverse
ofH where translational degrees of freedom are projected
out, as discussed in detail elsewhere.20

The nuclear-relaxation contribution to elastic and
piezoelectric constants can be expressed in terms of the
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internal-strain tensor Λ (or Γ):20

Cnuc
vw = −

1

V0

∑

ai

Λai,vΓai,w , (10)

enuckv = −
1

V0

∑

ai

Z∗
k,aiΓai,v , (11)

where the Z
∗ tensor in Eq. (11) contains the Born dy-

namical effective charges:

Z∗
k,ai =

∂2E

∂Ek∂uai

∣

∣

∣

∣

∣

η

. (12)

In the current fully-automated implementation into the
Crystal program, the elements Λai,v of the force-
response internal-strain tensor are here computed as fi-
nite differences of analytical lattice gradients with re-
spect to atomic Cartesian displacements, by means of
a generalized “Pulay’s force method” originally proposed
for interatomic force constants.48 A double-sided finite
difference formula has been implemented, according to
which:34

Λai,v =
[

gv|{u}=0;uai=u − gv|{u}=0;uai=−u

]

/2u , (13)

where u is the amplitude of the applied atomic dis-
placement, with a default value of 0.003 Å. Use of a
double-sided formula is generally preferable to a single-
sided one as it allows for the cancellation of contam-
inating effects of cubic anharmonicity. When passing
from the force-response Λ to the displacement-response
Γ internal-strain tensor, the interatomic force-constant
matrix H is required, whose calculation is also performed
in a fully-automated fashion.49 Given that the actual
atomic Cartesian displacements to be considered for the
SCF and analytical gradient calculation are the same for
both objects, the current implementation for the internal-
strain tensor has been devised in such a way to simulta-
neously compute Λ and H, nearly at the same computa-
tional cost as for the calculation of H alone. The evalua-
tion of Γ can thus be performed straightforwardly at the
end of the calculation through the matrix multiplication
in Eq. (8).
A schematic representation of the fully-automated al-

gorithm (i.e. requiring a single run calculation) imple-
mented in the Crystal program for computing elas-
tic constants via the internal-strain tensor approach is
sketched in Figure 2.
The “internal-strain tensor” strategy is also imple-

mented in the Abinit package.

III. RESULTS AND DISCUSSION

The “geometry optimizer” and “internal-strain tensor”
approaches to the determination of nuclear-relaxed elas-
tic and piezoelectric constants of crystalline solids are

FIG. 2: Schematic flow-chart of the fully-automated algo-
rithm implemented in the Crystal program for the evalua-
tion of second-order elastic constants via the internal-strain
tensor approach for nuclear-relaxation contributions.

here compared in terms of both numerical accuracy and
computational performance. As recalled in Section IIA,
the “geometry optimizer” approach, despite being based
on analytical energy gradients, is a complex procedure
characterized by many numerical parameters and strate-
gies (such as the particular choice of the Hessian guess,
Hessian updating scheme, trust-radius scheme, conver-
gence tolerances, etc.). On the contrary, the “internal-
strain tensor” approach is a more analytical procedure,
which requires the use and definition of just one numer-
ical parameter (i.e. the atomic displacement amplitude
u) in the computation of the interatomic force-constant
matrix H and of the force-response internal-strain ten-
sor Λ from analytical gradient finite differences (see Eq.
(13)). Such a parameter has been carefully optimized to
the default value of 0.003 Å in the last decade.34,49–51

Two crystals are here considered, which have recently
been used to test several numerical and computational
aspects of different implementations of elastic and piezo-
electric tensors: hexagonal zinc oxide (ZnO), which be-
longs to the P63mc space group, and trigonal α-quartz,
which belongs to the P3221 space group.31,34 All calcu-
lations have been performed with a developmental ver-



5

FIG. 3: (color online) For ZnO, mean absolute deviation |∆|
(in %) of elastic (upper panel) and piezoelectric (second panel
from the top) constants as computed within the “geometry
optimizer” approach as a function of the optimizer conver-
gence tolerance TG with respect to elastic and piezoelectric
constants obtained within the “internal strain tensor” ap-
proach. The time of the calculation, run in parallel mode
over 16 processors, is given (in minutes) in the third panel
from the top (the horizontal dashed line marks the time of
the “internal strain tensor” calculation). The bottom panel
reports the total number of required geometry optimization
steps. TG is in units of 10−4 a.u. The different lines corre-
spond to different numerical settings, depending on whether
use is made (TR) or not (NO-TR) of the trust-radius strat-
egy and on the number of points used in the numerical finite
differences of Eqs. (2) and (4).

sion of the Crystal14 program,52 by running in par-
allel mode over 16 Intel-Xeon processors working at
2.13 GHz, on a Linux cluster with Ethernet connection.
The machine has 8 cores per node and 2 GB of mem-
ory per core. The PBE generalized-gradient exchange-
correlation functional53 is used in combination with all-
electron basis sets of triple-zeta quality for all systems.54

The relative computational performance of the “geom-

etry optimizer” approach with respect to the “internal-
strain tensor” approach on the calculation of nuclear-
relaxed elastic and piezoelectric constants of ZnO is doc-
umented in Figure 3. The IST approach is considered in
its standard computational setup (see Eq. (13)). Several
computational aspects of the GO approach are investi-
gated as a function of the TG threshold parameter, which
is used to determine the convergence of the geometry op-
timization process based on the root mean square value
of the gradients. This parameter is explored in the range
6× 10−4 - 1× 10−5 a.u.: the smaller this parameter, the
tighter the convergence criterion. ZnO has 8 non-null
elastic constants (C11 ≡ C22, C33, C44 ≡ C55, C12 and
C13 ≡ C23) while the piezoelectric tensor is characterized
by 5 non-null constants (e15 ≡ e24, e33 and e31 ≡ e32).
In order to measure the deviation of nuclear-relaxed con-
stants as obtained with the GO approach from IST ones,
an overall index |∆| is introduced, which measures the
mean absolute deviation (in %). For instance, for elastic
constants, this index reads as:

|∆| =
1

n

∑

vw

|CGO
vw − CIST

vw |

|CIST
vw |

× 100 , (14)

where the sum runs over the n non-null constants. An
analogous index is defined for piezoelectric constants.
These indices are reported in the two top panels of Fig-
ure 3, as a function of TG. The black line corresponds
to default settings in the GO approach (i.e. use of the
“trust-radius” strategy and of 2 points in the numerical
evaluation of the derivatives in Eqs. (1) and (3)), the
red line corresponds to switching-off the “trust-radius”
strategy and the blue line to switching-off the “trust-
radius” strategy and using 4 points in the numerical eval-
uation of the derivatives. Some considerations: i) in all
cases, as TG becomes tighter, the mean absolute devia-
tion |∆| decreases to values lower than 1% for elastic con-
stants and 0.5% for piezoelectric constants; ii) the GO
approach in its default computational conditions, with
the “trust-radius” strategy on, shows a very slow im-
provement of the computed constants as a function of TG

(with mean absolute deviations of about 2.5% for both
elastic and piezoelectric constants at the default value of
TG = 3×10−4 a.u.), with significant consequences on the
corresponding computational cost of the calculation (to
be discussed below); iii) switching off the “trust-radius”
strategy makes the convergence with respect to TG much
faster (particularly so for piezoelectric constants); iv) use
of 4 points instead of 2 in the numerical evaluation of the
strain derivatives has a very little effect on computed
constants.
The computational cost of the numerical GO approach

with respect to the IST analytical one is documented
in the third panel from the top in Figure 3, where the
wall-clock time required for running the corresponding
calculations, in parallel over 16 processors, is given (in
minutes) as a function of TG. The time needed by the
analytical IST approach is represented by the horizontal
dashed line. The computational cost of the GO approach
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FIG. 4: (color online) For α-quartz, mean absolute deviation
|∆| (in %) of elastic (upper panel) and piezoelectric (second
panel from the top) constants as computed within the “ge-
ometry optimizer” approach as a function of the optimizer
convergence tolerance TG with respect to elastic and piezo-
electric constants obtained within the “internal strain tensor”
approach. The time of the calculation, run in parallel mode
over 16 processors, is given (in minutes) in the third panel
from the top (the horizontal dashed line marks the time of
the “internal strain tensor” calculation). The bottom panel
reports the total number of required geometry optimization
steps. TG is in units of 10−4 a.u. The different lines corre-
spond to different numerical settings, depending on whether
use is made (TR) or not (NO-TR) of the trust-radius strat-
egy and on the number of points used in the numerical finite
differences of Eqs. (2) and (4).

is obviously related to the number Ncyc of optimization
steps, which is reported in the bottom panel of the fig-
ure. Some considerations on the computational perfor-
mance: i) as TG becomes tighter, the computational cost
increases both in terms of required optimization steps
and calculation time (particularly so when the “trust-
radius” strategy is active); ii) as expected, the cost of
the calculation doubles by using 4 instead of 2 points in

the numerical evaluation of the strain derivatives; iii) re-
markably, the cost (in terms of required time) of the IST
calculation is always smaller than the GO one by a factor
of about 2 at loose values of TG, and of about 4 at tighter
values of TG.

Analogous considerations can be made as regards α-
quartz, for which a comparison between the GO and
IST approaches is presented in Figure 4, in terms of
computational accuracy and performance. The struc-
ture of Figure 4 is the same as Figure 3. The α-quartz
crystal is characterized by 11 non-null elastic constants
(C11 ≡ C22, C33, C44 ≡ C55, C12, C13 ≡ C23, and
C14 ≡ C56 ≡ −C24) and 5 non-null piezoelectric con-
stants (e14 ≡ −e25 and e11 ≡ −e12 ≡ −e26). As regards
the accuracy of the computed nuclear-relaxation term,
the following considerations can be made: i) the two ap-
proaches provide almost the same values for the elastic
constants, with a mean absolute deviation always smaller
than 0.3%, which further reduces to about 0.1% at tight
TG values; ii) for piezoelectric constants, the mean abso-
lute deviation becomes smaller than 1% but only for very
tight values of TG, whereas it is as large as 3.5% for less
tight values of the convergence threshold when default
settings of the GO approach are used, with the “trust
radius” strategy active; iii) for piezoelectric constants,
switching off the “trust radius” strategy makes the con-
vergence with respect to TG faster; iv) also in this case,
as observed for ZnO, only slight changes in the computed
constants are produced by using 4 points instead of 2 in
the numerical evaluation of the strain derivatives.

Also in the case of α-quartz, the cost of the calculation
of the nuclear-relaxation term of elastic and piezoelectric
constants, in terms of required wall-clock time, is found
to be smaller for the IST approach compared to the GO
one, by a factor of about 2 at default TG values and of
about 3 at tighter TG values.

Let us now discuss the relative computational perfor-
mance of the GO and IST approaches to the calculation
of the nuclear-relaxation term of the elastic tensor, as a
function of the point-symmetry of the system. To do so,
and to document the generality of the current implemen-
tation as well, we shall consider seven crystals belonging
to the seven crystalline systems: diamond is taken as
a representative of cubic lattices, which belongs to the
Fd3m space group and is characterized by 48 symmetry-
operators in the corresponding point-symmetry group;
zinc oxide is considered as a hexagonal crystal, which be-
longs to the P63mc space group with 12 point-symmetry
operators; α-quartz represents trigonal lattices as it be-
longs to the P3221 space group with 6 point-symmetry
operators; the molecular crystal of urea has been chosen
to represent tetragonal lattices, it belongs to the P421m
space group and it exhibits 8 point-symmetry operators;
as a representative of the orthorhombic crystals, we con-
sider one of the main constituents of the Earth upper
mantle, α-forsterite, which belongs to the Pbnm space
group with 8 point-symmetry operators; for the mono-
clinic crystalline system, a different polymorph of silica
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TABLE I: For each of the seven crystalline systems, a representative crystal is chosen, whose main symmetry features are
given in the table. The number of point-symmetry operators Nsym, the total number of atoms per primitive cell Nat and
the number of symmetry-irreducible atoms per primitive cell N irr

at are reported. The last four rows of the table report some
indices related to the computational performance of the two alternative approaches for the evaluation of the nuclear-relaxation
term of the elastic tensor: the “geometry optimizer” (GO) approach and the “internal-strain tensor” (IST) approach. The
number of required SCF procedures plus analytical gradients calculations is given. The |∆| index (defined in Eq. (14)) gives
the percentage mean absolute deviation of the nuclear-relaxation term of the elastic constants obtained with the two techniques
(see text for details). The average absolute deviation |δ| = 1/n

∑
vw

|CGO
vw − CIST

vw | (in GPa) is also reported. Finally, for each
system, the ratio between the time required by the GO calculation and that required by the IST calculation is reported.

Crystal Diamond Zinc Oxide α-Quartz Urea α-Forsterite Coesite Albite

Formula C ZnO SiO2 CO(NH2)2 Mg2SiO4 SiO2 NaAlSi3O8

Lattice Cubic Hexagonal Trigonal Tetragonal Orthorhombic Monoclinic Triclinic

Space Group Fd3m P63mc P3221 P421m Pbnm C2/c C1

Nsym 48 12 6 8 8 4 2

Nat 2 4 9 16 28 24 26

N irr
at 1 2 2 5 6 7 13

NGO
SCF+G 6 22 28 160 97 98 160

N IST
SCF+G 3 9 11 21 37 43 79

|∆| (%) 0.2 1.3 0.3 0.5 0.8 0.7 1.2

|δ| (GPa) 0.004 0.8 0.2 0.4 0.2 0.2 0.1

tGO/tIST 2.0 2.6 1.6 3.1 1.6 0.8 0.8

is considered, coesite, which belongs to the C2/c space
group with 4 point-symmetry operators; finally, for tri-
clinic lattices, low-albite has been chosen, which belongs

to the C1 space group and has 2 point-symmetry opera-
tors.

Selected symmetry features of these seven crystals are
given in Table I, where the GO and IST approaches are
also compared. The IST approach is considered in its
standard formulation, Eq. (13), whereas the GO ap-
proach is used by switching off the “trust radius” strat-
egy and by setting TG = 3×10−4 a.u. The number
of self-consistent-field (SCF) procedures plus analytical
gradients calculation, NSCF+G, is reported for each sys-
tem for both approaches. The mean absolute deviation
|∆| (in %) between the nuclear-relaxed elastic constants
evaluated with the GO and IST approaches, defined in
Eq. (14), is also reported. For each system, the ratio
tGO/tIST between the time required by the GO calcula-
tion and that required by the IST calculation is reported
in the last row of the table. Some considerations: i) in all
cases, the two approaches provide very consistent sets of
nuclear-relaxed elastic constants with the absolute mean
deviation |δ| = 1/n

∑

vw |CGO
vw − CIST

vw | always well be-

low 1 GPa; ii) percentage mean deviations |∆| are below
1% in most cases (0.2% for diamond, 0.3% for α-quartz,

0.5% for urea, 0.7% for coesite and 0.8% for α-forsterite)
and just slightly above 1% for the other two systems,
1.2% for albite and 1.3% for zinc oxide (note that in the
case of albite the relatively high percentage deviation of
1.2% is only due to the existence of many tiny constants,
given that the absolute mean deviation |δ| is just of 0.1
GPa); iii) as we have documented before, the percentage
mean deviation of 1.3% for zinc oxide would be reduced
down to just 0.6% by further tightening the convergence
threshold TG (see Figure 3); iv) the number of SCF+G
calculations required by the IST approach is always much
smaller than that required by the GO approach (it has
to be noted though that the typical residual symmetry
in the SCF+G calculations in the GO approach is higher
than that in the IST approach, which has a clear effect
on timings); v) the IST approach is found to be faster
roughly by about a factor of 2 (from 1.6 to 3.1) for crys-
talline systems from cubic to orthorhombic, whereas it is
reported to be only slightly slower (by a factor of 1.2) for
the monoclinic and triclinic systems.
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IV. CONCLUSIONS

Two alternative computational approaches for the
quantum-mechanical evaluation of the nuclear-relaxation
contribution of elastic and piezoelectric coefficients of
solids have been presented and discussed. A standard
numerical approach based on geometry optimizations of
atomic positions within strained lattice configurations
has been compared in terms of both accuracy and com-
putational efficiency to a quasi-analytical approach based
on the evaluation of force-response internal-strain and
atomic Hessian tensors.
The two approaches, as implemented in the public

Crystal program, are documented to provide very con-
sistent sets of computed nuclear-relaxed elastic and piezo-
electric coefficients when the “internal-strain tenor” ap-
proach is used in its standard formulation and very tight

convergence criteria are used for the geometry optimiza-
tion process, which, however, make the latter scheme sig-
nificantly more costly in terms of computing time. In
particular, the “geometry optimizer” approach is docu-
mented to suffer from a slow convergence of the results
when a “trust radius” strategy is used for constraining
the Newton step, which probably represents a too con-
servative procedure when significant deformations are ap-
plied to the lattice.

The “internal-strain tenor” approach has been docu-
mented to be more computationally efficient for most
crystalline systems (cubic, hexagonal, trigonal, tetrag-
onal and orthorhombic), whereas the “geometry opti-
mizer” approach has been documented to be slightly
more efficient for monoclinic and triclinic low-symmetry
cases.
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J. Phys. Chem. C 117, 12864 (2013).

7 K. E. El-Kelany, P. Carbonnière, A. Erba, and M. Rérat,
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