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ABSTRACT  
 
We used Ni K-edge resonant valence to core X-ray emission spectroscopy (RVtC-XES, also 
referred to as direct RIXS), an element-selective bulk-sensitive synchrotron-based technique, to 
investigate the electronic structure of CPO-27-Ni metal-organic framework (MOF) upon molecular 
adsorption of significant molecular probes: H2O, CO, H2S and NO. We compare RVTC-XES with 
UV-Vis spectroscopy, and we show that the element-selectivity of RVtC-XES is of strategic 
significance to observe the full set of d-d excitations in Ni2+ which are partially overshadowed by 
the low-energy π-π* transitions of the Ni-ligands in standard diffuse reflectance UV-Vis 
experiments. Our combined RVtC-XES/UV-Vis approach provides access to the whole set of d-d 
excitations allowing us a complete discussion of the changes undergone by the electronic 
configuration of the Ni2+-sites hosted within the MOF upon molecular adsorption. The experimental 
data have been interpreted by multiplet ligand-field theory calculations based on Wannier orbitals. 
This study represents a step further in understanding the ability of the CPO-27-Ni MOFs in 
molecular sorption and separation applications. 
 
 
1. INTRODUCTION 
 
The ability to tune framework porosity, topology as well as framework compositions have made 
zeolites and zeotypes the most successful materials for a broad range of applications like gas 
adsorption/separation and catalysis. However, in the last few years, the role of zeolites as the 
leading class of crystalline porous materials has been challenged by a new emerging family: Metal 
Organic Frameworks (MOFs).1 

Although the industrial application of MOFs is still limited to few cases,2 this new class of 
materials is predicted to play an important role in the next future, in the fields of gas storage,1d, 3 gas 
separation and purification,4 gas sensors,5 drug delivery,6 optical materials,7 magnetic materials,8 
solid state proton and ion conductors,9 catalysis,10 and materials for interim radioactive waste 
scavenging.11 

In this work, we combined UV-Vis and hard X-ray resonant valence to core X-ray emission 
spectroscopy (RVtC-XES)12 spectroscopies to shed light on the changes in the electronic structure 
of d orbitals of Ni2+ center in CPO-27-Ni upon molecular adsorption. Experimental results are 
supported with the non-resonant inelastic X-ray scattering (NIXS) and RVTC-XES spectra’s 
calculation using multiplet ligand-field theory based on Wannier orbitals. This study represents a 
step further in the direction of understanding the adsorption phenomena that are behind the ability 
of the CPO-27-Ni (also known as MOF-74) class of MOFs in molecular sorption and separation 
applications. 

 
1.1. CPO-27 MOFs for molecular sorption and separation 

Gas sorption, separation and purification and catalytic applications require the availability of 
coordinatively unsaturated metal centers. CPO-27-Ni (Ni2(dhtp)(H2O)2·8H2O, dhtp = 2,5-
dihydroxyterephthalic acid, also known as MOF-74), fulfills this request.13 CPO-27-M is a three-
dimension honeycomb like framework with one-dimensional channels of about 11 Å diameter 
running along the c axis (see Figure 1). At the intersections of the honeycomb are helical chains of 
cis-edge connected metal oxygen octahedra running along the [001] direction. The first 
coordination shell of M2+ sites consists of five framework oxygen atoms while the sixth 
coordinative bond faces the channel and is available to coordinate ligand molecules, such as a water 
as shown in the inset in Figure 1. Several isostructural analogue of the framework with Mg2+, Mn2+, 
Fe2+, Co2+, Cu2+ and Zn2+ as a metal component have been reported.13-14 15 
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Figure 1. 3D representation of a dehydrated CPO-27-Ni structure, highlighting the honeycomb structure along the 1D 
channels of about 11 Å in diameter running along the [001] direction. The C atoms are reported in grey, H atoms in 
white, O in red, and Ni in blue. The inset reports a magnification of the first coordination spheres around a Ni2+ center 
(blue sphere) showing the five framework oxygen atoms (red spheres) and the coordination vacancy inside the channel 
saturated by a water molecule. 

Upon solvent removal, CPO-27-M has a coordination vacancy at M2+ centers,16 where guest 
molecules can be coordinated.3a, 16-17 Molecular adsorption on CPO-27-M MOF has been widely 
investigated owing to the coordination vacancy at the metal site M. Among all, CO adsorption has 
been widely studied on CPO-27-Ni15c, 17a, 17b and on the equivalent Mg, Mn, Fe and Zn 
frameworks.15c, 18 Authors found that the isostructural frameworks display isosteric heats of CO 
adsorption ranging from −52.7 to −27.2 kJ mol−1 (see Table 1) along the series Ni > Co > Fe > Mg 
> Mn > Zn, following the Irving−Williams stability order.15c NO adsorption was performed on 
CPO-27-Ni16 and on CPO-27-Fe.19 N2 adsorption was investigated by Chavan et al. 17b on CPO-27-
Ni, and by Bloch et al.20 on CPO-27-Fe; in the same work also O2 adsorption was studied. H2 
adsorption was systematically studied at low temperature on isostructural MOFs CPO-27-M (M = 
Mg, Mn, Co, Ni, Zn).3b, 21 Adsorption of CO2 was investigated on the whole series of CPO-27-M.3a, 

15a, 22 Co-adsorption of H2O and CO2 was investigated by Mangano et al. on both CPO-27-Ni and -
Mg.23 CH4 adsorption was studied by Dietzel et al. on Ni and Mg forms of CPO-27,22a while 
Chavan et al. investigated the adsorption of C2H4 on CPO-27-Ni17b and of C2H2 on the Fe, Co and 
Ni homologue frameworks.24 Adsorption of H2S was studied by Allan et al.25 and by Chavan et 
al.17d The potential of the almost whole family of CPO-27-M MOFs (M = Mg, Co, Ni, Cu, and Zn) 
in the adsorptive desulfurization of fuels has been evaluated by De Vos group.26  

Most of the reported literature also provided accurate determination of the adsorption enthalpy 
(−∆Hads) measured either directly with microcalorimetry,27 or indirectly via isosteric method27a or 
via variable temperature IR spectroscopy, that also provides the entropy of the adsorption 
process.21b, 28 Other works are theoretical studies that have computed the corresponding adsorption 
energies (−∆Eads). From a comparison of the energetic data (−∆Hads or −∆Eads) for different 
molecules on the same material (see Table 1), the potential of CPO-27-M MOFs in gas separation 
applications is evident. In the following few specific examples are reported. (i) Bloch et al. 
concluded that that the CPO-27-M frameworks are promising materials for the separation of CO 
from various industrial gas mixtures, including CO/H2 and CO/N2.15c (ii) The same group,20 
highlighted that CPO-27-Fe is able to selectively bind O2 over N2 via electron transfer interactions 
at temperatures as high as 226 K, that is substantially higher than the cryogenic temperatures 
currently used to separate O2 from air on a large scale. (iii) Valenzano et al. suggested CPO-27-Mg 
as a suitable material for CO/CO2 separation.15a (iv) Chavan et al. indicates CPO-27-Ni as an 
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interesting material for the CH4/C2H2 separation, which is of interest in the production of pure 
acetylene.24 (v) Britt et al. indicates CPO-27-Mg as the best MOF for CO2/CH4 separation. (vi) 
Ghose et al.29 showed that, for CPO-27-Ni, the temperature-dependent adsorption capacity of Xe is 
substantially larger than that for Kr, indicating the selectivity of Xe over Kr. (vii) The finding that 
H2O is able to displace NO indicates that CPO-27-Ni(Fe) materials are of potential interest for 
gradual NO release in biomedical applications.16, 19, 30 (viii) Rojas et al,30a used CPO-27-Ni for the 
incorporation and release of the [Ru(p-cymene)Cl2(pta)] anticancer drugs. (ix) The possible use of 
CPO-27-Ni in adsorption water desalination application was highlighted by Elsayed et al.,31 
reporting a yield of 4.3 m3·of water per day and per ton of material. (x) Finally, on the catalysis 
side, Xiao et al.32 highlighted that CPO-27-Fe, and its magnesium-diluted analogue (CPO-27-
Fe0.95Mg0.05) are able to activate the C–H bonds of ethane and convert it into ethanol and 
acetaldehyde using nitrous oxide as the terminal oxidant.  

Table 1. Summary of literature studies, both experimental (−∆Hads) end theoretical (−∆Eads), reporting energetic aspects 
of molecular adsorption of different probes (CO, NO, H2O, H2S, CO2, N2, H2, CH4 C2H2) on M2+ sites of activated 
CPO-27-M MOFs M (M = Mg, Mn, Fe, Co, Ni, Zn). MC = microcalorimetry; IHA = isosteric heat of adsorption; VT-
IR = variable temperature Infra Red; DFT = density functional theory; DBT dibenzothiophene . Reviewed theoretical 
studies have used the following DFT codes: CRYSTAL09,33 VASP 5.334 and vdW-DF2.35 
Molecule  Metal −∆Hads or −∆Eads (kJ mol−1) Method  Ref. 
Xe Ni 22 DFT 29 
Kr Ni 10 DFT 29 
H2 Mg 12 VT-IR 21b 
H2 Mg 9.4 VT-IR 36 
H2 Mg 10.1 IHA 21a 
H2 Mn 11 VT-IR 21b 
H2 Mn 8.8 IHA 21a 
H2 Mn 8.8 IHA 18a 
H2 Fe 9.7 IHA 18a 
H2 Co 13 VT-IR 21b 
H2 Co 11.2 VT-IR 37 
H2 Co 10.7 IHA 21a 
H2 Co 10.8 IHA 18a 
H2 Ni 15 VT-IR 21b 
H2 Ni 13.0 VT-IR 3b 
H2 Ni 19.9 IHA 21a 
H2 Ni 11.9 IHA 18a 
H2 Zn 10 VT-IR 21b 
H2 Zn 8.5 IHA 21a 
CH4 Ni 22 IHA 22a 
CH4 Ni 21.4 IHA 38 
C2H2 Ni 48 MC 24 
N2 Ni 17 VT-IR 17b 
N2 Ni 27.3 DFT, CRYSTAL09 17c 
N2 Mg 21 VT-IR 15a 
N2 Mg 25.2 DFT, CRYSTAL09 15a 
N2 Fe 35 IHA 20 
CO2 Mg 47 IHA 39 
CO2 Mg 47 VT-IR 15a 
CO2 Mg 38.9 DFT, CRYSTAL09 40. 
CO2 Mg 43.5 IHA 22c 
CO2 Mg 40.9 DFT, vdW-DF2 22c 
CO2 Mn 31.7 IHA 22c 
CO2 Mn 33.9 DFT, vdW-DF2 22c 
CO2 Fe 39 IHA 22b 
CO2 Fe 33.2 IHA 22c 
CO2 Fe 34.1 DFT, vdW-DF2 22c 
CO2 Co 37 IHA 39 
CO2 Co 33.6 IHA 22c 
CO2 Co 33.8 DFT, vdW-DF2 22c 
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CO2 Ni 41 IHA 39 
CO2 Ni 38 IHA 22a 
CO2 Ni 38.6 IHA 22c 
CO2 Nu 37.3 DFT, vdW-DF2 22c 
CO2 Cu 24 IHA 15b 
CO2 Cu 22.1 IHA 22c 
CO2 Cu 27.1 DFT, vdW-DF2 22c 
CO2 Zn 30 IHA 41 
CO2 Zn 26.8 IHA 22c 
CO2 Zn 30.2 DFT, vdW-DF2 22c 
CO Ni 58 MC 17a 
CO Ni 46.2 DFT, CRYSTAL09 40 
CO Ni 53.7 DFT, VASP 5.3  This work 
CO Ni 52.7 IHA 15c 
CO Mg 35.4 IHA 15c 
CO Mg 29 VT-IR 15a 
CO Mg 30.0 DFT, CRYSTAL09 15a 
CO Mn 29.7 IHA 15c 
CO Fe 43.6 IHA 15c 
CO Zn 27.2 IHA 15c 
NO Ni 90 MC 16 
NO Ni 49.1 DFT, CRYSTAL09 17c 
NO Ni 59.4 DFT, VASP 5.3 This work 
H2O Mg 69.9 DFT, vdW-DF2 42 
H2O Ni 74.7 DFT, CRYSTAL09 17c 
H2O Ni 81.5 DFT, VASP 5.3 This work 
H2O Zn 46.3 DFT, vdW-DF2 42 
H2S Ni 57 MC 17d 
H2S Ni 47.9 DFT, CRYSTAL09 17d 
H2S Ni 66.0 DFT, VASP 5.3 This work 
thiophene Mg 2.5 MC 26 
thiophene Mg 55.4 DFT vdW-DF2 26 
thiophene Co 7 MC 26 
thiophene Ni 60.5 DFT vdW-DF2 26 
thiophene Ni 21 MC 26 
thiophene Co 55.9 DFT vdW-DF2 26 
thiophene Zn 48.8 DFT vdW-DF2 26 
DBT Mg 129.9 DFT vdW-DF2 26 
DBT Ni 135.8 DFT vdW-DF2 26 
O2 Fe 41 IHA 20 
 
Restricting the discussion on the CPO-27-Ni material and on the molecules used in this study, 
−∆Hads values have been measured at 303 K by microcalorimetry for NO (92 kJ mol−1),16 CO (58 kJ 
mol−1)17b and H2S (57 kJ mol−1).17d Moreover, Bonino et al. have shown that H2O is able to displace 
NO from Ni2+ sites in CPO-27-Ni; on these basis they have estimated adsorption enthalpy for water 
around 100 kJ mol−1.16 Summarizing, experiments have shown that the −∆Hads scale is H2S ∼ CO < 
NO < H2O, see Table 1. Adsorptions of H2S and CO are consequently classified in the 
physisorption category, while adsorption of NO and H2O are chemisorption phenomena.  
On the computational ground, the periodic calculations, including dispersion corrections, performed 
with the CRYSTAL09 code33 using the B3LYP-D* method well confirmed the experimental trend 
(H2S ∼ CO < NO < H2O).17a, 17c The calculations reported here, performed with the VASP code,34 
give adsorption energies in qualitative agreement with both experimental and previous 
CRYSTAL09 calculations with the only exception of H2S, which adsorption energy is 
overestimated (Table 1). 
The relevance of the molecular sorption and separation capabilities of the CPO-27-M class of 
materials makes it worth the development of advanced spectroscopic and theoretical approaches to 
understand the changes of the metal electronic configuration upon molecular adsorption. In the 
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present study, we report an in-depth experimental and theoretical study on the d-d transitions of 
Ni2+ centers in CPO-27-Ni upon adsorption of H2O, CO, H2S and NO molecules. 
 
1.2. Investigation of d-d excitations in transition metal ions by RVtC-XES and UV-Vis 
spectroscopies  

In this work we present an hard X-ray RVtC-XES (also referred to as direct-RIXS)12 study of 
Ni2+ hosted in CPO-27-Ni MOF by measuring the evolution of the d-d transitions induced by 
adsorption of H2O, CO, H2S and NO. The use of hard X-rays allowed in situ measurements, which 
are not easily performed in the soft X-ray regime.43 The experimental findings obtained at the ID26, 
beamline of the ESRF, were supported by means of theoretical calculations in the framework of the 
ligand field multiplet theory.12a, 44 We remark that UV-Vis spectroscopy can access the d-d 
transitions and thus the final state observed with RVTC-XES (Figure 2b) because of vibronic-
coupling: the d-d transitions are dipole forbidden. 

We observed variations of the d-d transitions upon molecular adsorption on the Ni sites when 
water is replaced with other probe molecules. The desorption of the coordinated water molecule 
during the solvent removal procedure, as well as the adsorption of other molecules like CO, NO or 
H2S modifies the ligand field, influencing the valence band (d levels) of the metal.45 For several 
decades UV-Vis spectroscopy has been, and still is, the most used technique to measure d-d 
excitations for transition metal ions.46  

UV-Vis spectra of model compounds have often been used to validate functionals and basis sets 
used by theoretical chemistry to compute occupied and unoccupied density of states.47 The other 
way around, validated theoretical approaches have been used to identify unknown chemical species 
responsible for a given experimental UV-Vis spectrum.48  

In UV-Vis spectroscopy, the d-d transitions (Figure 2b) of most of the systems are usually 
observed in the 0.5-3 eV region, although in some cases they may occur at lower energy. At higher 
energies, the spectra are commonly dominated by charge transfer (CT) transitions, that apart from 
very rare exceptions49 are much more intense. This implies that for systems characterized by high-
energy d-d and low-energy CT transitions the former may be overshadowed by the latter, and thus 
escape detection by UV-Vis spectroscopy. This is the case of the well-known nickel oxide (NiO) 
system. The 3A2g ground state of d8 Ni2+ cations in Oh–like geometry is characterized by filled 
orbitals of t2g symmetry and half-filled orbitals of eg symmetry resulting in three dominant d-d 
transitions: 3A2g(F) → 3T2g(F); 3A2g(F) → 3T1g(F); and 3A2g(F) → 3T1g(P). The experimental UV-Vis 
spectrum of NiO,50 here reproduced in Figure 5a, shows two clear components at 1.08 eV (8,700 
cm-1) and 1.85 eV (14,900 cm-1) while the third one has not been directly observed because it is 
covered by the CT transitions. Zecchina et al.,50 expecting the third component, attributed the 
shoulder in the CT edge around 3.5 eV (28,000 cm-1) to the 3A2g(F) → 3T1g(P) excitation, see Figure 
2 of the quoted work. Their intuition was qualitatively right, but actually, the expected third 
component occurs at 3.0 eV (24,000 cm-1), as determined two decades later by Ghiringhelli et al.51 
and by Huotari et al.52 using and RVtC-XES.12, 43, 53 This result has been successively confirmed by 
van Veenendaal et al.54 
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Figure 2. Simplified one electron schemes for Ni2+ ion (d8) in Oh symmetry. Part (a): ground state. Part (b): final state 
after UV-Vis excitation (one-photon process). Part (c): final state after XANES excitation (one-photon process) and 
intermediate state of the RVtC-XES. Part (d): final state of the RVtC-XES excitation/deexcitation (two-photons 
process). Formally, the final states of (d) and (b) coincide, so that the simultaneous measure of Ω and ω probes the d-d 
transitions: Ω − ω = hν3. Despite its simplicity for discussing the differences among the techniques, we remark that the 
one electron-scheme reported here cannot be used for discussing the experimental features observed in UV-Vis and 
RVtC-XES. 

 
RVtC-XES, as all X-ray spectroscopies, is element-selective, and provides a means to probe the 

electronic states of materials12, 43-44, 53, 55 in general and of transition metal-based catalysts in 
particular.55g, 56 In order to clarify the comparison between UV-Vis and RVtC-XES we propose the 
simple one electron-scheme shown in Figure 2. In the ground state of Ni2+ in a perfect Oh-symmetry 
the t2g levels are filled while eg-levels have vacancies (Figure 2a). 

On the experimental ground, RVtC-XES employs a primary monochromator (M in Figure 3) for 
selecting an exciting photon of energy hν1 = Ω able to excite a core electron to an unoccupied level 
(Figure 2c). A core hole in the 1s orbital is therefore created and subsequently filled by an electron 
coming from some of the occupied states within the given lifetime. The transition can be radiative 
with emission of a photon of energy hν2 = ω (given by the difference in energy between the two 
levels, Figure 2d). This process is generally referred to as X-ray fluorescence.  

In general, in a total fluorescence yield (TFY) XANES experiment, the fluorescence X-rays 
emitted by the sample are collected by a standard photodiode (PD in Figure 3) or a solid-state 
detector. Owing to the absence (PD) or limited intrinsic energy resolution of the solid-state detector 
(typically, few hundreds of eV), it is not possible to take advantage of the chemical sensitivity of 
the emitted X-rays.  

In a XES experiment together with the primary monochromator (M, already used for the 
standard XANES experiments) an additional spectrometer (composed of one or more crystal 
analyzers, CA in Figure 3) is used after the sample, acting as second monochromator. Using the 
Bragg reflection of the crystal analyzers, the photons emitted by the sample are selected with a total 
(i.e. incident convoluted with emitted) energy resolution in the 0.2-1.5 eV range, depending on the 
incident beam monochromator M and the emission spectrometer. The emitted (or scattered) photons 
can be collected by an Avalanche Photodiode Diode detector (APD in Figure 3). When a XANES 
experiment is carried out using such setup the total counts are lower compared to conventional 
fluorescence detected XANES spectroscopy, but the energy resolution that this experimental set up 
can reach is much higher, allowing to discriminate the origin of the different X-ray emission 
transitions and resolve chemical shifts.12b, 56b, 57  
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Figure 3. The scheme (top right) reports the standard set-up of a RVtC-XES experiment. The white X-ray beam emitted 
by the synchrotron is monochromatized by the primary monochromator (M), selecting the incident energy at hν1 = Ω 
corresponding to an allowed transition at the Ni K-pre-edge. This photon yields a core hole in the 1s level of Ni (see 
Figure 2c). When a photodiode detector (PD) is adopted to collect the fluorescence of the sample, a scan of Ω across the 
Ni K-edge results in the standard XANES spectrum (top). If the fluorescence hν2 = ω, reaching the avalanche 
photodiode (APD) detector is discriminated with a crystal analyzer (CA), acting as second monochromator, then it is 
possible to distinguish among the different occupied states that contribute in filling the 1s core hole (Figure 2d). By 
scanning Ω over the pre-edge feature of the XANES spectrum (zoom in the mid left part) and ω over the Ω-ω region 
typical of d-d transitions, the RVtC-XES map (Ω/Ω-ω) can be obtained (bottom left corner for the NiO case). Finally, 
fixing the exciting energy Ω to the maximum of the XANES pre-edge peak, while scanning over ω, the atomic selective 
d-d transitions are obtained from the resonant X-ray emission (RVtC-XES, right bottom corner). Vertical red arrows 
indicates the maximum of the RVtC-XES spectrum i.e. the d-d transitions, labelled as A, B and C, bands according to 
the notation adopted by Huotari et al.52. (a.u. = arbitrary units). 

 
When the incident X-ray energy Ω is tuned on the maximum of the pre-edge region of the K-

edge XANES, the process can be referred to as RVtC-XES, or direct RIXS (bottom right corner in 
Figure 3). By spanning the whole pre-edge region, the collected spectra are Ω dependent, resulting 
all together into a RVtC-XES map (bottom left corner in Figure 3). 

RVtC-XES spectroscopy has been used to investigate d-d transitions in several systems, mainly 
using the L58 and K52, 54, 55d, 59 metal edges, but in few cases also data from the M-edges have been 
reported.58e, 60 Systems investigated by RVtC-XES concern: (i) oxides such as V2O3,58f TiO2 and Li-
doped TiO2,58b MnO,58d Pd-modified TiO2 nanotubes,58i CoO,58e NiO,51-52, 54, 60b, 61 CuO2,59c (ii) 
mixed oxides NaV2O5,58a La2CuO4,59d LaMnO3,58c, 59a La1−x,BaxMnO3 (0.2  ≤ x ≤ 0.55), 
La0.76Ba0.24Mn0.84Co0.16O3, and La0.76Ba0.24Mn0.78Ni0.22O3,58c Zn1−xCuxO (x = 0.03, 0.05, 0.07, and 
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0.10)58g CuB2O4,59bNa2IrO3 and Li2IrO3;58h (iii) halides NiF2;60b (iv) mixed oxo-halides 
Sr2CuO2Cl2;59e, 60a (v) covalent charged complexes [Ni(II)(tfd)2]= and [Ni(II)(tfd)2]− (tfd = 
S2C2(CF3)2);60b (vi) Ni-55d, 59f and Pt-containing62 MOFs, and Cu-exchanged zeolites.56n-r 

The pre-edge structure of transition metal ions is strongly dependent on the local symmetry of 
the ion.43, 63 If a third-row ion has vacancies in the d states, like Ti(III, IV),64 V(IV, V)65 Cr(II, III, 
IV, VI),48d, 66 Mn(II, II, IV, V, VII),67 Fe(II, III),55b, 68 Co(III, IV),69 Ni(II, III)16-17, 59f, 70 and 
Cu(II),53, 71 then K-edge XANES spectra may show a weak 1s→3d pre-edge peak. The transition is 
usually very weak because it is dipole forbidden but quadrupole allowed. It becomes stronger when 
the ligand field implies a degree of 3d/4p hybridization.43, 63c, 64a, 64e 
 
2. RESULTS AND DISCUSSION 
 
2.1. Experiments 

Figure 4a reports the 1s→3d pre-edge peak72 of the XANES spectra of NiO (reference 
compound selected for this study) and of CPO-27-Ni with different guest molecules adsorbed on 
Ni2+ site. For samples with Ni2+ in an Oh-like geometry, the pre-edge (usually assigned to the 
1s→3d transitions), lies around 8333.2 eV justifying the Ω value adopted to collect the RVtC-XES 
spectra (see vertical dashed line). The 5-fold coordinated Ni2+ of the dehydrated material (maximum 
at 8332.7 eV) shows a shift to lower energies and a broadening of the pre-edge feature indicating a 
splitting of the eg orbitals. In the sample with NO bound to the metal center, the Ni2+ local 
environment is strongly modified owing to the high interaction energy (92 kJ mol-1, see Table 1),16, 

17c the 1s→3d transition shows a pronounced shift to higher energies. These shifts are linked to the 
different coordination (i.e. number and type of ligand) of the Ni2+ sites. Figure 4b reports the same 
spectra in the whole energy interval sampled on ID26 beamline, for verifying the absence of 
radiation damage of the samples. Due to this limitation, the standard normalization of the XANES 
spectra to the edge jump is not possible and we arbitrarily decided to normalize the spectra to the 
white line intensity. This procedure implies some distortion of the edge and post edge XANES 
features. For this reason we also report in Figure 4c the XANES spectra, collected in transmission 
mode on the BM29 EXAFS beamline (now moved to BM23) for the dehydrated CPO-27-Ni sample 
in vacuo and after interaction with H2O, CO and NO.16-17, 17c 

 
Figure 4. Part (a): Zoom on the 1s→3d pre-edge peak of the XANES spectra collected on ID26 in TFY mode of CPO-
27-Ni MOF with different molecules adsorbed on the Ni2+ coordination vacancy: H2O (red) H2S (orange), CO (gray), 
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and NO (blue). The continuous black line refers to the activated material showing 5-fold coordinated Ni2+ species, while 
the black scattered dots refers to the spectrum of the NiO model compound. The vertical dashed line, centered on the 
maximum of the 1s→3d pre-edge peak of Oh-like Ni2+ species, shows the fixed Ω = 8333.2 eV energy value used to 
collect the RVtC-XES spectra reported in Figure 5. Spectra have been slightly vertically translated for clarity. Part (b): 
same TFY XANES spectra reported in part (a) plotted in the whole sampled energy scale. Part (c): standard XANES 
spectra collected in transmission mode on BM29 beamline of the ESRF. Same color code. Spectra in part (c) have been 
normalized to the edge jump, as usually done for XANES spectra. 

 

The RVtC-XES spectrum of NiO (Figure 5a, blue curve), has been used as reference during our 
investigation. It shows three peaks labeled as A, B and C that can be interpreted using crystal field 
multiplet theory calculations, as already reported by Huotari et al.52 The components A, B and C 
arise from 3A2g(F) → 3T2g(F); 3A2g(F) → 3T1g(F); and 3A2g(F) → 3T1g(P) transitions, respectively.50, 

52 We note that the C component is clearly visible in the RVtC-XES spectra, while it appears only 
as a shoulder in the CT edge of the UV-Vis-NIR spectra. Their energy position agrees with what 
was observed in previous RVtC-XES studies.52, 54 The multiplet calculation performed by Huotari et 
al.,52 foresaw a splitting of the bands that is large for B, smaller for A and almost negligible for C 
bands. The present work adopted an experimental setup with higher luminosity and lower energy 
resolution that is best suited for the study of dilute systems. The composite nature of component B 
is clearly evidenced by the asymmetry of the band observed in both RVtC-XES and UV-Vis-NIR 
spectra reported in the present work.  

The RVtC-XES spectra of dehydrated CPO-27-Ni and of CPO-27-Ni upon adsorption of H2O, 
CO, H2S and NO are shown (blue curves) in Figure 5b-f. For direct comparison, the corresponding 
UV-Vis-NIR spectra (red curves) are superimposed. We used the A, B and C d-d excitations 
observed in the NiO model compound as reference to assign the features of the RVtC-XES spectra 
obtained for CPO-27-Ni with different molecules saturating the Ni2+ coordination vacancy. 

From a direct comparison of the RVtC-XES spectra of NiO (Figure 5a) and CPO-27-Ni +H2O 
(Figure 5b) we notice the presence of the same peaks revealing the Oh-like symmetry of the Ni2+ in 
the hydrated form of the MOF. In this case, the double nature of the B component results in two 
distinct maxima in the UV-VIS-NIR spectrum separated by 0.52 eV (Table 2). This value is larger 
than the one calculated by Huotari et al.,52 for NiO (∼0.2 eV). The sharp component at 0.644 eV (≈ 
5200 cm-1) and the shoulder at 0.868 eV (≈ 7000 cm-1) observed in the UV-Vis-NIR spectrum are 
not due to electronic transitions but to the combination of ν and δ modes and to the first overtone of 
the ν mode of the water molecule, respectively.73 

 
Table 2. Experimental Ni2+ d-d transitions in both RVtC-XES (XES) and UV-Vis-NIR (UV) spectra for NiO model 
compound, and for CPO-27-Ni with different guest molecules adsorbed on Ni2+ site, collected at Ω = 8333.2 eV. All 
reported values are in eV (1 eV = 8065.73 cm-1). On the basis of the well-defined NiO model system, bands have been 
labeled as A, B and C according to the energy region where they were observed. To distinguish bands appearing in the 
same region, label prime has been added (A’, B’, C’). ObE = overshadowed by the elastic peak; ObCT = overshadowed 
by ligand to ligand charge transfer bands; “−” = not observed or not resolved; XES = RVtC-XES; UV = UV-Vis. 

 A’ 
XES/UV 

A 
XES/UV 

B 
XES/UV 

B’ 
XES/UV 

C 
XES/UV 

C’ 
XES/UV 

NiO −/− 1.1/1.07  1.7/1.81 −/− 3.0/∼2.9 −/− 
CPO-27-Ni + H2O −/− 1.0/1.16 1.8/1.68 −/1.89 3.1/∼2.6 −/− 
CPO-27-Ni + CO ObE/0.61 1.1/1.11 1.7/1.64 −/− 3.2/∼3.1 −/− 
CPO-27-Ni + H2S −/− 1.1/1.17 1.8/1.89 −/− 3.1/ObCT 3.75/ObCT 
CPO-27-Ni + NOa ObE/0.61 1.1/1.11 1.9/1.80 2.5/ObCT 3.4/ObCT −/− 
dehydrated CPO-27-Nib ObE/0.71 1.2/1.27 −/1.76 −/− 3.1/ObCT −/− 
a RVtC-XES spectrum collected 0.5 eV out of the maximum (on the left side) of the 1s→3d pre-edge peak of the 
XANES spectrum (see blue curve in Figure 4a). 
b RVtC-XES spectrum collected 0.7 eV out of the maximum (on the right side) of the 1s→3d pre-edge peak of the 
XANES spectrum (see black curve in Figure 4a). 
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The degassing process causes the loss of the H2O molecule directly bonded to the metal 

center,16 see inset in Figure 1, thus modifying the coordination of the Ni2+ from 6- to 5-fold. The 
peak C remains unaltered, while the peak B at 1.7 eV totally disappears in the RVtC-XES spectrum 
(see Section 2.2 for the theoretical explanation), being however clearly observed in the UV-Vis 
spectrum (Figure 5c). At the same time, new non-resolved transitions close to the elastic peak arise 
in the RVtC-XES spectrum. These transitions are well resolved in the UV-Vis-NIR spectrum 
resulting in peaks A and A’. These changes in the d-d excitations may be linked to the variation of 
the Ni2+ symmetry moving from Oh-like to C4v-like symmetry, according to the ligand field 
theory.16, 45, 74  
 

 
Figure 5. Direct comparison of UV-Vis-NIR (red curves, hν3) and RVtC-XES (blue curves, Ω-ω) of (a): NiO model 
compound; (b) CPO-27-Ni + H2O; (c): dehydrated CPO-27-Ni; (d): CPO-27-Ni + CO; (e): CPO-27-Ni + H2S; (f): CPO-
27-Ni + NO. Vertical dotted lines report the position of peaks A, B and C for NiO. For the exact positions of all labelled 
peaks see Table 2. The inset reports the first framework coordination shell and the adsorbed molecules as optimized in 
our periodic ab initio study. Color code as follows; Ni light blue; O red; N dark blue; C dark gray; S yellow; H white. 

 
The RVtC-XES spectrum of CPO-27-Ni +CO (Figure 5d) is very similar to that observed in 

the CPO-27-Ni +H2O case (Figure 5b), demonstrating that the Oh-like symmetry of the Ni2+ hosted 
in the framework is restored once CO is adsorbed. In the UV-Vis-NIR spectrum a lower energy 
peak (A’ in Figure 5d) appears.  
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The same arguments adopted for CPO-27-Ni +H2O could be used to describe the modification 
of the Ni2+ site upon adsorption of H2S (Figure 5e). Also for CPO-27-Ni + H2S the peak labeled C 
is overshadowed by the CT region in the UV-Vis-NIR measurement while is clearly visible in 
RVtC-XES. It is interesting to note that in this case we observe also an additional high energy peak 
(C’) between the d-d-transition and the CT region. According to the authors knowledge it is the first 
time that such peak is observed.  

The strong interaction between the Ni2+ ions with the NO molecule introduces a further degree 
of complexity when treating the electronic structure of the system. In fact, the strong covalent 
chemical bond in the adduct profoundly modifies the ground state configuration of the d-levels 
above the Fermi energy of the CPO-27-Ni system. This is evidenced by a shift of the K pre-edge to 
higher energy and the utterly different d-d multiplet structure (Figure 4a and Figure 5f). A periodic 
study, performed with the CRYSTAL09 code at the B3LYP-D*/TZVP level of theory, of the 
interaction between NO and the Ni2+ of CPO-27-Ni has been recently performed.17c It has shown 
that, differently to CO, that adsorb in an end-on geometry, the angle between Ni-NO is bent (the 
angle optimized by DFT was 123°), resulting in an intermediate geometry between end-on and side-
on. EXAFS study support the bent geometry of the adduct,16, 75 that has been further confirmed by 
simulations of the XANES spectrum performed with the finite difference method.76 The low 
Ni−N−O angle allows for maximizing the overlap between the NO molecular orbitals and the Ni eg 
orbital.  

The theoretical part reported in Section 2.2 will help us in the understanding of the d-d 
transition of CPO-27-Ni in presence of different adsorbates.  
 
2.2. Computational modeling 
Based on the adopted Hamiltonian, see Eq. (1) in Section 4.3, we calculated the non-resonant 
inelastic X-ray scattering (NIXS), that reveals the d-d excitations without the presence of the Ni(1s) 
core-hole, and the RVtC-XES spectra. In the RVtC-XES the initial state was Ni(1s), the 
intermediate states were Ni(3d) hybridized with ligands (framework oxygens and adsorbate) and the 
final state was Ni(1s). The transition operator used in calculation was eik⋅r, thus including all 
multipole contributions, however dipole contribution is equal to zero in our model since s-d 
transitions are dipole forbidden and we didn’t consider p-d hybridization. All computed spectra are 
reported, for the different cases, in Figure 6 as black and green curves for the RVtC-XES and NIXS 
calculations, respectively. Also reported, for direct comparison, are the experimental RVtC-XES 
spectra (blue curves). 

Figure 6a refers to the NiO case, where Ni2+ are 6-coordinated in a perfect Oh symmetry. The 
NIXS theory (green spectrum) predicts the expected three bands at 1.05, 1.80 and 3.10 eV, 
corresponding to 3A2g(F) → 3T2g(F); 3A2g(F) → 3T1g(F); and 3A2g(F) → 3T1g(P) transitions 
respectively, already labeled as A, B, and C components in the discussion of the experimental 
spectra (Section 2.1). Due to different selection rules new features appear in the computed RVtC-
XES (black spectrum), corresponding to transitions that are forbidden in the NIXS process. In 
particular, we observe a splitting of Bs bands (at 1.65 and 1.81 eV) and a small feature appears at 
2.67 eV between Bs and Cs components. This feature was already obtained in the atomic multiplet 
calculations of Huotari,52 at 2.5 eV, without assignment. The limited energy resolution of the 
experimental spectrum (blue curve) does not allows us to reveal the five independents components 
predicted by the RVtC-XES theory (see Table 3), but the experimental broadening of B component 
is well compatible with the presence of B and B’ peaks in the theory and low energy shoulder of 
peak C may be due to the weak component predicted in the theory at 2.67 eV 
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Figure 6. Direct comparison between experimental RVtC-XES (blue curves, same as in Figure 5) and theoretical 
(NIXS, green curves and RVtC-XES, black curves) spectra of: (a): NiO model compound; (b) CPO-27-Ni + H2O; (c): 
dehydrated CPO-27-Ni; (d): CPO-27-Ni + CO; (e): CPO-27-Ni + H2S; (f): CPO-27-Ni + NO. Labels A’, A, B, B’, C 
and C’ refer to the experimental curves. Vertical dotted lines report the position of peaks A, B and C for NiO observed 
in the experimental spectrum. For the exact positions of the main peaks of the theoretical spectra see Table 3. Spectra 
have been vertically shifted for clarity. 

Similar spectra are obtained in the case of CPO-27-Ni + H2O, see Figure 6b. Since in this case 
we are dealing with a distorted Oh symmetry, theory predicts further splitting of the bands 
calculated for NiO. With respect to NiO, the shifts of A towards lower energies is qualitatively 
reproduced by theory, that however overestimate the value of the shift. Peak B appears at almost the 
same energy as in NiO, but loses intensity with respect to peak A; both evidences are well 
reproduced by the theory. Moreover, theory predicts a larger splitting between B and B’ with 
respect to NiO (0.26 vs. 0.16 eV), a fact that may explain why this splitting has been observed in 
the UV-Vis-NIR spectrum, see red spectrum in Figure 5b. Finally, peak C undergoes a small blue 
shift with respect to NiO and theory predicts a splitting (not predicted in Oh symmetry), being the 
new C and C’ peaks at lower and at higher energy with respect to the C peak in NiO. The presence 
of a CO or an H2S molecule substituting H2O in the first coordination shell of Ni2+ (Figure 6d or e) 
results in very similar A, B and C features on both experimental and theoretical sides, confirming a 
similar local structure around Ni centers. The main difference concerns the presence of high energy 
C’ peaks; theory predicts an additional third peak in the C band, which is not present for adsorbed 
H2O. The new C’ peak clearly visible in case of H2S, while it appears as an unresolved flat plateau 
in the case of CO. It must be however recognized that the theory underestimates the blue shift of 
this experimental new component. We must consequently consider our agreement on the high 
region side of these two spectra only qualitative. Our calculations for the CO and H2S adsorbates 
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predicted larger splitting of the third peak C compared to the spectra of more octahedral systems 
(NiO or CPO-27-H2O). However, the intensity of peak C in the experimental RVtC-XES spectra for 
H2S and NO is larger than intensity of peak A (in contrast to opposite relation for NiO or CPO-27-
H2O) which we can explain by larger p-d hybridization on the Ni2+ metal center and corresponding 
s-p transitions that overshadow s-d transitions. Here only quardupole s-d transitions were taken into 
account. 
 
Table 3. Main theoretical Ni2+ d-d transitions obtained with both RVtC-XES and NIXS calculations for NiO model 
compound, and CPO-27-Ni with different adsorbates. All reported values are in eV (1 eV = 8065.73 cm-1). To allow a 
direct comparison with the experimental data (Table 2), bands have been labeled as A, B, B’, C and C’ according to the 
energy region where they were observed. As calculations have no intrinsic energy resolution limitation, more bands can 
be assigned to the same label. 

 A’ 
RVtC-XES/NIXS 

A 
RVtC-XES/NIXS 

B 
RVtC-/NIXS 

B’ 
RVtC-/NIXS 

C 
RVtC-/NIXS 

C’ 
RVtC-/NIXS 

NiOa −/− 1.02/1.02 
 

1.65/− 1.81/1.81 3.15/3.29 −/− 

CPO-27-Ni + H2Oa 0.70/0.65 0.84/0.81 
 

1.39/1.41 1.65/1.65 2.98/3.34 3.25/3.64 

CPO-27-Ni + COa 0.77/0.77 0.91/0.98 
 

1.46/1.67 1.67/1.95 2.91/3.20 3.12/3.50 
3.32/3.78 

 
CPO-27-Ni + H2Sa 0.64/0.67 0.78/0.86 1.52/1.62 1.68/1.78 2.81/3.17 3.06/3.42 

3.33/3.73 
 

CPO-27-Ni + NOa 0.78/0.77 0.91/0.91 
 

1.48/1.53 1.71/1.70 3.00/3.31 3.39/3.76 

CPO-27-Ni + NOb  1.15/1.21 
 
 

1.52/1.58 1.93/2.00 
2.26/2.35 

3.12/3.42 3.53/3.86 
3.83/4.16 

dehydrated CPO-
27-Nia 

0.58/0.54 0.70/0.70 
0.90/0.89 

1.27/1.28 1.41/1.47 2.75/3.17 2.93/3.36 
3.06/3.51 

a Spectra calculation performed on a cluster extracted from the VASP optimized structure. 
a Spectra calculation performed on a cluster extracted from the VASP optimized structure successively modified 
translating the NO molecule at a Ni-NO distance of 1.87 Å, as found by EXAFS.16 

 
As already discussed in Section 2.1, removal of water causes great changes in the Ni2+ d-d 

transitions. In particular, experimental data reveal the new feature A’ along with the apparent 
disappearance of peak B. Theory explains these facts as a shift of both peaks A and B to the lower 
energy along with additional splitting of the peak A with respect to NiO and hydrated CPO-27-Ni, 
see Figure 6c. In this way both As and Bs features contribute to the broad and unresolved 
experimental band below 2 eV. Experimentally, peak C exhibits an important shoulder at the low 
energy tail, that is well reproduced by the theory. Finally, our theory fails in describing the 
spectrum of adsorbed NO (Figure 6f). We attribute this failure to the fact that the adopted GGA-
PBE exchange-correlation functional poorly reproduces the NO geometry in optimizations. Indeed, 
while for all other adsorbates the discrepancy between the experimental and computed adsorption 
distance is below 0.05 Å, in the case of NO, it is 0.24 Å, see Table 4 in Section 4.4. To partially 
overcame this problem both NIXS and RVtC-XES calculations have been repeated on a new 
structure obtained from the VASP output just translating the NO molecule in order to move the 
Ni−NO distance from 2.11 to 1.87 Å, that correspond to the value optimized in the EXAFS study 
of Bonino et al.,16 and keeping the Ni−N−O angle equal to 123°. The results are reported as full 
black and full green curves in Figure 7, for the RVtC-XES and NIXS calculations, respectively. 
For comparison, Figure 7 reports also the experimental RVtC-XES spectrum (blue curve) and 
RVtC-XES and NIXS spectra computed on the VASP optimized structure (same as in Figure 6f). 
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Imposing a Ni−NO distance equal to 1.87 Å a significant improvement in the agreement 
between experiment and theory improves, in particular: (i) the position of the A component 
moves to higher energy and now matches the position of the experimental shoulder; (ii) in the 2-3 
eV range, where the broad B and B’ components appear in the experimental spectrum the previous 
RVtC-XES spectrum was totally flat, while in the black full line spectrum three components are 
present; (iii) the new RVtC-XES spectrum is also able to justify the region of the broad C 
component (3-4 eV range). Notwithstanding such a remarkable improvement in the prediction of 
the peak positions, the theory fails in predicting the correct relative intensity among the peaks, 
overestimating the intensity of A vs. B, B’ and C peaks.  

 

 
Figure 7. Direct comparison between experimental (blue curves, same as in Figure 5f) and theoretical (NIXS, green and 
RVtC-XES, black curves) spectra of CPO-27-Ni + NO computed using two different structures: VASP optimized 
structure (dotted curves, same as in Figure 6f) and structure extracted from the VASP optimized structure successively 
modified translating the NO molecule at a Ni-NO distance of 1.87 Å, as found by EXAFS16 (full lines). Labels A, B, B’ 
and C refer to the experimental curves. Vertical dotted lines report the position of peaks A, B and C for NiO observed 
in the experimental spectrum. For the exact positions of the main peaks of the theoretical spectra see Table 3. Spectra 
have been vertically shifted for clarity. 
 

In a future work, we plan to perform a systematic optimization of the adsorption geometry, by 
looking to the best agreement between the experimental spectrum and theoretical one obtained by 
progressively changing both the Ni−NO distance and the Ni−N−O angle till convergence is 
obtained. Additional improvements may be also achieved including the Ni p-states in the spectral 
simulations, that are neglected in the present model that takes into account only s-d and d-d 
excitations, see Eq. (2) in Section 4.4. 

 
3. CONCLUSIONS 

Summarizing, the coupling of RVtC-XES and UV-Vis spectroscopies allows on one hand to 
investigate the entire d-d and charge transfer spectral region and on the other to discriminate the 
contributions of metal centers and linkers.59f, 61, 77 This broad energy range is possible because there 
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are no limitations in the energy transfer range for resonant XES, while the flux of the standard UV 
lamps usually fades at 6-8 eV. A comparison between UV-Vis and RVtC-XES was performed in 
the 0.5-6.0 eV energy range, in order to observe the d-d excitations and the starting point of the 
charge transfer region. For all the investigated samples, the charge transfer transition appears at 
higher energy for RVtC-XES than for UV-Vis. The reason is that (besides d-d excitations) RVtC-
XES only probes the ligand to metal plus the metal to ligand charge transfers while UV-Vis probes 
also the ligand to ligand excitations that arise at lower energy. The interpretation of the 
experimental RVtC-XES was supported by means of theoretical calculations within ligand field 
multiplet theory. Symmetry decrease from perfect Oh, results in band splitting predicted by theory 
and barely appreciated in experiment due to limited energy resolution. Theoretical spectra were able 
to reproduce well the experimental spectra (in terms of number of bands, energy position and their 
relative intensities) with the only exception of the case of NO adsorption. We believe that this 
failure is due to the inaccurate description of the Ni2+-NO adduct from periodic DFT, that foresees 
an adsorption distance 0.24 Å larger than the experimental one (the error was below 0.05 Å on the 
other cases, see Table 4). Improvements in the agreement between experiment and theory were 
obtained by repeating the spectral calculation on a new structure where the Ni−NO distance was 
forced to be that optimized in the EXAFS refinement (1.87 Å).16 On these basis, expect that, based 
on RVtC-XES spectra, structural parameters of adsorbates (adsorption geometries, distances and 
angles) may be optimized from iterative calculations on different geometries, similar to the 
procedure performed during XANES fitting.56r, 76 
 
4. EXPERIMENTAL SECTION 

 
4.1. Sample synthesis and structure control 

The CPO-27-Ni material was prepared from a nickel(II) acetate and 2,5-dihydroxyterephthalic acid 
reaction in a THF–water solution to yield an ochre substance, Ni2(dhtp)(H2O)2·8 H2O, following the 
recipe reported in literature by Dietzel et al.13b XRPD patterns showed the high crystallinity of the 
sample and excluded the presence of undesired crystalline phases. A BET surface area of 1200 m2 
g−1 was measured by N2 adsorption (Langmuir area 1315 m2 g−1). The close coincidence between 
expected and measured surface area discards the presence of an undesired amorphous phases. 
Finally, Ni K-edge EXAFS confirms that, within the sensitivity of the technique, all Ni(II) has the 
expected local coordination environment in a sphere of 5 Å.16-17 The concentration of Ni within the 
sample was of 23.6% in weight. CPO-27-Ni samples were pretreated under high vacuum at 393 K 
for 1 h.  
 

4.2. UV-Vis, XES and XANES characterization 
All the spectroscopic measurements were performed in controlled atmosphere by using ad hoc cells 
that allow thermal treatment in high vacuum, dosages and in situ spectra collection. CO, H2S and 
NO gases were dosed at RT on the desolvated sample by means of an ad hoc conceived vacuum 
line. Before dosage, NO gas was carefully purified by distillation in order to remove other 
undesired nitrogen oxides. The solvated form of the MOF was used to probe the environment of 
Ni2+ in presence of coordinated water.  

UV-Vis-NIR absorption spectra of NiO and of hydrated and activated CPO-27-Ni MOF were 
recorded in a reflectance mode by using an Agilent UV-Vis-NIR Cary 5000 spectrometer equipped 
with a diffuse reflectance attachment with integrating sphere of 15 cm in diameter coated by an 
highly reflecting florurated polymer. Prior to each measurement, baseline spectrum was collected 
by using Teflon as reference blank sample. Owing to the dispersive geometry of the instrument, the 
energy resolution is different in the different parts of the spectrum, moving from about 0.3 meV at 
0.7 eV (where the first d-d transition is observed) up to 3 meV at 3 eV (where the first electronic 
transition of the linker occurs).  
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The X-ray emission experiments were performed at the high brilliance X-ray absorption and 
emission beamline ID26 of the European Synchrotron Radiation Facility (ESRF).55c The X-ray 
absorption experiments were performed using a Si(311) double crystal, cryogenically cooled, 
monochromator to select the excitation energy. High harmonics were suppressed using Si mirrors 
operating in total reflection. The RVtC-XES spectra were measured using the spectrometer 
available at ID26 based on Rowland geometry using five Si(551) crystal analyzers and an avalanche 
photodiode as detector. The distance between sample and analyzer crystals was 2 m, reaching a 
total resolution of 430 meV. The spot size on the sample was approximately 0.6 mm horizontally 
and 0.1 mm vertically. Because of the weakness of the investigated features, 20 RVtC-XES spectra 
were collected for each sample to increase the statistics, needing an overall acquisition time of 16 h 
for the averaged spectra reported in Figure 5b-f. Possible radiation damage of the samples has been 
carefully checked, as described in the following. On a short time-scale, XANES spectra have been 
collected on the same sample point both progressively decreasing the filter thickness absorbing the 
primary beam and increasing the integration time of a full XANES spectrum from 1 to 30 s. On a 
long time-scale, along the 16 h acquisition of the 20 RVtC-XES spectra we always collected a 30 s 
XANES spectra between two RVtC-XES spectra. We observed that CPO-27-Ni is stable under the 
photon power flux of ID26 independently of the dosed atmosphere (vacuum, H2O, CO, NO, H2S). 
Hence, no radiation protection macros (used to measure for a limited exposure time different points 
of the sample56h, 78) were adopted. 

Standard XANES spectra (Figure 4b) were collected on the Ni K-edge at the BM2979 beamline 
at the ESRF with a sampling step of 0.3 eV. The monochromator was equipped with two Si(111) 
flat crystals and harmonic rejection was achieved using Rh-coated mirrors after monochromator. 
The following experimental geometry was adopted: 1) I0 (10% efficiency); 2) MOF sample; 3) I1 
(50% efficiency); 4) reference Ni foil; 5) I2 (80% efficiency). This set-up allows a direct 
energy/angle calibration for each spectrum avoiding any problem related to little energy shifts due 
to small thermal instability of the monochromator crystals.55g Samples, in form of self-supported 
pellets of optimized thickness (corresponding to and edge jump at the Ni K-edge of ∆µx =1.2), have 
been located inside an ad hoc conceived cell developed at ESRF (by Prestipino, Steinman and 
Pasternack) that allows, evacuation, gas dosage and heating and cooling. On the chemical point of 
view, this experimental set-up guarantees the same degrees of freedom than that described in Ref.80 
 

4.3. Structure optimization with the VASP code 
Optimization of CPO-27-Ni geometry was performed with the VASP 5.3 code34 using the PBE 
exchange-correlation potential.81 The energy cutoff value of 400 eV was used for the plane-wave 
basis set. A 4x4x4 Monkhorst-pack grid for k-points was automatically generated resulting in 14 
irreducible k-points. The choice of the k-points set was based on the energy difference between the 
calculation with 90 irreducible k-points and the calculations with lower number of irreducible k-
points (see Figure 8). To consider the on-site Coulomb interactions for localized d-orbitals of Ni, 
the LSDA+U approach was applied.82 The effective strength of Coulomb and exchange 
interactions, U and J, was set to 8.0 and 0.95 eV, respectively.83 The dispersive interactions were 
considered using the DFT-D3 method of Grimme.84 The convergence criterion for SCF calculations 
was set to 10−5 eV. The force smaller than 10−2 eV Å−1 was used as a break condition for the ionic 
relaxation cycles.  
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Figure 8. Difference in total energy obtained for CPO-27-Ni using different number of irreducible k-points: E(k=90) − 
E(k=i), with i = 1, 4, 6, 14, 23, 40, 60 and 90. 
 

4.4. Multiplet ligand field calculations 
Non resonant inelastic X-ray scattering (NIXS) spectra were calculated using the QUANTY code44b, 

85 while the RVtC-XES spectra were calculated using the XTLS code86 in the framework of 
multiplet ligand-field theory using Wannier orbitals. In our calculations, we use material-specific 
model parameters obtained by means of a DFT and local cluster many-body model, including 
Ni(3d) orbitals with full on-site Coulomb interaction and metal local environment, treated as 10 
composite ligand orbitals. The RVtC-XES spectra are calculated including the same orbitals as for 
NIXS calculation, considering also Ni(1s) states in order to allow intermediate states with core-hole 
in the Ni(1s) shell. The effect of the core hole on the d-d transitions is mainly in a rigid blue shift of 
the whole spectrum in the region from 0 to 6 eV due to the spherical shape of s-wave function. The 
structure of all compounds was optimized using DFT pseudopotential approach, implemented in 
VASP 5.3 code.34a, 87 The spectra of CPO-27-Ni in interaction with adsorbed molecules have been 
obtained freezing the MOF framework structure to that optimized for the bare material. Adsorbed 
molecules were added at the geometry position obtained from DFT calculation. Small framework 
relaxation phenomena were consequently neglected. For all adsorbates, the distance Ni-adsorbate 
(Rads) obtained with the VASP code (see Table 4) is similar to the value obtained by Valenzano et 
al.17c using CRYSTAL09 code.33 
 

Table 4. Structural parameters for the models used in calculations. The Ni-O distances (only the average value 
<RO>VASP is reported) were kept equal to those of the dehydrated form, while the position of the adsorbate molecules, 
distance Ni-adsorbate (Rads)VASP, was fixed to the value obtained by the GGA-PBE VASP DFT geometry relaxation. For 
comparison, also EXAFS experimental data and theoretical structure optimization performed with CRYSTAL09 code 
are reported. 

 NiO Dehydrated +H2O +CO +NO +H2S 
<RO>exp − 2.00 a 2.03 a 2.024 b 2.00 a − 
<RO>VASP 2.08 2.00 2.00 2.00 2.00 2.00 
<RO>CRYSTAL09  2.034 c 2.069 c 2.066 c 2.057 c 2.013 d 
(Rads)exp a − − 2.10 a 2.11 b 1.87 a 2.590 e 
(Rads)VASP a − − 2.15 2.15 2.11 2.54 
(Rads)CRYSTAL09 a − − 2.153 c 2.148 c 2.101 c 2.663 d 

a Experimental values refer to the EXAFS results from Bonino et al.16 
b Experimental values refer to the EXAFS results from Chavan et al.17a 
c Theoretical periodic structure optimization perform with CRYSTAL09 code by Valenzano et al.17c 
d Theoretical periodic structure optimization perform with CRYSTAL09 code by Chavan et al.17d 
e Synchrotron powder XRD by Allan et al.25 
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These structures were used for band structure calculations by means of full potential linearized 
augmented plane wave (FLAPW) approach, implemented in Wien2k.88 The set of Wannier orbitals 
has been constructed based on the delocalized Bloch functions using an algorithm for construction 
of maximally localized wavefunctions within the Wien2wannier interface89 and the Wannier90 
code.90 Ni(d)- and O(p)-atomic orbitals were used as projectors for Wannier functions construction 
and the final result was verified by means of comparison between original band structure from 
FLAPW and that based on constructed Wannier functions. In order to construct the local basis of 
maximally localized Wannier functions, we take all bands within the energy window [−12.0 : +2.0] 
eV with respect to the Fermi level, forming the valence bands. Figure 9 shows an excellent 
agreement between these two approaches for the case of bare CPO-27. 

 
Figure 9. Comparison between the original band structure, obtained from WIEN2k (blue solid lines), and band structure 
based on Wannier functions (red dots). The abscissa axis corresponds to a pathway through nine symmetrical points: 
(1/2, 1/2, 1/2), (1/4, 1/4, 1/4), (0, 0, 0), (1/4, 0, 0), (1/2, 0, 0), (1/2, 1/4, 0), (1/2, 1/2, 0), (1/4, 1/4, 0), (0, 0, 0), identified 
as points (1)−(9) in the abscissa axis. 
 

The models, based on Wannier functions described above, contain from 144 to 150 orbitals 
depending on the adsorbate. The corresponding structures, without rotational symmetries, contain 
up to 72 atoms. The models were then reduced to the minimal local models, containing five d-like 
orbitals of Ni and five molecular orbitals constructed from oxygen p-like states of the CPO-27 
lattice nearest neighbors and molecular orbital of adsorbate (when present). Thus, for each structure, 
we obtain a 10×10 hopping matrix which is used subsequently in the multiplet calculations. Table 5 
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and Table 6 reports the 10×10 hopping matrix for the cases of perfect (in NiO) and distorted 
octahedron (hydrated CPO-27), respectively. The corresponding matrices for the bare CPO-27-Ni 
and CPO-27-Ni with CO, NO and H2S adsorbates are reported in the SI. The grey part of the matrix 
represents five Ni(d)-like orbitals, the green part represents five ligand orbitals and the white parts 
are the hopping matrix elements between Ni(d)-like and ligand states. 
 

Table 5. 10×10 hopping matrix based on minimal local model for NiO. This represent the case of a perfect octahedron. 
The grey part of the matrix represents five Ni(d)-like orbitals, the green part represents five ligand orbitals and the white 
parts are the hopping matrix elements between Ni(d)-like and ligand states. 

-1.5 0.0 0.0 0.0 0.0 1.7 0.0 0.0 0.0 0.0 
0.0 -1.5 0.0 0.0 0.0 0.0 1.7 0.0 0.0 0.0 
0.0 0.0 -1.5 0.0 0.0 0.0 0.0 1.7 0.0 0.0 
0.0 0.0 0.0 -1.0 0.0 0.0 0.0 0.0 2.9 0.0 
0.0 0.0 0.0 0.0 -1.0 0.0 0.0 0.0 0.0 2.9 
1.7 0.0 0.0 0.0 0.0 -4.3 0.4 0.4 0.0 0.0 
0.0 1.7 0.0 0.0 0.0 0.4 -4.3 0.4 0.0 0.0 
0.0 0.0 1.7 0.0 0.0 0.4 0.4 -4.3 0.0 0.0 
0.0 0.0 0.0 2.9 0.0 0.0 0.0 0.0 -5.0 0.0 
0.0 0.0 0.0 0.0 2.9 0.0 0.0 0.0 0.0 -5.0 

 

Table 6. 10×10 hopping matrix based on minimal local model for hydrated CPO-27-Ni. This represent the case of a 
distorted octahedron. The grey part of the matrix represents five Ni(d)-like orbitals, the green part represents five ligand 
orbitals and the white parts are the hopping matrix elements between Ni(d)-like and ligand states. 

-1.8 0.0 0.0 0.0 0.0 1.2 0.0 0.0 0.0 0.0 
0.0 -1.6 0.0 0.0 0.0 0.0 1.1 0.0 0.1 0.0 
0.0 0.0 -1.5 0.0 0.0 0.0 0.0 1.1 0.2 -0.1 
0.0 0.0 0.0 -1.3 0.0 0.0 0.1 0.2 2.4 0.0 
0.0 0.0 0.0 0.0 -1.0 0.0 0.0 -0.1 0.0 2.2 
1.2 0.0 0.0 0.0 0.0 -6.3 0.2 0.0 0.0 0.3 
0.0 1.1 0.0 0.1 0.0 0.2 -5.1 0.2 -0.3 -0.2 
0.0 0.0 1.1 0.2 -0.1 0.0 0.2 -5.0 -0.3 0.0 
0.0 0.1 0.2 2.4 0.0 0.0 -0.3 -0.3 -5.4 -0.1 
0.0 0.0 -0.1 0.0 2.2 0.3 -0.2 0.0 -0.1 -6.5 

 
Eq. (1) reports the local Hamiltonian of the system: 
 

𝐻𝐻 = �𝜀𝜀𝐿𝐿(𝑖𝑖, 𝑗𝑗)𝑐𝑐𝑖𝑖
†𝑐𝑐𝑗𝑗 +

𝑖𝑖 ,𝑗𝑗

�𝜀𝜀𝑑𝑑(𝑖𝑖, 𝑗𝑗)𝑑𝑑𝑖𝑖
†𝑑𝑑𝑗𝑗 +

𝑖𝑖 ,𝑗𝑗

�𝑉𝑉(𝑖𝑖, 𝑗𝑗)𝑐𝑐𝑖𝑖
†𝑑𝑑𝑗𝑗

𝑖𝑖,𝑗𝑗

+ � 𝑈𝑈(𝑖𝑖, 𝑗𝑗,𝑘𝑘, 𝑙𝑙)𝑑𝑑𝑖𝑖
†𝑑𝑑𝑗𝑗𝑑𝑑𝑘𝑘

†𝑑𝑑𝑙𝑙 + 𝜀𝜀𝑠𝑠𝑠𝑠†𝑠𝑠
𝑖𝑖 ,𝑗𝑗 ,𝑘𝑘 ,𝑙𝑙
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†𝑑𝑑𝑗𝑗 +
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ℎ. 𝑐𝑐. +𝜁𝜁𝑳𝑳𝑑𝑑 · 𝑺𝑺𝑑𝑑  

 (1) 
 

In Eq. (1), we consider a cluster model with a fixed number of 20 electrons. The local model 
accounts for: the hybridization between Ni(d) and ligand orbitals (first three terms); the full 
Coulomb Ud-d interaction (fourth term); core-hole effects for XES (fifth and sixth terms); and the 
spin-orbit coupling at 3d shell (last term). U(i,j,k,l) is being parametrized via Slater integrals F(0), 
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F(2) and F(4).91 The F(2) = 12.234 eV, F(4)=7.598 eV and ζ = 0.083 eV are taken from;92 we used 
U_{3d3d}= 7.3 eV; consequently F(0) = Udd + (F2dd+F4dd)⋅2/63.93  
 
Resonant spectra are implemented by calculating a third order Green's function G3(Ω,ω), defined 
as:  
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where T1 and T2 are the transition operators from Ni(1s) to Ni(3d) and from Ni(3d) to Ni(1s), 
correspondingly (each transition operator is a product of a creation and annihilation operators), 
where  Γ is an adjustable parameter for the lifetime broadening of the calculated spectra and where 
H1 and H2 are the Hamiltonians of the system in the ground state and intermediate state of the 
RVtC-RIXS process, see Figure 2c. 
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