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Preface

The European Conferences on Machine Learning (ECML) and on Principles and
Practice of Knowledge Discovery in Data Bases (PKDD) have been organized
jointly since 2001, after some years of mutual independence. Going one step
further, the two conferences were merged into a single one in 2008, and these are
the proceedings of the 2014 edition of ECML/PKDD. Today, this conference is
a world-wide leading scientific event. It aims at further exploiting the synergies
between the two scientific fields, focusing on the development and employment
of methods and tools capable of solving real-life problems.

ECML PKDD 2014 was held in Nancy, France, during September 15–19,
co-located with ILP 2014, the premier international forum on logic-based and
relational learning. The two conferences were organized by Inria Nancy Grand
Est with support from LORIA, a joint research unit of CNRS, Inria, and Uni-
versité de Lorraine.

Continuing the tradition, ECML/PKDD 2014 combined an extensive techni-
cal program with a demo track and an industrial track. Recently, the so-called
Nectar track was added, focusing on the latest high-quality interdisciplinary re-
search results in all areas related to machine learning and knowledge discovery
in databases. Moreover, the conference program included a discovery challenge,
a variety of workshops, and many tutorials.

The main technical program included five plenary talks by invited speakers,
namely, Charu Aggarwal, Francis Bach, Lise Getoor, Tie-Yan Liu, and Ray-
mond Ng, while four invited speakers contributed to the industrial track: George
Hébrail (EDF Lab), Alexandre Cotarmanac’h (Twenga), Arthur Von Eschen
(Activision Publishing Inc.) and Mike Bodkin (Evotec Ltd.).

The discovery challenge focused on “Neural Connectomics and on Predictive
Web Analytics” this year. Fifteen workshops were held, providing an opportunity
to discuss current topics in a small and interactive atmosphere: Dynamic Net-
works and Knowledge Discovery, Interactions Between Data Mining and Natural
Language Processing, Mining Ubiquitous and Social Environments, Statistically
Sound Data Mining, Machine Learning for Urban Sensor Data, Multi-Target
Prediction, Representation Learning, Neural Connectomics: From Imaging to
Connectivity, Data Analytics for Renewable Energy Integration, Linked Data for
Knowledge Discovery, New Frontiers in Mining Complex Patterns, Experimental
Economics and Machine Learning, Learning with Multiple Views: Applications
to Computer Vision and Multimedia Mining, Generalization and Reuse of Ma-
chine Learning Models over Multiple Contexts, and Predictive Web Analytics.

Nine tutorials were included in the conference program, providing a com-
prehensive introduction to core techniques and areas of interest for the scien-
tific community: Medical Mining for Clinical Knowledge Discovery, Patterns
in Noisy and Multidimensional Relations and Graphs, The Pervasiveness of



VI Preface

Machine Learning in Omics Science, Conformal Predictions for Reliable Ma-
chine Learning, The Lunch Is Never Free: How Information Theory, MDL, and
Statistics are Connected, Information Theoretic Methods in Data Mining, Ma-
chine Learning with Analogical Proportions, Preference Learning Problems, and
Deep Learning.

The main track received 481 paper submissions, of which 115 were accepted.
Such a high volume of scientific work required a tremendous effort by the area
chairs, Program Committee members, and many additional reviewers. We man-
aged to collect three highly qualified independent reviews per paper and one
additional overall input from one of the area chairs. Papers were evaluated on
the basis of their relevance to the conference, their scientific contribution, rigor
and correctness, the quality of presentation and reproducibility of experiments.
As a separate organization, the demo track received 24 and the Nectar track 23
paper submissions.

For the second time, the conference used a double submission model: next to
the regular conference track, papers submitted to the Springer journals Machine
Learning (MACH) and Data Mining and Knowledge Discovery (DAMI) were
considered for presentation in the conference. These papers were submitted to
the ECML/PKDD 2014 special issue of the respective journals, and underwent
the normal editorial process of these journals. Those papers accepted for the
of these journals were assigned a presentation slot at the ECML/PKDD 2014
conference. A total of 107 original manuscripts were submitted to the journal
track, 15 were accepted in DAMI or MACH and were scheduled for presentation
at the conference. Overall, this resulted in a number of 588 submissions, of
which 130 were selected for presentation at the conference, making an overall
acceptance rate of about 22%.

These proceedings of the ECML/PKDD 2014 conference contain the full pa-
pers of the contributions presented in the main technical track, abstracts of the in-
vited talks and short papers describing the demonstrations, and theNectar papers.
First of all, wewould like to express our gratitude to the general chairs of the confer-
ence, AmedeoNapoli andChedyRäıssi, as well as to all members of theOrganizing
Committee, for managing this event in a very competent and professional way. In
particular, we thank the demo, workshop, industrial, and Nectar track chairs. Spe-
cial thanks go to the proceedings chairs, Élisa Fromont, Stefano Ferilli and Pascal
Poncelet, for the hard work of putting these proceedings together. We thank the
tutorial chairs, the Discovery Challenge organizers and all the people involved in
the conference, who worked hard for its success. Last but not least, we would like
to sincerely thank the authors for submitting their work to the conference and the
reviewers and area chairs for their tremendous effort in guaranteeing the quality
of the reviewing process, thereby improving the quality of these proceedings.

July 2014 Toon Calders
Floriana Esposito
Eyke Hüllermeier

Rosa Meo
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Filip Železný
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Scalable Collective Reasoning Using

Probabilistic Soft Logic

Lise Getoor

University of California, Santa Cruz
Santa Cruz, CA, USA

getoor@cs.umd.edu

Abstract. One of the challenges in big data analytics is to efficiently
learn and reason collectively about extremely large, heterogeneous, in-
complete, noisy interlinked data. Collective reasoning requires the ability
to exploit both the logical and relational structure in the data and the
probabilistic dependencies. In this talk I will overview our recent work
on probabilistic soft logic (PSL), a framework for collective, probabilistic
reasoning in relational domains. PSL is able to reason holistically about
both entity attributes and relationships among the entities. The under-
lying mathematical framework, which we refer to as a hinge-loss Markov
random field, supports extremely efficient, exact inference. This family of
graphical models captures logic-like dependencies with convex hinge-loss
potentials. I will survey applications of PSL to diverse problems ranging
from information extraction to computational social science. Our recent
results show that by building on state-of-the-art optimization methods
in a distributed implementation, we can solve large-scale problems with
millions of random variables orders of magnitude faster than existing
approaches.

Bio. In 1995, Lise Getoor decided to return to school to get her PhD in Com-
puter Science at Stanford University. She received a National Physical Sciences
Consortium fellowship, which in addition to supporting her for six years, sup-
ported a summer internship at Xerox PARC, where she worked with Markus
Fromherz and his group. Daphne Koller was her PhD advisor; in addition, she
worked closely with Nir Friedman, and many other members of the DAGS group,
including Avi Pfeffer, Mehran Sahami, Ben Taskar, Carlos Guestrin, Uri Lerner,
Ron Parr, Eran Segal, Simon Tong.

In 2001, Lise Getoor joined the Computer Science Department at the
University of Maryland, College Park.



Network Analysis in the Big Data Age: Mining

Graph and Social Streams

Charu Aggarwal

IBM T.J. Watson Research Center, New York
Yorktown, NY, USA

charu@us.ibm.com

Abstract. The advent of large interaction-based communication and
social networks has led to challenging streaming scenarios in graph and
social stream analysis. The graphs that result from such interactions
are large, transient, and very often cannot even be stored on disk. In
such cases, even simple frequency-based aggregation operations become
challenging, whereas traditional mining operations are far more com-
plex. When the graph cannot be explicitly stored on disk, mining algo-
rithms must work with a limited knowledge of the network structure.
Social streams add yet another layer of complexity, wherein the stream-
ing content associated with the nodes and edges needs to be incorporated
into the mining process. A significant gap exists between the problems
that need to be solved, and the techniques that are available for stream-
ing graph analysis. In spite of these challenges, recent years have seen
some advances in which carefully chosen synopses of the graph and social
streams are leveraged for approximate analysis. This talk will focus on
several recent advances in this direction.

Bio. Charu Aggarwal is a Research Scientist at the IBM T. J. Watson Research
Center in Yorktown Heights, New York. He completed his B.S. from IIT Kan-
pur in 1993 and his Ph.D. from Massachusetts Institute of Technology in 1996.
His research interest during his Ph.D. years was in combinatorial optimization
(network flow algorithms), and his thesis advisor was Professor James B. Orlin.
He has since worked in the field of data mining, with particular interests in data
streams, privacy, uncertain data and social network analysis. He has published
over 200 papers in refereed venues, and has applied for or been granted over 80
patents. Because of the commercial value of the above-mentioned patents, he has
received several invention achievement awards and has thrice been designated a
Master Inventor at IBM. He is a recipient of an IBM Corporate Award (2003) for
his work on bio-terrorist threat detection in data streams, a recipient of the IBM
Outstanding Innovation Award (2008) for his scientific contributions to privacy
technology, and a recipient of an IBM Research Division Award (2008) for his
scientific contributions to data stream research. He has served on the program
committees of most major database/data mining conferences, and served as pro-
gram vice-chairs of the SIAM Conference on Data Mining, 2007, the IEEE ICDM
Conference, 2007, the WWW Conference 2009, and the IEEE ICDM Conference,
2009. He served as an associate editor of the IEEE Transactions on Knowledge
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and Data Engineering Journal from 2004 to 2008. He is an associate editor of
the ACM TKDD Journal, an action editor of the Data Mining and Knowledge
Discovery Journal, an associate editor of the ACM SIGKDD Explorations, and
an associate editor of the Knowledge and Information Systems Journal. He is a
fellow of the ACM (2013) and the IEEE (2010) for contributions to knowledge
discovery and data mining techniques.



Big Data for Personalized Medicine: A Case

Study of Biomarker Discovery

Raymond Ng

University of British Columbia
Vancouver, B.C., Canada

mg@cs.ubc.ca

Abstract. Personalized medicine has been hailed as one of the main
frontiers for medical research in this century. In the first half of the
talk, we will give an overview on our projects that use gene expression,
proteomics, DNA and clinical features for biomarker discovery. In the
second half of the talk, we will describe some of the challenges involved
in biomarker discovery. One of the challenges is the lack of quality assess-
ment tools for data generated by ever-evolving genomics platforms. We
will conclude the talk by giving an overview of some of the techniques
we have developed on data cleansing and pre-processing.

Bio. Dr. Raymond Ng is a professor in Computer Science at the University of
British Columbia. His main research area for the past two decades is on data
mining, with a specific focus on health informatics and text mining. He has pub-
lished over 180 peer-reviewed publications on data clustering, outlier detection,
OLAP processing, health informatics and text mining. He is the recipient of two
best paper awards from 2001 ACM SIGKDD conference, which is the premier
data mining conference worldwide, and the 2005 ACM SIGMOD conference,
which is one of the top database conferences worldwide. He was one of the pro-
gram co-chairs of the 2009 International conference on Data Engineering, and
one of the program co-chairs of the 2002 ACM SIGKDD conference. He was
also one of the general co-chairs of the 2008 ACM SIGMOD conference. For the
past decade, Dr. Ng has co-led several large scale genomic projects, funded by
Genome Canada, Genome BC and industrial collaborators. The total amount of
funding of those projects well exceeded $40 million Canadian dollars. He now
holds the Chief Informatics Officer position of the PROOF Centre of Excellence,
which focuses on biomarker development for end-stage organ failures.



Machine Learning for Search Ranking

and Ad Auction

Tie-Yan Liu

Microsoft Research Asia
Beijing, P.R. China

tyliu@microsoft.com

Abstract. In the era of information explosion, search has become an
important tool for people to retrieve useful information. Every day, bil-
lions of search queries are submitted to commercial search engines. In
response to a query, search engines return a list of relevant documents
according to a ranking model. In addition, they also return some ads
to users, and extract revenue by running an auction among advertisers
if users click on these ads. This “search + ads” paradigm has become a
key business model in today’s Internet industry, and has incubated a few
hundred-billion-dollar companies. Recently, machine learning has been
widely adopted in search and advertising, mainly due to the availabil-
ity of huge amount of interaction data between users, advertisers, and
search engines. In this talk, we discuss how to use machine learning to
build effective ranking models (which we call learning to rank) and to
optimize auction mechanisms. (i) The difficulty of learning to rank lies
in the interdependency between documents in the ranked list. To tackle
it, we propose the so-called listwise ranking algorithms, whose loss func-
tions are defined on the permutations of documents, instead of individ-
ual documents or document pairs. We prove the effectiveness of these
algorithms by analyzing their generalization ability and statistical con-
sistency, based on the assumption of a two-layer probabilistic sampling
procedure for queries and documents, and the characterization of the re-
lationship between their loss functions and the evaluation measures used
by search engines (e.g., NDCG and MAP). (ii) The difficulty of learning
the optimal auction mechanism lies in that advertisers’ behavior data
are strategically generated in response to the auction mechanism, but
not randomly sampled in an i.i.d. manner. To tackle this challenge, we
propose a game-theoretic learning method, which first models the strate-
gic behaviors of advertisers, and then optimizes the auction mechanism
by assuming the advertisers to respond to new auction mechanisms ac-
cording to the learned behavior model. We prove the effectiveness of the
proposed method by analyzing the generalization bounds for both behav-
ior learning and auction mechanism learning based on a novel Markov
framework.

Bio. Tie-Yan Liu is a senior researcher and research manager at Microsoft Re-
search. His research interests include machine learning (learning to rank, online
learning, statistical learning theory, and deep learning), algorithmic game theory,
and computational economics. He is well known for his work on learning to rank
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for information retrieval. He has authored the first book in this area, and pub-
lished tens of highly-cited papers on both algorithms and theorems of learning
to rank. He has also published extensively on other related topics. In particular,
his paper won the best student paper award of SIGIR (2008), and the most cited
paper award of the Journal of Visual Communication and Image Representation
(2004-2006); his group won the research break-through award of Microsoft Re-
search Asia (2012). Tie-Yan is very active in serving the research community. He
is a program committee co-chair of ACML (2015), WINE (2014), AIRS (2013),
and RIAO (2010), a local co-chair of ICML 2014, a tutorial co-chair of WWW
2014, a demo/exhibit co-chair of KDD (2012), and an area/track chair of many
conferences including ACML (2014), SIGIR (2008-2011), AIRS (2009-2011), and
WWW (2011). He is an associate editor of ACM Transactions on Information
System (TOIS), an editorial board member of Information Retrieval Journal and
Foundations and Trends in Information Retrieval. He has given keynote speeches
at CCML (2013), CCIR (2011), and PCM (2010), and tutorials at SIGIR (2008,
2010, 2012), WWW (2008, 2009, 2011), and KDD (2012). He is a senior member
of the IEEE and the ACM.
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Paris, France
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Abstract. Many machine learning and signal processing problems are
traditionally cast as convex optimization problems. A common difficulty
in solving these problems is the size of the data, where there are many
observations (“large n”) and each of these is large (“large p”). In this
setting, online algorithms such as stochastic gradient descent which pass
over the data only once, are usually preferred over batch algorithms,
which require multiple passes over the data. In this talk, I will show how
the smoothness of loss functions may be used to design novel algorithms
with improved behavior, both in theory and practice: in the ideal infinite-
data setting, an efficient novel Newton-based stochastic approximation
algorithm leads to a convergence rate of O(1/n) without strong convex-
ity assumptions, while in the practical finite-data setting, an appropriate
combination of batch and online algorithms leads to unexpected behav-
iors, such as a linear convergence rate for strongly convex problems, with
an iteration cost similar to stochastic gradient descent.
(joint work with Nicolas Le Roux, Eric Moulines and Mark Schmidt)

Bio. Francis Bach is a researcher at INRIA, leading since 2011 the SIERRA
project-team, which is part of the Computer Science Laboratory at Ecole Nor-
male Superieure. He completed his Ph.D. in Computer Science at U.C. Berkeley,
working with Professor Michael Jordan, and spent two years in the Mathemati-
cal Morphology group at Ecole des Mines de Paris, then he joined the WILLOW
project-team at INRIA/Ecole Normale Superieure from 2007 to 2010. Francis
Bach is interested in statistical machine learning, and especially in graphical
models, sparse methods, kernel-based learning, convex optimization vision and
signal processing.
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Making Smart Metering Smarter

by Applying Data Analytics

Georges Hébrail

EDF Lab
CLAMART, France

georges.hebrail@edf.fr

Abstract. New data is being collected from electric smart meters which
are deployed in many countries. Electric power meters measure and trans-
mit to a central information system electric power consumption from ev-
ery individual household or enterprise. The sampling rate may vary from
10 minutes to 24 hours and the latency to reach the central informa-
tion system may vary from a few minutes to 24h. This generates a large
amount of - possibly streaming - data if we consider customers from an
entire country (ex. 35 millions in France). This data is collected firstly
for billing purposes but can be processed with data analytics tools with
several other goals. The first part of the talk will recall the structure of
electric power smart metering data and review the different applications
which are considered today for applying data analytics to such data. In
a second part of the talk, we will focus on a specific problem: spatio-
temporal estimation of aggregated electric power consumption from in-
complete metering data.

Bio. Georges Hébrail is a senior researcher at EDF Lab, the research centre
of Electricité de France, one of the world’s leading electric utility. His back-
ground is in Business Intelligence covering many aspects from data storage and
querying to data analytics. From 2002 to 2010, he was a professor of computer
science at Telecom ParisTech, teaching and doing research in the field of informa-
tion systems and business intelligence, with a focus on time series management,
stream processing and mining. His current research interest is on distributed and
privacy-preserving data mining on electric power related data.
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Alexandre Cotarmanac’h

VP Platform & Distribution
Twenga

alexandre.cotarmanach@twenga.com

Abstract. The advent of realtime bidding and online ad-exchanges has
created a new and fast-growing competitive marketplace. In this new
setting, media-buyers can make fine-grained decisions for each of the
impressions being auctioned taking into account information from the
context, the user and his/her past behavior. This new landscape is par-
ticularly interesting for online e-commerce players where user actions can
also be measured online and thus allow for a complete measure of return
on ad-spend.
Despite those benefits, new challenges need to be addressed such as:

– the design of a real-time bidding architecture handling high volumes
of queries at low latencies,

– the exploration of a sparse and volatile high-dimensional space,
– as well as several statistical modeling problems (e.g. pricing, offer

and creative selection).

In this talk, I will present an approach to realtime media buying for
online e-commerce from our experience working in the field. I will review
the aforementioned challenges and discuss open problems for serving ads
that matter.

Bio. Alexandre Cotarmanac’h is Vice-President Distribution & Platform for
Twenga.

Twenga is a services and solutions provider generating high value-added
leads to online merchants that was founded in 2006.

Originally hired to help launch Twenga’s second generation search engine
and to manage the optimization of revenue, he launched in 2011 the affinitAD line
of business and Twenga’s publisher network. Thanks to the advanced contextual
analysis which allows for targeting the right audience according to their desire to
buy e-commerce goods whilst keeping in line with the content offered, affinitAD
brings Twenga’s e-commerce expertise to web publishers. Alexandre also oversees
Twenga’s merchant programme and strives to offer Twenga’s merchants new
services and solutions to improve their acquisition of customers.

With over 14 years of experience, Alexandre has held a succession of in-
creasingly responsible positions focusing on advertising and web development.
Prior to joining Twenga, he was responsible for the development of Search and
Advertising at Orange. Alexandre graduated from Ecole polytechnique.
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Arthur Von Eschen
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Arthur.VonEschen@activision.com

Abstract. Data science is relatively new to the video game industry, but
it has quickly emerged as one of the main resources for ensuring game
quality. At Activision, we leverage data science to analyze the behavior
of our games and our players to improve in-game algorithms and the
player experience. We use machine learning and data mining techniques
to influence creative decisions and help inform the game design process.
We also build analytic services that support the game in real-time; one
example is a cheating detection system which is very similar to fraud
detection systems used for credit cards and insurance. This talk will
focus on our data science work for Call of Duty, one of the bestselling
video games in the world.

Bio. Arthur Von Eschen is Senior Director of Game Analytics at Activision. He
and his team are responsible for analytics work that supports video game design
on franchises such as Call of Duty and Skylanders. In addition to holding a
PhD in Operations Research, Arthur has over 15 years of experience in analytics
consulting and R&D with the U.S. Fortune 500. His work has spanned across
industries such as banking, financial services, insurance, retail, CPG and now
interactive entertainment (video games). Prior to Activision he worked at Fair
Isaac Corporation (FICO). Before FICO he ran his own analytics consulting firm
for six years.



Algorithms, Evolution and Network-Based

Approaches in Molecular Discovery

Mike Bodkin

Evotec Ltd.
Oxfordshire, UK

Mike.Bodkin@evotec.com

Abstract. Drug research generates huge quantities of data around tar-
gets, compounds and their effects. Network modelling can be used to
describe such relationships with the aim to couple our understanding of
disease networks with the changes in small molecule properties. This talk
will build off of the data that is routinely captured in drug discovery and
describe the methods and tools that we have developed for compound
design using predictive modelling, evolutionary algorithms and network-
based mining.

Bio. Mike did his PhD in protein de-novo design for Nobel laureate sir James
Black before taking up a fellowship in computational drug design at Cambridge
University. He moved to AstraZeneca as a computational chemist before joining
Eli Lilly in 2000. As head of the computational drug discovery group at Lilly since
2003 he recently jumped ship to Evotec to work as the VP for computational
chemistry and cheminformatics. His research aims are to continue to develop new
algorithms and software in the fields of drug discovery and systems informatics
and to deliver and apply current and novel methods as tools for use in drug
research.
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Active Learning for Support Vector Machines with Maximum Model
Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

Wenbin Cai, Ya Zhang, Siyuan Zhou, Wenquan Wang,
Chris Ding, and Xiao Gu

Anomaly Detection with Score Functions Based on the Reconstruction
Error of the Kernel PCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

Laetitia Chapel and Chloé Friguet
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Joël Legrand and Ronan Collobert

FILTA: Better View Discovery from Collections of Clusterings via
Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Yang Lei, Nguyen Xuan Vinh, Jeffrey Chan, and James Bailey

Nonparametric Markovian Learning of Triggering Kernels for Mutually
Exciting and Mutually Inhibiting Multivariate Hawkes Processes . . . . . . . 161

Remi Lemonnier and Nicolas Vayatis



XXXVI Table of Contents – Part II

Learning Binary Codes with Bagging PCA . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Cong Leng, Jian Cheng, Ting Yuan, Xiao Bai, and Hanqing Lu

Conic Multi-task Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
Cong Li, Michael Georgiopoulos, and Georgios C. Anagnostopoulos

Bi-directional Representation Learning for Multi-label Classification . . . . 209
Xin Li and Yuhong Guo

Optimal Thresholding of Classifiers to Maximize F1 Measure . . . . . . . . . . 225
Zachary C. Lipton, Charles Elkan, and Balakrishnan Naryanaswamy

Randomized Operating Point Selection in Adversarial Classification . . . . 240
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