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Gamma-ray searches for new physics such as dark matter are often driven by investigating the
composition of the extragalactic gamma-ray background (EGB). Classic approaches to EGB decom-
position manifest in resolving individual point sources and dissecting the intensity spectrum of the
remaining unresolved component. Furthermore, statistical methods have recently been proven to
outperform the sensitivity of classic source detection algorithms in finding point-source populations
in the unresolved flux regime. In this article, we employ the 1-point photon count statistics of eight
years of Fermi-LAT data to resolve the population of extragalactic point sources and to decom-
pose the diffuse isotropic background contribution for Galactic latitudes |b| ≥ 30◦. We use three
adjacent energy bins between 1 and 10 GeV. For the first time, we extend the analysis to incor-
porate a potential contribution from annihilating dark matter smoothly distributed in the Galaxy.
We investigate the sensitivity reach of 1-point statistics for constraining the thermally-averaged
self-annihilation cross section 〈σv〉 of dark matter, using different template models for the Galactic
foreground emission. Given the official Fermi-LAT interstellar emission model, we set upper bounds
on the DM self-annihilation cross section 〈σv〉 that are comparable with the constraints obtained by
other indirect detection methods, in particular by the stacking analysis of several dwarf spheroidal
galaxies.

PACS numbers: 95.35.+d,95.75.-z,95.75.Mn,95.85.Pw

I. INTRODUCTION

The Large Area Telescope (LAT; [1, 2]) on board the
Fermi Gamma-ray Space Telescope (Fermi) has led to
tremendous progress in understanding the nature of non-
thermal gamma rays reaching the Earth. In general, the
all-sky gamma-ray emission is composed of two contribu-
tions: a bright foreground produced in our own Galaxy,
and all other gamma rays originating from farther sources
outside the Galaxy. The latter contributions mutually
accumulate to the extragalactic gamma-ray background
(EGB, see [3]). The EGB itself disseminates into point
sources (PSs) and an effectively isotropic diffuse back-
ground contribution, the IGRB. At Galactic latitudes
|b| > 20◦, the EGB has been detected with the LAT
between 100 MeV and 820 GeV with unprecedented pre-
cision [4].

Blazars represent the brightest and most numerous
source population among all sources resolved in the EGB
(e.g., [5–9]). In addition, gamma-ray source catalogs such
as the Fermi Large Area Telescope Third Source Cata-
log (3FGL; [10]) list associations of gamma-ray sources
with other source types, among them misaligned active
galactic nuclei and star-forming galaxies (see [11] and
references therein). Different source populations distin-
guish themselves observationally by spectral and tempo-
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ral characteristics. Another population intrinsic quantity
is their source count distribution dN/dS, denoting the
number of sources N per solid angle element dΩ with
integral fluxes in the interval (S, S + dS). The phe-
nomenology of dN/dS distributions can be obtained from
specific, mostly data-driven models, derived from basic
principles of source-intrinsic gamma-ray production and
cosmological source evolution. The extrapolation of these
models suggests the existence of numerous sources with
fluxes fainter than current source detection thresholds
[9, 12–17]. Thus, the IGRB is expected to originate at
least partly from unresolved faint point-source popula-
tions. As opposed to source contributions, the IGRB
might contain purely diffuse components, among them
diffuse gamma rays originating from cosmic-ray inter-
actions with the intergalactic medium [4] or the anni-
hilation or decay of dark matter (DM) particles in the
Milky Way’s halo and halos of outer galaxies. To that
regard, the IGRB serves as a complementary probe for
Galactic and cosmological DM [18–23].

Singling out a possible DM contribution to the IGRB
usually is complicated by a number of uncertainties: The
modeling of Galactic diffuse foreground emission, the un-
certain contribution from unresolved sources, and the ac-
curacy of model predictions for the DM signal strength
itself prevent the IGRB from currently being considered
a clean target for DM searches [23, 24]. However, the
sensitivity of DM searches in the IGRB with Fermi -LAT
data has been demonstrated to reach competitive lim-
its, for example with respect to recent dwarf spheroidal
galaxy observations [22–24]. In the near future, both im-
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provements of the LAT sensitivity for detecting point-
like sources and various attempts of reducing system-
atic model uncertainties with complementary observa-
tions will consolidate the crucial role of the IGRB in DM
searches.

The dissection of the EGB by means of individual
source detections and intensity measurements can be
complemented by statistical methods. Analyses employ-
ing statistical properties of the observed counts map have
been demonstrated to be capable of measuring dN/dS
and the diffuse EGB components [25–33]. We have shown
in Refs. [33] and [34] (henceforth Z16a and Z16b, respec-
tively) that the 1-point probability distribution function
(1pPDF) of counts maps serves as a unique tool for pre-
cise measurements of dN/dS and the EGB’s composi-
tion. In short, the 1pPDF represents the probability
distribution function of photon counts as distributed in
a pixelized sky map. Statistical measurements are not
only complementary to standard analysis procedures, but
they also significantly increase the sensitivity for resolv-
ing faint point-source populations.

Searches for DM signals in the EGB with statistical
methods such as the 1pPDF will thus particularly profit
from a better sensitivity with regard to resolving faint
point sources as well as from the unique dissection capa-
bilities in general. In this article, we extend the 1pPDF
method presented in Z16a,b to incorporate an additional
component representing a smooth Galactic DM halo. We
further investigate the achievable sensitivity reach of the
1pPDF method with regard to constraining the DM self-
annihilation cross section 〈σv〉, on the basis of eight years
of Fermi -LAT data between 1 and 10 GeV and different
Galactic foreground emission models. Our exploration is
meant as a sensitivity study to seek diffuse photons orig-
inating from DM annihilation at high Galactic latitudes.
Since the 1pPDF method incorporates both resolved and
unresolved point sources, source locations do not have to
be excluded from the data and results can be considered
as catalog independent.

The 1pPDF method and the modeling of the gamma-
ray sky (including the DM component) are discussed in
Section II. Fermi -LAT data reduction and the data anal-
ysis setup are discussed in Section III. Section IV focuses
on the actual 1pPDF analysis, while results are discussed
in Section V. The paper concludes with Section VI.

II. THE 1PPDF METHOD AND DM

The mathematical foundations of the 1pPDF method,
the implementation, and the application of the method to
Fermi -LAT data are discussed in Z16a,b. In this article,
we extend the model of the gamma-ray sky to an addi-
tional component, i.e. the total gamma-ray emission is
described by superimposing four different contributions:

1. An isotropic distribution of gamma-ray point
sources, described with a differential source-count
distribution dN/dS. The dN/dS distribution is

parameterized with a multiply broken power law
(MBPL), with its free fit parameters comprising the
overall normalization, a number of Nb break posi-
tions, and therefore Nb + 1 power-law components
connecting the breaks.

2. A diffuse component of Galactic foreground emis-
sion, described with an interstellar emission model
(IEM). Further details on the considered IEMs are
given in Section II A. The global normalization of
the IEM template is kept a free fit parameter, Agal.

3. A diffuse component accounting for all contribu-
tions indistinguishable from purely diffuse isotropic
emission. The diffuse isotropic background emis-
sion is assumed to follow a power law spectrum
(photon index Γ = 2.3), with its integral flux Fiso

serving as the free normalization parameter.

4. A distribution of Galactic DM, representing a typ-
ical smooth DM halo. The gamma-ray emission
from the DM halo is included as a template with a
free global normalization parameter, ADM. Details
are discussed in Section II B.

In the subsequent paragraphs, the mathematical base of
the 1pPDF is briefly revisited. The reader is referred to
Z16a, Section 2, for details.

Let P(p)(t) be a probability generating function of a

discrete probability distribution p
(p)
k , where t ∈ R is an

auxiliary variable, k = 0, 1, 2, . . . is a discrete random
variable, and p denotes the evaluated map pixel p. Then

p
(p)
k is given by

p
(p)
k =

1

k!

dkP(p)(t)

dtk

∣∣∣∣
t=0

. (1)

The generic representation of the generating function for
photon count maps can be derived from a superposition
of Poisson processes:

P(p)(t) = exp

[ ∞∑
m=1

x(p)
m (tm − 1)

]
, (2)

where x
(p)
m is the expected number of point sources per

pixel p that contribute exactly m photons to the total

pixel photon content. The quantity x
(p)
m is therefore given

by the source-count distribution dN/dS, where S denotes
the integral photon flux of a source in the energy band
[Emin, Emax], i.e.

x(p)
m = Ωpix

∫ ∞
0

dS
dN

dS

(C(p)(S))m

m!
e−C

(p)(S), (3)

where C(p)(S) denotes the average number of photons
contributed to pixel p by a source with flux S, and Ωpix

is the solid angle of the pixel. Diffuse background com-
ponents can be represented by 1-photon source terms,
i.e.

D(p)(t) = exp
[
x

(p)
diff (t− 1)

]
, (4)
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where x
(p)
diff denotes the number of diffuse photon counts

expected in map pixel p. The total generating function
then factorizes in the point-source component and the
diffuse component,

P(p)(t) = P(p)
S (t)D(p)(t) . (5)

For our model of the gamma-ray sky, the total diffuse

contribution x
(p)
diff is given by

x
(p)
diff = Agalx

(p)
gal +ADMx

(p)
DM +

x
(p)
iso

Fiso
Fiso , (6)

where x
(p)
b , with b ∈ {gal,DM, iso}, reads

x
(p)
b =

∫
Ωpix

dΩ

∫ Emax

Emin

dE f
(p)
b (E) E(p)(E) , (7)

with f
(p)
b (E) being the differential flux as function of the

energy E, and E(p)(E) the pixel-dependent exposure of
the detector.

The likelihood function is given by a product over the
probabilities P of finding the number kp of measured
counts in pixel p. With the probability P (kp) directly
given by Eq. 1, the total likelihood of the region of inter-
est (ROI), covered by Npix pixels, reads

L(Θ) =

Npix∏
p=1

P (kp) (8)

for a given parameter vector Θ.
For real data sets, we note that Eq. 3 has to be cor-

rected for source-smearing effects caused by a finite de-
tector point-spread function (PSF). See Z16a for details.

A. Galactic Foreground Emission

Gamma rays from the interaction of cosmic rays (CRs)
with interstellar gas and interstellar radiation fields
(IRFs) in our Galaxy are the main contributors to the
emission observed with the LAT above 100 MeV and
constitute the diffuse Galactic foreground. This emission
provides a complementary tool to study the properties of
CRs throughout the Galaxy and the interstellar medium,
and dominates the emission coming from point sources,
extragalactic diffuse contributions, as well as a possible
DM signal.

Modeling the diffuse Galactic emission is complex and
equipped with high systematic uncertainties. The mor-
phological structure and the spectrum of the Galactic
emission are caused by a sum of different contributions,
driven by a variety of different physical parameters. The
interaction of CRs with the interstellar HI and H2 gas
is responsible for the production of gamma rays through
non-thermal bremsstrahlung and π0 production and their

subsequent decay, while the interaction of Galactic elec-
trons with the IRFs produces gamma rays through in-
verse Compton (IC) scattering. To properly compute
these contributions, models for CR sources, injection
spectra, and diffusion in our Galaxy, as well as a good
understanding of the interstellar gas distribution and the
structure of radiation fields are required. The compu-
tation of the different components is additionally ham-
pered, for instance, by the presence of large-scale struc-
tures correlated to Galactic Loop I [35] or the Fermi Bub-
bles [36], or by well-known degeneracies among propaga-
tion parameters.

A search for DM (and other additional components)
with methods relying on IEM templates requires a rig-
orous assessment of possible systematics driven by the
IEM. In particular the IC component, which is expected
to be a possible cause of degeneracies with the DM com-
ponent, would need to be freely adjustable by the fit,
cf. Ref. [37]. Nevertheless, when considering high lat-
itude regions (|b| > 30◦) away from the Galactic plane
(GP), a representative small set of IEMs may be consid-
ered sufficient to quantify uncertainties due to Galactic
foreground modeling [4, 38]. To bracket the uncertainties
inherent to the IEM we consider 4 different models: Our
benchmark IEM adopts the official spatial and spectral
template as provided by the Fermi -LAT Collaboration
for the Pass 8 analysis framework (gll iem v06.fits,
see Ref. [39] and Section III). In addition, we compare
analyses using the models A, B, and C as used in Ref. [4]
to bracket the systematic uncertainties of the IGRB anal-
ysis. The same three models A, B, C have also been used
in Refs. [23, 24] to study uncertainties related to the dif-
fuse Galactic emission modeling when searching for DM
contributions in the IGRB data. An extended descrip-
tion of the characteristics of the models A, B, C can be
found in Appendix A of Ref. [4]. Here, we summarize
the main elements and differences between the models,
in particular focusing on Galactic latitudes |b| > 30◦.

The A, B, C model templates provided for the emis-
sion related to HI +H2 and IC have been obtained with
a modified version of the GALPROP propagation code
(see Ref. [4] for details). The main differences between
these models regard the IC component and the treat-
ment of CR diffusion. In model B, an additional elec-
tron source population near the Galactic Center (GC)
produces the bulk of the IC emission. With respect to
model A and C, this translates into a better agreement
between the template prediction for the IC component
and the fit of model B to gamma-ray data for Galactic
latitudes |b| > 20◦, see Ref. [4] for details. In fact, we
found that the relative difference between the IC com-
ponent in the energy bin between 1.99 and 5.0 GeV and
|b| > 30◦ for models A and B is (ICA − ICB)/ICA > 0 for
all pixels, ranging from 40% to 70%. The same relative
difference between the IC components of models B and C
ranges from 60% up to a factor of 2 in the outer Galaxy.
Fig. 1 represents the relative difference between the entire
emission predicted by model A and B, in the energy bin
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Galactic

0.04 0.4

FIG. 1. Relative difference between the Galactic diffuse
emission predicted by model A and B, for latitudes |b| > 30◦.
Models are taken from Ref. [4] and are integrated in the energy
bin between 1.99 and 5.0 GeV. The Mollweide projection is
given in Galactic coordinates, centered on the GC. The GP
region has been masked in gray.

between 1.99 and 5.0 GeV for latitudes |b| > 30◦. The
differences follow the complicated structure of Galactic
gas and indicate that model A predicts higher (40% at
most) diffuse emission in the whole ROI. In model A
and B, the CR diffusion coefficient and re-acceleration
strength are constant throughout the Galaxy. In model
C, instead, a dependency on the galactocentric radius
and height is introduced, causing a more efficient trans-
port of CRs and therefore higher gamma-ray intensities
in the outer Galaxy, as shown by Fig. 20 in Ref. [4].

In our analysis, each IEM is re-normalized with an ad-
ditional global normalization factor Agal that is allowed
to float freely. We underline that the various models are
studied here to explore the effect of changing foreground
morphology, in particular of the IC emission, on the con-
tribution from the additional Galactic DM component. A
complete study on whether the data prefer one of those
models over the other is beyond the scope of this work,
and it is extensively addressed for example in Ref. [40].

B. The DM Component

Based upon the assumption that the building blocks of
DM are new fundamental particles, e.g., weakly interact-
ing massive particles (WIMPs), DM can self-annihilate or
decay into standard model final states. Gamma-ray pho-
tons are then unavoidably produced by secondary pro-
cesses such as hadronization, the subsequent decay of
π0-mesons, and internal bremsstrahlung, which lead to
a continuous gamma-ray spectrum over several decades
in energy, as well as direct annihilation into line-like fea-
tures. The observed differential gamma-ray flux per unit
energy interval (E,E+ dE) and solid angle dΩ from DM

Galactic

0.41 5.81

FIG. 2. Dimensionless J-factor for annihilating DM as dis-
tributed in the Galaxy following an Einasto profile. The Moll-
weide projection is given in Galactic coordinates, centered on
the position of the GC. The GP and the regions covered by
the Fermi Bubbles and Galactic Loop I have been masked in
gray, cf. Section IV.

annihilation in a given celestial direction reads

dφDM

dEdΩ
=

1

4π

〈σv〉
2

r�
ρ2
�

m2
DM

∑
f

(
dNf
dE

Bf

)
J (ψ) . (9)

The quantity 〈σv〉 resembles the thermally-averaged self-
annihilation cross section times the relative velocity,
mDM denotes the DM particle mass, and r� = 8.5 kpc
and ρ� = 0.4 GeV cm−3 [41, 42] are normalization con-
stants, i.e. the galactocentric Solar distance and the DM
density at r�, respectively. Equation 9 is valid for self-
conjugated DM particles. The differential gamma-ray
spectrum yielded by DM annihilation into the standard
model final state f with branching ratio Bf is given by
dNf/dE. The dimensionless J-factor reads

J (ψ) =
1

r�

∫
los

(
ρ[r(l)]

ρ�

)2

dl(ψ) . (10)

Here, ρ(r) denotes the DM density profile as a function
of the galactocentric radius r, and the line-of-sight (los),
l, as measured from the Galactic position of the Sun is

given by r(l, ψ) =
√
r2
� + l2 − 2r�l cosψ, where ψ is the

angle between the vector pointing to the GC and the
direction of observation.

We consider here the contribution from DM annihila-
tion in a smooth Galactic halo. We neglect a possible
contribution from Galactic DM subhalos, which can be
modeled as point-like or slightly extended sources in al-
most all relevant DM scenarios [see, e.g., 43–49] and will
therefore contribute to the generic dN/dS component.
For the density profile of the smooth Galactic halo, we
consider an Einasto profile [50]

ρ(r) = ρ� exp

(
− 2

α

rα − rα�
rαs

)
, (11)
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with α = 0.17 and rs = 21.8 kpc [51]. The dimensionless
J-factor template map was generated by solving Eq. 10
independently for each map pixel p, see Fig. 2. The
HEALPix resolution of the template map was chosen cor-
responding to the resolution used in the data analysis, see
Section III.

The quantity x
(p)
DM (see Eq. 6) is given by Eqs. 7 and

9. Here, we assume a benchmark annihilation cross sec-
tion of 〈σv〉0 = 10−26 cm3s−1, such that the dimension-
less fit parameter ADM represents a rescaling of the DM
flux provided by Eq. 9, given 〈σv〉0 and the chosen nor-
malization ρ�. We consider DM annihilation into pure
bb quark final states and pure τ+τ− lepton final states.
Those channels serve as benchmark annihilation chan-
nels, bracketing general DM annihilation scenarios. The
gamma-ray spectra emerging from the final states were
taken from Ref. [52]. Possible secondary IC emission from
the scattering of charged light leptons with IRFs was ne-
glected [21]. The peak of the energy spectra E2dN/dE
usually scales with the DM particle mass, Epeak ∝ mDM,
implying that the best choice for the energy bin to ana-
lyze can depend on the DM mass. We investigated DM
particles with masses between 5 GeV and 1 TeV.

III. FERMI-LAT DATA REDUCTION

We processed all-sky Fermi -LAT gamma-ray data that
were taken within the first 8 years of the mission, i.e.
from 2008 August 4 (239,557,417 s MET) through 2016
August 4 (492,018,220 s MET). We used Pass 8 data [53]
along with the corresponding instrument response func-
tions. The Fermi Science Tools (v10r0p5, released date
2015 June 24) [54] were employed for event selection and
data processing.

To reduce systematic uncertainties, the 1pPDF anal-
ysis requires clean data sets with low residual cosmic-
ray backgrounds and event samples exhibiting compa-
rably mild PSF smoothing effects (see Z16a,b). We
therefore only used events passing the most stringent
Pass 8 data classification criteria, i.e. belonging to the
ULTRACLEANVETO event class. The corresponding instru-
ment response functions P8R2 ULTRACLEANVETO V6 were
used. Furthermore, we restricted the event sample to
the PSF3 quartile, to avoid significant PSF smoothing.
A possible contamination from the Earth’s limb was re-
duced by restricting the zenith angle to a maximum of
90◦. The data selection referred to standard quality se-
lection criteria (DATA QUAL==1 and LAT CONFIG==1), and
the rocking angle of the satellite was constrained to val-
ues smaller than 52◦.

To maximize the sensitivity for the mDM parameter
space (see Section II B), we chose to analyze three adja-
cent energy bands: (i) 1.04–1.99 GeV, (ii) 1.99–5.0 GeV,
and (iii) 5.0–10.4 GeV. The bands were selected following
Z16b. The PSF as a function of energy becomes signif-
icantly larger than 1◦ at energies below ∼ 1 GeV, but
approaches sizes below 0.1◦ for energies above ∼ 10 GeV.

The effective PSF of each energy band was derived by
weighting the PSF with the average exposure E(E) of
the ROI and power-law-type energy spectra (see Eq. 19
in Z16a). The effective PSF widths corresponding to the
three energy bands are (i) 0.31◦, (ii) 0.18◦, and (iii) 0.10◦.

The data were spatially binned using the HEALPix
equal-area pixelization scheme [55]. Thus, the entire sky
is covered by Npix = 12N2

side pixels, where Nside = 2κ.
We compared two choices for the resolution parameter κ
of the pixelization, i.e. κ = 6 and κ = 7, approximating
the size of the PSF.

IV. DATA ANALYSIS

The 1pPDF likelihood function L(Θ) as defined in
Eq. 8 was analyzed following the method of Z16a. We
used the Bayesian Markov Chain Monte Carlo (MCMC)
sampler MultiNest [56, 57] to sample the posterior dis-
tribution P (Θ) = L(Θ)π(Θ)/Z, where π(Θ) is the prior
and Z is the Bayesian evidence. MultiNest was operated
in its standard configuration. We used 1000 live points
together with a tolerance criterion of 0.2. The configura-
tion was checked for stability. Priors were either log-flat
or flat, cf. Z16a, and their ranges were chosen such that
to sufficiently cover the posterior distributions. In par-
ticular, the newly introduced prior for ADM was of the
log-flat type.

From the final posterior sample, we built one-
dimensional profile likelihood functions [58] for each pa-
rameter, in order to get prior-independent frequentist pa-
rameter estimates. Best-fit parameter estimates refer to
the maximum likelihood parameter values, while the 68%
confidence level (CL) is given by −2∆ lnL = 1. Upper
limits are quoted at 95% CL, i.e. given by −2∆ lnL =
2.71, referring to single-sided upper limits. The energy
bins (i)-(iii) as defined in Section III were analyzed sep-
arately.

Figures 3 and 4 depict the profile likelihood functions
for the ADM parameter (together with the statistical dis-
tributions expected for the null hypothesis), given DM
setups which are exemplary for the results discussed in
the following sections.

A. Source-count Distribution dN/dS

The dN/dS distribution was parameterized with an
MBPL with three free consecutive breaks. Correspond-
ingly, the MBPL contributes 8 degrees of freedom in to-
tal, i.e. 4 power-law indexes and a normalization con-
stant in addition to the break positions. The fitted
dN/dS distribution was consistent with measurements
derived from the 3FGL [10] point-source catalog (see
Z16a,b for details) in all analyses. As discussed in Z16a,b,
the dN/dS fit obtained from the 1pPDF extends previous
catalog measurements to the regime of faint, unresolved
sources. All fits were sufficiently stable and converged.
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FIG. 3. Left panel: Upper limits on the DM self-annihilation cross section 〈σv〉 as function of the Galactic latitude cut bcut
and the pixel size. The analyzed ROI corresponds to the entire sky, excluding the GP region |b| < bcut, the Fermi Bubbles,
and Galactic Loop I (i.e. the GPBL mask). The limits refer to a DM mass of 15 GeV, and the τ+τ− annihilation channel.
Results are shown for all three energy bands considered. The DM halo has been modeled with the Einasto profile. The dashed
lines (diamonds) depict results obtained by using a HEALPix grid with order κ = 6, while the solid lines (circles) show limits
obtained with κ = 7. Right panel: Statistical behavior of the ROI as analyzed in the left panel for bcut = 30◦ and κ = 7. The
gray-shaded bands depict the 68% (darkgray) and 95% (light-gray) confidence intervals derived from the statistical scatter of
the ADM profile likelihood function, as obtained from simulations of the gamma-ray sky by assuming ADM = 0. The solid black
line shows the corresponding result obtained from the real flight data.

B. Region of Interest Optimization

In order to produce statistically stable and robust re-
sults, the analysis was optimized with respect to the
choice of the ROI and the choice of the pixel size. ROI
optimization was based on two main aspects, addressed
in the following paragraphs: (i) systematics related to
Galactic foreground emission and (ii) statistical validity.

The DM density distribution peaks in the center of
the Galactic DM halo, and thus data from the central
regions of the Galaxy could have significant impact on
constraining a potential DM contribution. As detailed in
Section II A, it is however well known that the modeling
of the strong foreground emission from the GC region is
equipped with high systematic uncertainties that could
significantly affect the 1pPDF. We therefore chose to
mask the GC and GP emissions by excluding low Galac-
tic latitudes |b| < bcut from the ROI. Further system-
atics could be introduced by potential mismodelings of
the Fermi Bubbles [59, 60] and Galactic Loop I [61] that
were masked as well. This mask, as depicted in Fig. 2 by
the gray region, will be referred to as GPBL mask in the
remainder. We optimized the analysis setup with regard
to the choice of bcut.

Moreover, past studies have demonstrated that fitting
diffuse templates using ROIs which cover a large frac-
tion of the sky could potentially lead to over-subtraction
issues. In particular, as discussed in Refs. [62–65], this
is connected to possible mismodelings of backgrounds,
namely the Galactic diffuse emission. To mitigate a pos-
sible over-subtraction of background models in our anal-

ysis, we reduced and optimized the size of the ROI, fol-
lowing an approach similar to Ref. [64]. In addition, we
performed simulations of the gamma-ray sky in order to
challenge our analysis setup against the null-hypothesis,
i.e. assuming a gamma-ray sky without any DM compo-
nent. Simulations were carried out such that to resem-
ble the actual gamma-ray data as closely as possible, see
Section IV C for further details. The actual flight data
as well as simulated realizations of the sky were then an-
alyzed with the 1pPDF setup, choosing the region intro-
duced above as initial ROI. Subsequently, the ROI was
systematically trimmed in longitude and latitude, until
the statistical behavior of the flight data met the sta-
tistical expectation derived from data simulated for the
null-hypothesis ADM = 0. The trimming was symmet-
ric in both East-West or North-South directions, respec-
tively. We used the benchmark IEM, mDM = 15 GeV,
and annihilation into τ+τ− for all analyses related to the
optimization process. Details are discussed in the follow-
ing.

As a first step, we try to identify the optimum value
for the Galactic latitude cut bcut, while investigating pos-
sible systematics due to the choice of the HEALPix res-
olution. For each energy bin, the left panel of Fig. 3
shows upper limits on 〈σv〉 as a function of the Galac-
tic latitude cut bcut. The figure displays results refer-
ring to the GPBL mask only, i.e. here we consider the
almost entire extragalactic gamma-ray sky. All limits
are shown for two HEALPix resolutions, i.e. κ = 6 and
κ = 7. As demonstrated by the figure, bcut values equal or
above ∼30◦ yield considerably stable upper limits, with
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monotonically decreasing sensitivity caused by decreas-
ing event statistics for larger bcut values. Larger ROIs,
corresponding to smaller values of bcut below 30◦ might
instead be affected by the stronger Galactic foreground
morphology and should therefore be disregarded. Upper
limits derived for different pixel sizes are almost equal for
bcut > 30◦, with only slight differences presumably origi-
nating from sampling effects or other small systematics.
In the following, all the analyses were carried out with
HEALPix resolution κ = 7.

As argued above, the statistical validity of the ROI was
challenged with simulations of the gamma-ray sky. The
right panel of Fig. 3 compares the statistical expectation
for the null-hypothesis with the analysis of the actual
flight data for the GPBL mask. It can be seen that the
ADM profile likelihood function is significantly below the
statistical scatter of the simulations.

In order to find a statistically valid analysis region,
the ROI was subsequently shrunk in Galactic longi-
tude l and latitude b. Given the large extent of the
Galactic Loop I structure in the Northern hemisphere,
here we focussed on the study of the Southern hemi-
sphere, where the ROI could be placed comparably
closer to the GC. In particular, we studied the fol-
lowing ROIs: (i) stripe-shaped, e.g. l ∈ [0, 360] deg,
b ∈ [−40,−30], [−50,−40], and [−60,−50] deg, and (ii)
box-shaped, e.g. l ∈ {[0, 80], [280, 360]} deg, b ∈
[−60,−40] deg. All three energy bands were consid-
ered separately. Given the systematic reduction of the
ROI size in l and b, we found that real flight data
match the sensitivity expected from simulations for ROIs
with longitudes |l| < 90◦ (centered on l = 0◦) and
b ∈ [−60,−30] deg.

Figure 4 compares the statistical behavior of the sim-
ulations with actual flight data for the DM ROI defined
by l ∈ {[0, 80], [280, 360]} deg and b ∈ [−60,−40] deg,
which we chose as benchmark ROI due to stability and
robustness. It can be seen that the statistical behavior
of the flight data is well consistent with the expectation.
Larger ROIs (within the allowed ranges as given above)
may slightly improve sensitivity by a factor of < 2. The
chosen DM ROI is shown in Fig. 5, demonstrating the
influence of the benchmark IEM in the ROI.

C. Simulations of the Fermi Sky

Realistic Monte Carlo simulations of the gamma-ray
sky were produced using the gtobsim utility of the Fermi
Science Tools v10r0p5, as similarly done in [33]. The
considered time interval, as well as event class and energy
range match the selection done for the real flight data
discussed in Section III.

Three components enter the simulated counts map:
point sources, Galactic foreground, and diffuse isotropic
background emission. The flux distribution of point
sources dN/dS was taken as the best fit to the real data
(see Section IV A). For each simulation a list of point

sources was produced with a Monte Carlo simulation,
with fluxes following the chosen dN/dS distribution and
random positions across the sky. The flux spectrum of
simulated sources was taken to be a power law, where the
photon index for each source was drawn from a Gaussian
distribution with mean Γ = 2.4 and standard deviation
σΓ = 0.4. Point sources were simulated down to fluxes
of Smin = 10−12 cm−2 s−1. The official diffuse Galactic
emission template named gll iem v06.fits was used.
For the isotropic emission, we used the recommended
spectral template corresponding to our data selection,
iso P8R2 ULTRACLEANVETO V6 PSF3 v06.txt. The nor-
malization of the isotropic emission was chosen to match
the integral flux Fiso observed in real data (see Tab. I).
An effective PSF correction was computed according to
the simulation properties. The resulting mock data maps
were then analyzed with the same analysis chain as used
for the real data, see Section III.

V. RESULTS

Figure 6 shows the upper limits on the self-annihilation
cross section 〈σv〉 of DM particles (such as WIMPs) an-
nihilating to bb (left panel) and τ+τ− (right panel) fi-
nal states, obtained with the 1pPDF setup as developed
above. The upper limits were derived using the bench-
mark IEM, for DM particles with masses between 5 GeV
and 1 TeV. The 1pPDF analysis was performed on the
DM ROI data. The three adjacent energy bins (i) 1.04–
1.99 GeV, (ii) 1.99–5.0 GeV, and (iii) 5.0–10.4 GeV were
considered to be independent from each other, yield-
ing three different results for each annihilation channel.
Using the benchmark IEM, no evidence was found for
the additional DM component to significantly improve
the quality of the fit, corresponding to an open, single-
sided profile likelihood curve for the ADM parameter (cf.
Fig. 4). The different shapes of the curves for bb and
τ+τ− final states originate from the different gamma-ray
emission spectra dNf/dE, where in particular annihila-

tion to bb yields softer gamma-ray spectra than annihila-
tion to τ+τ−.

For all upper bounds, we also show the 95% confidence
level expected sensitivity derived from the simulations, as
described in the previous section. Figure 6 compares the
1pPDF results to upper limits obtained from the stacking
of several dwarf spheroidal galaxies (dSphs) [66]. We
find that the sensitivity reach of the 1pPDF analysis is
comparable with the analysis of dSphs, in particular for
dark matter masses below 100 GeV (depending on the
annihilation channel). Note that the different shape of
the 1pPDF limits with respect to the dSph limits is owed
to the integration over different energy intervals.

The 1pPDF fit decomposes the gamma-ray sky accord-
ing to the modeling discussed in Section II A. For each
energy bin, Tab. I lists the fractional contributions from
the three main components to the total integral flux Ftot,
i.e. from point sources (qps), from the benchmark IEM
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FIG. 4. Comparison of the actual flight data with the statistical expectation for the null-hypothesis as derived from simulations.
The DM ROI (see Fig. 5) has been considered in the three energy bands 1.04–1.99 GeV (left panel), 1.99–5.0 GeV (middle panel),
and 5.0–10.4 GeV (right panel). The analysis setup refers to a DM mass of 15 GeV, and the τ+τ− annihilation channel. The
gray-shaded bands depict the 68% (darkgray) and 95% (light-gray) confidence intervals derived from the statistical scatter of
the ADM profile likelihood functions, as obtained from simulations of the gamma-ray sky by assuming ADM = 0. The solid
black line shows the corresponding result obtained from the actual data.

1.69e-07 5.75e-07cm−2 s−1 sr−1

FIG. 5. The DM ROI considered in this analysis. The Moll-
weide projection depicts the benchmark IEM template in
Galactic coordinates, centered on the GC. The map shows
the integral flux Fgal between 1.99 and 5.0 GeV. The area
outside the DM ROI has been masked in gray.

(qgal), and from the diffuse isotropic background com-
ponent (qiso). Given the lacking significance for a pos-
sible DM component, here its contribution is assumed
to be negligible. The quantities in Tab. I refer to the
1pPDF analysis using GPBL mask. Very similar results
are found using our final DM ROI, with larger uncertain-
ties due to smaller statistics.

The upper limits presented in Fig. 6 were obtained for
the benchmark, official Fermi IEM. Possible degeneracies
with the IEM as a single component were incorporated by
means of the normalization parameter Agal. As such, the
results presented in the figure reflect statistically valid
upper limits under the assumption that systematic un-
certainties of the IEM and its constituents are small as
compared to statistical uncertainties. However, degen-
eracies between the DM component with particular IEM
constituents, such as IC emission, remain possible.

To estimate the scatter of the upper limits with re-

TABLE I. Composition of the gamma-ray sky for |b| ≥ 30◦.
The quantities qps, qgal, and qiso denote the fractional con-
tribution from the corresponding component to the inte-
gral map flux Ftot. The total flux Ftot is given in units of
10−7 cm−2s−1sr−1.

Component 1.04−1.99 GeV 1.99−5.0 GeV 5.0−10.4 GeV

Sources (qps) 0.28+0.03
−0.03 0.21+0.03

−0.02 0.21+0.04
−0.03

IEM (qgal) 0.714+0.007
−0.005 0.675+0.008

−0.011 0.548+0.019
−0.018

Isotropic (qiso) 0.03+0.02
−0.01 0.12+0.03

−0.04 0.24+0.05
−0.05

Ftot 7.828+0.016
−0.016 3.875+0.111

−0.111 0.951+0.005
−0.005

spect to the diffuse Galactic foreground emission, Fig. 7
compares the results obtained previously to upper limits
derived for the selection of three other IEMs. The IEMs
considered here were selected to bracket plausible Galac-
tic foreground emission scenarios. We chose models A, B,
C as discussed in Section II A. The figure depicts upper
limits for DM particle masses 15, 50, and 100 GeV, con-
sidering annihilation into bb and τ+τ−. We find that the
upper limits obtained for model B are almost always the
least constraining, because its IC emission component for
|b| > 30◦ is less prominent than in model A and C, thus
leaving room for a larger DM contribution. The ampli-
tude of the scatter due to the different IEMs is about a
factor 2-3, depending on the energy bin, and is therefore
comparable to the band of the expected sensitivity inher-
ent to our analysis method. These upper bounds on 〈σv〉
are compared to the limits obtained from the observation
of dwarf spheroidal galaxies, see Ref. [66].

VI. CONCLUSIONS

It has recently been shown (see Z16a,b) that statisti-
cal properties of the Fermi-LAT photon counts map can
be used to measure the composition of the gamma-ray
sky at high latitudes, determining dN/dS down to fluxes
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FIG. 6. Upper limits (95% CL) on the DM self-annihilation cross section 〈σv〉 as a function of the DM particle mass mDM, as
obtained with the 1pPDF analysis using the DM ROI for 8-year Fermi-LAT data (Pass 8). The DM halo of the Galaxy was
assumed to follow an Einasto profile. Upper limits are given for separate analyses of the (i) 1.04–1.99 GeV (black solid line),
(ii) 1.99–5.0 GeV (red solid line), and (iii) 5.0–10.4 GeV (blue solid line) energy bins. The shaded bands reflect the expected
sensitivity (95% confidence level) as derived from simulations. The left (right) panel shows upper limits for total annihilation
into bb (τ+τ−) final states. The limits are compared to recent limits obtained from the observation of dwarf spheroidal galaxies,
see Ref. [66] (orange dashed line and shaded region).
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FIG. 7. Upper limits (95% CL) on the DM self-annihilation cross section 〈σv〉 for bb (left panel) and τ+τ− (right panel) final
states and mDM = 15, 50, 100 GeV using the DM ROI for 8-year Fermi-LAT data (Pass 8), obtained assuming the benchmark
IEM (black solid line), model A (green solid line), model B (red solid line), and model C (blue solid line) as discussed in
Section II A. The DM halo of the Galaxy was assumed to follow an Einasto profile. Upper limits are given for the three
energy bins (i) 1.04–1.99 GeV (left panel), (ii) 1.99–5.0 GeV (middle panel), and (iii) 5.0–10.4 GeV (right panel). The limits
are compared to the limits obtained from the observation of dwarf spheroidal galaxies, see Ref. [66] (orange dashed line). For
illustrative purposes, the yellow band depicts the 95% quantile of the median expected sensitivity of the dwarf spheroidal galaxy
analysis.

about one order of magnitude lower than current cata-
log detection limits. The high latitude gamma-ray sky
is modeled with at least three components, represented
by an isotropic distribution of point sources, a diffuse
component of Galactic foreground emission, and diffuse
isotropic background. In this paper, we have extended
the photon count statistics 1pPDF method developed in

Z16a,b to a further component of the high-latitude sky,
given by Galactic DM distributed in a typical smooth
halo. We have employed the 1pPDF method to derive up-
per bounds on the possible contribution from halo DM in
terms of the self-annihilation cross section 〈σv〉, for DM
masses spanning the GeV to TeV range.

We find that the 1pPDF method applied to eight years
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of Pass 8 Fermi-LAT data at high latitudes has the sen-
sitivity for assessing the possible gamma-ray contribution
of Galactic DM annihilating into bb or τ+τ− final states.
However, we find that the analysis can be affected by
over-subtraction of the background IEM when the ROI
covers a significant portion of the sky. We have found
that a reliable ROI for the DM analysis is a small box of
the sky located in the southern hemisphere (DM ROI).
Given the official Fermi-LAT interstellar emission model,
the upper bounds obtained for 〈σv〉 are comparable to
constraints from the stacking analysis of several dwarf
spheroidal galaxies. The analysis comprises three adja-
cent bins in photon energy, spanning from 1 to 10 GeV.
The three bins are increasingly relevant with increasing
mDM.

Our results have been verified against sky simulations
realized with the Fermi science tools, without DM tem-
plates. The 1pPDF analysis provides results coherent
with the expected sensitivity derived from the simula-
tions, once the ROI is properly optimized. Pixelizing the
sky map with different resolutions provides stable results.

Eventually, we have repeated our analysis for three ad-
ditional IEM templates. The modeling of the Galactic
diffuse emission has a non-negligible systematic impact,
given that the upper bound on 〈σv〉 can vary by a factor
of a few, depending on the energy bin and the DM mass.
Using the Fermi-LAT official template provides stronger
bounds than the models including smaller IC emission
at high latitudes. This is expected, given the possible

degeneracy between IC and halo DM maps.

We have demonstrated that the method of 1-point pho-
ton count statistics, when applied to eight years of Fermi-
LAT data, has the sensitivity for assessing a possible DM
contribution to the high latitude sky down to DM self-
annihilation cross section 〈σv〉 comparable to the ones
bound by the currently most powerful, complementary
methods.
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