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UNIFORM ESTIMATES ON THE FISHER INFORMATION FOR SOLUTIONS TO BOLTZMANN AND
LANDAU EQUATIONS

RICARDO J. ALONSO, VÉRONIQUE BAGLAND, AND BERTRAND LODS

ABSTRACT. In this note we prove that, under some minimal regularity assumptions on the initial datum, so-
lutions to the spatially homogenous Boltzmann and Landau equations for hard potentials uniformly propagate
the Fisher information. The proof of such a result is based upon some explicit pointwise lower bound on
solutions to Boltzmann equation and strong diffusion properties for the Landau equation. We include an ap-
plication of this result related to emergence and propagation of exponential tails for the solution’s gradient.
These results complement estimates provided in [24, 26, 14, 23].
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1. INTRODUCTION

The Fisher information functional was introduced in [17]

I(f) := 4

∫
Rd

∣∣∣∇√f(v)
∣∣∣2dv (1.1)

as a tool in statistics and information theory. It revealed itself a very powerful tool to control regularity
and rate of convergence for solutions to several partial differential equations. In particular, in the study
of Fokker-Planck equation, the control of the Fisher information along the Orstein-Uhlenbeck semigroup
is the key point for the exponential rate of convergence to equilibrium [12] in relative entropy terms.
Variants of such an approach can be applied to deal with more general parabolic problems [13]. For
these kind of problems, the Fisher information turns out to play the role of a Lyapunov functional.

Such techniques have also been applied in the context of general collisional kinetic equation. In
particular, for the Boltzmann equation with Maxwell molecules, exploiting commutations between the
Boltzmann collision operator and the Orstein-Uhlenbeck semigroup, the Fisher information serves as
a Lyapunov functional for the study of the long time relaxation [22, 10]. In [8, 9, 26], the Fisher
information was applied for general collision kernels in relation to the entropy production bounds for
the Boltzmann equation. Later in [27], ground breaking work related to the Cercignani’s conjecture was
made using the Fisher information and the ideas preceding such work. We aim however to emphasize
that the present contribution, together with [25, 26], is to our knowledge the only one dealing with the
question of uniform-in-time estimates for the Fisher information in the kinetic context.

The aim of the present contribution is to further investigate the properties of Fisher information
along solutions to two important kinetic equations: the Boltzmann equation for hard potentials, under
cut-off assumption, and the Landau equation for hard potentials. More specifically, we show here that,
along solutions to Boltzmann or Landau equations for hard potentials, the Fisher information will remain
uniformly bounded

sup
t>0
I(f(t)) 6 C(f0) <∞ (1.2)

under minimal regularity assumptions on the initial datum. The minimality is understood in terms of
smoothness required for the initial datum and not in terms of number of moments, however, we have
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tried to be as frugal as possible in this latter issue. In remarks below Theorem 1.1 and Theorem 1.2 we
expand on the interpretation of the results and the way they are, or are not, optimal.

For the Boltzmann equation estimate (1.2) improves, under less restrictive conditions in the model,
the local in time estimate obtained in [26] which reads

I(f(t)) 6 ec t
(
2I(f0) + c (1 + t3)

)
, for some explicit c > 0 .

This bound was obtained in the context of Maxwell molecule type of models and does not directly apply
to the case of hard potentials, with exception of hard spheres, that we treat here. Interestingly, the bound
(1.2) can be used to generalise, to the context of hard potential models, estimates that were designed for
a Maxwell gas with respect to propagation of smoothness such as in [10]. Let us mention that for the case
of Maxwell model, the Fisher information is in fact non-increasing for both the Boltzmann and Landau
equations, see [21, 26, 25, 15]. This explains why the Fisher information is used to prove exponential
relaxation towards thermodynamical equilibrium in this case. Furthermore, the Maxwell model can be
compared to other models as well to obtain algebraic rate of relaxation towards equilibrium.

As an application of the uniform propagation of the Fisher information, one can deduce that, for any
t0 > 0,

sup
t>t0>0

∫
Rd

∣∣∇f(t, v)
∣∣ec |v|γdv 6 C(f0, t0) <∞ , for some explicit c > 0 ,

in a relatively simple manner (relatively to [5] for example). The techniques to prove the bound (1.2)
seem to differ in nature for the study of Boltzmann (with cutoff) and Landau equations. The reason for
this difference is that while Landau’s equation is strongly diffusive, the Boltzmann equation is weakly
diffusive. For the Boltzmann equation, we exploit the appearance of pointwise exponential lower bounds
for solutions obtained in [20] whereas, for the Landau equation, we use the instantaneous regularizing
effect to control, for time t > t0 > 0 the Fisher information by Sobolev regularity bounds while, for small
time 0 < t < t0, the Fisher information is controlled thanks to a new energy estimate for solutions to the
Landau equation. These proofs are related in the sense that for positive functions, the models’ solutions,
regularity imply a particular behaviour near to zero.

1.1. Notations. Let us introduce some useful notations for function spaces. For any p > 1 and q > 0, we
define the space Lpq(Rd) through the norm

‖f‖Lpq :=

(∫
Rd
|f(v)|p〈v〉pqdv

)1/p

,

i.e. Lpq(Rd) = {f : Rd → R ; ‖f‖Lpq <∞} where, for v ∈ Rd, 〈v〉 =
√

1 + |v|2. We also define, for k > 0,

Hk
q (Rd) =

{
f ∈ L2(Rd) ; (1−∆)

k
2 f ∈ L2

q(Rd)
}
,

where the operator (1−∆)
k
2 is defined through its Fourier transform

F
{

(1−∆)
k
2 f
}

(ξ) = 〈ξ〉kF{f}(ξ) =: 〈ξ〉k
∫
Rd
eix·ξf(x)dx , ξ ∈ Rd.

When we write Hk+

q (Rd), for some k ∈ R, we simply mean that the positive part k+ := max{0, k} of k is
taken. Also, we define L1

log(Rd) as

L1
log(Rd) =

{
f ∈ L1(Rd) ;

∫
Rd
|f(v)| | log(|f(v)|)|dv <∞

}
.
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1.2. The Boltzmann equation. Let us now enter into the details by considering the solution f(t, v) to
the Boltzmann equation

∂tf(t, v) = Q(f, f)(t, v) , v ∈ Rd . (1.3)

We consider kernels satisfying ‖b‖L1(Sd−1) < ∞, thus, it is possible to write the collision operator in gain
and loss operators

Q(f, g) = Q+(f, g)− gR(f) ,

where the collision operator is given by

Q+(f, g)(v) :=

∫
Sd−1×Rd

b(cos θ)|v − v?|γ f(v′?) g(v′)dv?dσ ,

R(f)(v) :=

∫
Sd−1×Rd

b(cos θ)|v − v?|γ f(v?)dv?dσ = ‖b‖L1(Sd−1)

(
f ∗ |u|γ

)
(v) .

with cos θ = v−v?
|v−v?| · σ and

v′ =
v + v?

2
+
|v − v?|

2
σ, v′? =

v + v?
2
− |v − v?|

2
σ, σ ∈ Sd−1.

We will consider hard potentials γ ∈ (0, 1]. Also, for technical simplicity, we restrict ourselves to d > 3.

Theorem 1.1. (Uniform propagation of the Fisher information) Let b ∈ L2(Sd−1) be the angular scat-
tering kernel, d > 3 and γ ∈ (0, 1]. Assume also that the initial datum f0 > 0 satisfies

f0 ∈ L1
η(Rd) ∩ L2

µ(Rd) ∩H
(5−d)+

2
ν (Rd),

for some ν > 3 + γ + d
2 , µ > ν + 1 + γ

2 , η > µ+ d and∫
Rd
f0(v) v dv = 0, I(f0) <∞.

Then, the unique solution f(t) = f(t, v) > 0 to (1.3) satisfies

sup
t>0
I(f(t)) 6 C ,

for some positive constant C depending on I(f0) and the L1
η ∩ L2

µ ∩H
(5−d)+

2
ν -norm of f0.

Remark 1.1. Let us explain the optimality of Theorem 1.1. The condition f0 ∈ L1
2 is needed for the well–

posedness of the Cauchy problem for the equation. Clearly, for propagation of the Fisher information, I(f0)
must be finite. When d > 5 there is no need for gradient regularity and the Theorem holds true for

f0 ∈ L1
η(Rd) ∩ L2

µ(Rd) for any µ > 4 +
3

2
γ +

d

2
and η > µ+ d.

This is optimal with respect to regularity required for f0. When d = 3 or d = 4, there is a gradient require-
ment. Generally speaking the Fisher information and gradient integrability are not comparable objects, thus,
for these cases it is unclear if such condition on the gradient is a technical artefact or real. However, if f0 is
assumed to be bounded, one can use the estimate

‖∇f0‖2L2
ν(Rd)

6 ‖f0‖L∞2ν(Rd) I(f0) , ν > 0 ,

and classical regularity theory for the Boltzmann equation, for instance [19], to get rid of the gradient
assumption.

Remark 1.2. If the reader is willing to accept more regularity in the initial data, say f0 ∈ H2
ν (Rd) for some

ν > d
2 , then Theorem 1.1 remains valid for b ∈ L1(Sd−1) using the propagation of regularity given in [5]

and the control of the Fisher information using the H2
ν (Rd) norm, see [23, Lemma 1].
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1.3. The Landau equation. As mentioned earlier, we also investigate the case of solutions to the homo-
geneous Landau equation. Recall that such an equation reads

∂tf = QL(f, f) , v ∈ Rd . (1.4)

The collision operator is defined as

QL(f, f)(v) = ∇ ·
∫
Rd
A(v − v?)

(
f(v?)∇f(v)− f(v)∇f(v?)

)
dv? (1.5)

where the matrix A(z) = (Aij(z))i,j=1,...,d is given by

Aij(z) =

(
δij −

zizj
|z|2

)
Φ(z), Φ(z) := |z|2+γ .

We concentrate the study in the hard potential case γ ∈ (0, 1]. We refer to [14] for a methodical study
of the Landau equation in this setting. The Landau equation can be written in the form of a nonlinear
parabolic equation:

∂tf(t, v)−∇ ·
(
a(v)∇f(t, v)− b(v) f(t, v)

)
= 0 , (1.6)

where the matrix a(v) and the vector b(v) are given by

a := A ∗ f , b := ∇ ·A ∗ f .

The minimal conditions that will be required on the initial datum f0 are finite mass, energy and entropy

m0 :=

∫
Rd
f0(v)dv < +∞ , E0 :=

∫
Rd
|v|2f0(v)dv < +∞ , H0 :=

∫
Rd
f0(v) log f0(v)dv < +∞ .

For technical reasons, to assure conservation of energy, a moment higher than 2 is assumed as well. In
this situation, [14, Proposition 4] asserts that the equation is uniformly elliptic, that is,

a(v)ξ · ξ > a0 〈v〉γ |ξ|2 , ∀ v ∈ Rd, ξ ∈ Rd

for some positive constant a0 := a0(m0, E0, H0). Under these assumptions, the Cauchy theory, including
infinite regularization and moment propagation, has been developed in [14, 15]. As in the Boltzmann
case, the Fisher information have been used for the analysis of convergence towards equilibrium, see for
instance [15, 23, 24], and also for analysis of regularity, see [16]. Concerning regularisation, the idea is
to establish an inequality of the form∫

Rd
|∇
√
f |2dv 6 C

(
D(f) + 1

)
,

with constant C depending only on m0, E0, H0, which are the physical conserved quantities, and where
D(f) denotes the entropy production associated to QL, i.e.

D(f) = −
∫
Rd
QL(f, f) log fdv.

Since, along solutions to the Landau equation f(t) = f(t, v) it holds that

0 6
∫ t

0

D(f(s))ds 6 CD(m0, E0, H0, t) ,

such inequality leads to estimate on the time integrated Fisher information. Then, one uses Sobolev
inequality to obtain control on the entropy or a higher norm.

For the Fisher information itself, at least for the hard potential case, the following result follows. The
theorem is stated for d = 3 because it uses several results given in [14].
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Theorem 1.2. Assume that the initial datum f0 > 0 has finite mass m0, energy E0 and entropy H0 and
satisfies in addition ∫

R3

〈v〉2f0(v) log f0(v)dv < +∞ ,

∫
R3

〈v〉2+γ+εf0(v)dv < +∞ , (1.7)

for some ε > 0. Assume moreover that I(f0) <∞. Then, there exists a weak solution f(t) = f(t, v) to (1.4)
with initial datum f0 satisfying

sup
t>0
I(f(t)) 6 C0

F ,

where the constant C0
F depends on m0, E0, H0, the quantities in (1.7), and the initial Fisher information.

Remark 1.3. A condition for well–posedness and regularisation of the Cauchy problem for the Landau
equation is f0 ∈ L2

s, with s > (5γ+15)/2, see [14, Theorem7]. Thus, the assumptions on f0 in Theorem 1.2
are quite general. Since I(f0) <∞ is necessary for uniform propagation of the Fisher information, Theorem
1.2 is optimal with respect to the regularity required for f0. Furthermore, inspecting the results for existence
and regularity of solutions given in [14], the requirement on the moments for f0 in (1.7) appears very close
to optimal.

The rest of the document is divided in three sections, Section 2 is devoted to the proof of Theorem
1.1 and Section 3 is concerned with the proof of Theorem 1.2. The final section is an Appendix where
the reader will find helpful facts about Boltzman (Appendix A.) and Landau (Appendix B.) equations that
will be needed along the arguments.

2. PROOF OF THEOREM 1.1

In order to prove Theorem 1.1, we consider in all this section a solution f(t) = f(t, v) to the Boltzmann
equation (1.3) that conserves mass, momentum, and energy. One has first the following lemma.

Lemma 2.1. The Fisher information of f(t, ·) satisfies

d

dt
I(f(t)) = −2

∫
Rd

log f(t, v) ∆vQ+(f, f)(t, v)dv − 4

∫
Rd

∣∣∣∇√f(t, v)
∣∣∣2R(f)(t, v)dv

− 2

∫
Rd
∇f(t, v) · ∇R(f)(t, v) dv −

∫
Rd
|∇ log f(t, v)|2Q+(f, f)(t, v)dv .

(2.1)

Proof. One first notices that gi(t, v) := ∂vi
√
f(t, v) satisfies

∂tgi(t, v) = ∂vi

(
1

2
√
f(t, v)

Q(f, f)(t, v)

)
= − 1

2f(t, v)
gi(t, v)Q(f, f)(t, v) +

1

2
√
f(t, v)

∂viQ(f, f)(t, v)

= − 1

2f(t, v)
gi(t, v)Q+(f, f)(t, v) +

1

2
gi(t, v)R(f)(t, v)

+
1

2
√
f(t, v)

∂viQ+(f, f)(t, v)− 1

2
√
f(t, v)

∂vi (f(t, v)R(f)(t, v)) .

Multiplying by gi(t, v) and integrating over Rd we get

1

2

d

dt
‖gi(t)‖2L2 = −1

2

∫
Rd

g2i (t, v)

f(t, v)
Q+(f, f)(t, v)dv +

1

2

∫
Rd
g2i (t, v)R(f)(t, v)dv

+
1

2

∫
Rd

gi(t, v)√
f(t, v)

∂viQ+(f, f)(t, v)dv − 1

2

∫
Rd

gi(t, v)√
f(t, v)

∂vi (f(t, v)R(f)(t, v)) dv.

Noticing that
g2i (t, v)

f(t, v)
=

(
∂vif(t, v)

2f(t, v)

)2

=
1

4
(∂vi log f(t, v))

2
,
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and
gi(t, v)√
f(t, v)

∂vi (f(t, v)R(f)(t, v)) =
gi(t, v)∂vif(t, v)√

f(t, v)
R(f)(t, v) + gi(t, v)

√
f(t, v)∂viR(f)(t, v)

=
(∂vif(t, v))2

2f(t, v)
R(f)(t, v) +

1

2
∂vif(t, v)∂viR(f)(t, v) ,

we get that

1

2

d

dt
‖gi(t)‖2L2 = −1

8

∫
Rd

(∂vi log f(t, v))
2 Q+(f, f)(t, v)dv +

1

2

∫
Rd
g2i (t, v)R(f)(t, v)dv

+
1

4

∫
Rd
∂vi log f(t, v) ∂viQ+(f, f)(t, v)dv − 1

4

∫
Rd

(∂vif(t, v))2

f(t, v)
R(f)(t, v)dv

− 1

4

∫
Rd
∂vif(t, v)∂viR(f)(t, v)dv .

Using an integration by part in the third integral, and since
(∂vif(t, v))2

4f(t, v)
= g2i (t, v), this results easily in

d

dt
‖gi(t)‖2L2 = −1

4

∫
Rd

(∂vi log f(t, v))
2 Q+(f, f)(t, v)dv −

∫
Rd
g2i (t, v)R(f)(t, v)dv

− 1

2

∫
Rd

log f(t, v) ∂2viviQ
+(f, f)(t, v)dv − 1

2

∫
Rd
∂vif(t, v)∂viR(f)(t, v)dv

which yields the desired result after adding in i = 1, 2, . . . , d. �

All terms in (2.1) are relatively easy to estimate with exception, perhaps, of the term involving
∆Q+(f, f). This is the step where the instantaneous appearance of a lower gaussian barrier is important,
in particular, for the estimation of the constant cε(t) in the following lemma.

Lemma 2.2. Let f(t) > 0 be a sufficiently smooth solution of the Boltzmann equation. Then, for any ε > 0∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv 6 C(ε, d)
(
cε(t) + ‖f(t)‖L2

)(
‖f(t)‖2Hsη1 + ‖f(t)‖2L1

η2

)
,

where cε(t) := Cε
(
1 + log+(1/t)

)
for some universal constant Cε > 0, and

η1 :=
6 + 2γ + d+ 3 ε

2
, η2 :=

4 + 2γ + d+ 3 ε

2
, s =

(5− d)+

2
6 1 .

Proof. Using Theorem A.1, we get that∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv 6 ∫
Rd

(
cε(t)〈v〉2+ε + f(t, v)

) ∣∣∆vQ+(f, f)(t, v)
∣∣dv .

Thus,∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv 6 cε(t) ‖∆vQ+(f(t), f(t))‖L1
2+ε

+ ‖f(t)‖L2‖Q+(f(t), f(t))‖H2 .

Using the interpolation
‖h‖L1

s
6 Cτ (d)‖h‖L2

s+τ
∀ τ > d/2, s ∈ R

for constant Cτ (d) = ‖〈·〉−τ‖L2 , we get that for τ = d+ε
2 ,

‖∆vQ+(f(t), f(t))‖L1
2+ε
6 C d+ε

2
(d)‖Q+(f(t), f(t))‖H2

2+ 3ε+d
2

.

This results in∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv 6 C d+ε
2

(d)
(
cε(t) + ‖f(t)‖L2

)
‖Q+(f(t), f(t))‖H2

2+ 3ε+d
2

.
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Now, using Theorem A.4 we can estimate the last term and get∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv 6 C(ε, d)
(
cε(t) + ‖f(t)‖L2

)(
‖f(t)‖2Hsη1 + ‖f(t)‖2L1

η2

)
(2.2)

with η1, η2 and s as defined in the statement of the lemma. �

Proof of Theorem 1.1. We start with (2.1) and neglect the nonpositive last term in the right side. It follows
that

d

dt
I(f(t)) 6 −2

∫
Rd

log f(t, v) ∆vQ+(f, f)(t, v)dv

− 4

∫
Rd

∣∣∣∇√f(t, v)
∣∣∣2R(f)(t, v)dv − 2

∫
Rd
∇f(t, v) · ∇R(f)(t, v) dv .

Additionally, thanks to (A.1), one has R(f)(v) > κ0〈v〉γ . And due to integration by parts and (A.2)

−2

∫
Rd
∇f(t, v) · ∇R(f)(t, v) dv = 2

∫
Rd
f(t, v) ∆vR(f)(t, v)dv

6 Cd,γ‖b‖L1(Sd−1)‖f‖L1

(
‖f‖L1 + ‖f‖

H
(4−d)+

2

)
.

Therefore,

d

dt
I(f(t)) + κ0 I(f(t)) 6 2

∫
Rd

∣∣ log f(t, v)
∣∣ ∣∣∆vQ+(f, f)(t, v)

∣∣dv + 2

∫
Rd
f(t, v) ∆vR(f)(t, v)dv

6 C(ε, d, b)
(
cε(t) + ‖f(t)‖L2 + ‖f(t)‖L1

)(
‖f(t)‖2Hsη1 + ‖f(t)‖2L1

η2
+ 1
)
,

where we used, in addition to previous estimates, Lemma 2.2 for the second inequality. Here η1, η2, and
s are those defined in such lemma.

Under our assumptions on f0 and for a suitable choice of ε > 0 small enough, the L1
η2 and H1

η1 norms
of f(t) are uniformly bounded, see Theorems A.2 and A.5. Thus, we obtain that, for such choice of ε > 0,
it holds

d

dt
I(f(t)) + κ0 I(f(t)) 6 C(f0)(1 + log+(1/t)), t > 0 .

Using that the mapping t 7→ 1 + log+(1/t) is integrable at t = 0, a direct integration of this differential
inequality implies that supt>0 I(f(t)) 6 I(f0) + C(f0) <∞. This proves the result. �

A consequence of this result is the exponentially weighted generation/propagation of the solution’s
gradient. Indeed, one knows thanks to [2] that ‖f(t)ecmin{1,t}|v|γ‖L1 6 C(f0) for some sufficiently small
c > 0 and constant C(f0) depending only on mass and energy. Then,∫

Rd

∣∣∇f(t, v)
∣∣e c2 min{1,t}|v|γdv = 2

∫
Rd

∣∣∇√f ∣∣√f e c2 min{1,t}|v|γdv

6 I(f(t))
1
2

∥∥f(t)ecmin{1,t}|v|γ∥∥ 1
2

L1 6 C(f0)
√
I(f(t)).

This proves that exponential moments of the gradient ∇f(t, v) are uniformly bounded by some positive
constant depending only on the initial datum f0.

3. PROOF OF THEOREM 1.2

In this section, we prove the uniform in time estimate on the Fisher information for solutions to the
Landau equation. The strong diffusion properties of Landau make the Fisher information more suited to
this equation than to Boltzmann.
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We assume in all this section that f(t) = f(t, v) is a solution to (1.5) with initial datum f0(v) with mass
m0, energy E0. We also assume that f0 has finite entropy H0. We shall exploit the parabolic form of the
Landau equation that we recall here again

∂tf −∇ · (a∇f) +∇ · (bf) = 0 , (3.1)

for a := a(v) symmetric positive definite matrix and b := b(v) vector. Recall that, according to (B.1), the
matrix a = a(t, v) is uniformly elliptic, i.e.

a(t, v)ξ · ξ > a0〈v〉γ |ξ|2, ∀ v ∈ R3, ξ ∈ R3, t > 0 .

Multiplying the equation by log f and integrating

d
dt

∫
R3

f log fdv +

∫
R3

a∇f · ∇f
f

dv +

∫
R3

(∇ · b) fdv = 0 .

We recall, see (B.2), that ∣∣(∇ · b)(v)
∣∣ 6 B(m0, E0)〈v〉γ ,

and, using (B.1) ∫
R3

a∇f · ∇f
f

dv > a0

∫
R3

〈v〉γ ∇f · ∇f
f

dv = 4a0

∫
R3

〈v〉γ
∣∣∇√f ∣∣2 dv.

As a consequence,
d
dt

∫
R3

f log fdv + 4a0

∫
R3

〈v〉γ
∣∣∇√f ∣∣2dv 6 B̃(m0, E0) .

Integrating in time

4a0

∫ t

0

ds

∫
R3

〈v〉γ
∣∣∇√f(s, v)

∣∣2dv 6
∫
R3

f0 log f0dv −
∫
R3

f(t, v) log f(t, v)dv + t B̃(m0, E0) , t > 0 .

Since

sup
t>0

∣∣∣ ∫
R3

f(t, v) log f(t, v)dv
∣∣∣ 6 H(m0, E0, H0) ,

we just proved the first part of the following proposition.

Proposition 3.1. For a solution f(t) = f(t, v) to the Landau equation one has

4

∫ t

0

ds

∫
R3

〈v〉γ
∣∣∇√f(s, v)

∣∣2dv 6 C(m0, E0, H0)
(
1 + t

)
, t > 0 . (3.2)

Moreover, given k > 0 and ε > 0, if we assume the initial datum f0 to be such that∫
R3

〈v〉kf0(v) log f0(v)dv < +∞ ,

∫
R3

〈v〉k+γ+εf0(v)dv < +∞ , (3.3)

then

4

∫ t

0

ds

∫
R3

〈v〉k+γ
∣∣∇√f(s, v)

∣∣2dv 6 Ck(m0, E0, H0)
(
1 + t

)
, t > 0 , (3.4)

for some positive constant Ck depending on the mass m0, the energy E0, the entropy H0 and the quantities
(3.3).

Proof. We already proved (3.2), it remains to prove statement (3.4). For this, we multiply (3.1) by
〈·〉γ log f(t, ·) and, integrating over R3 we obtain

d

dt

∫
R3

〈v〉kf(t, v) log f(t, v)dv =
d

dt

∫
R3

f(t, v)〈v〉kdv −
∫
R3

〈v〉k∇ · (b(v)f(t, v)) log f(t, v)dv

+

∫
R3

〈v〉k∇ · (a(v)∇f(t, v)) log f(t, v)dv.
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Note that integrations by parts lead to∫
R3

−∇ · (a∇f) 〈v〉k log fdv =

∫
R3

〈v〉ka∇f · ∇f
f

dv − k
∫
R3

(f log f − f)∇ ·
(
a〈v〉k−2v

)
dv

> 4a0

∫
R3

〈v〉k+γ
∣∣∇√f ∣∣2dv −A0 k

∫
R3

〈v〉k+γ
(
f | log f |+ f

)
dv .

The latter inequality follows by using (B.1) and the fact that∣∣∇ · (a〈v〉k−2v)∣∣ 6 A0〈v〉k+γ .

Similarly, ∣∣∣∣ ∫
R3

∇ · (bf) 〈v〉k log f dv

∣∣∣∣ =

∣∣∣∣ ∫
R3

∇ ·
(
〈v〉kb

)
f dv − k

∫
R3

(f log f) b · 〈v〉k−2v dv

∣∣∣∣
6 B0

∫
R3

〈v〉k+γf dv +B0 k

∫
R3

〈v〉k+γf | log f |dv.

We control the integral with f | log f | using Lemma B.4 with δ > 0 small enough. It follows that

d

dt

∫
R3

〈v〉kf(t, v) log f(t, v)dv + 2a0‖〈v〉
k+γ
2 ∇

√
f(t, v)‖2L2 6

d

dt

∫
R3

〈v〉kf(t, v)dv + C̃k . (3.5)

for some positive constant C̃k depending only on supt>0 ‖f(t)‖L1
k+γ+ε

for some arbitrary ε > 0. Integrat-
ing between 0 and t the previous equation, we get∫

R3

〈v〉kf(t, v) log f(t, v)dv + 2a0

∫ t

0

‖〈v〉
k+γ
2 ∇

√
f(s, v)‖2L2 ds

6
∫
R3

〈v〉kf0(v) log f0(v)dv +

∫
R3

〈v〉kf(t, v)dv + C̃kt .

The first integral in the left-hand side has no sign but it can be handled thanks to (B.3). The result follows
from here using propagation of the moment k + γ + ε. �

One notices that, for solutions of the Landau equation for hard potentials, the Fisher information
emerges as soon as t > 0. This result immediately follows from the following lemma.

Lemma 3.1. Let f(t) be the weak solution to (1.4) with initial datum f0 ∈ L1
2+δ ∩L1

log(R3) for some δ > 0.
For any t0 > 0, there is Ct0 > 0 depending only on m0, E0 and H0 such that

sup
t>t0
I(f(t)) 6 Ct0 .

Proof. The result is a direct consequence of the following link between the Fisher entropy and weighted
Sobolev norm, see [23, Lemma 1] and [14, Theorem 5]: there is C > 0 such that

I(f) 6 C ‖f‖H2
d+1
2

∀ f ∈ H2
d+1
2

.

We conclude then with Lemma B.3. �

With this result at hand, it remains to study the question about the behaviour of the Fisher information
at t = 0. To this end, we prove the following lemma.

Lemma 3.2. Let f = f(t, v) be a solution to (3.1) with initial datum f0 with mass m0, energy E0 and
entropy H0 satisfying (1.7). Introduce for i = 1, . . . , d

gi = ∂vi
√
f , ai = ∂via , bi = ∂vib , g := ∇

√
f .
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Then, there exist A0 and C1 depending only on m0, E0, H0 and the quantities (1.7) such that

d

dt

∫
R3

|gi(t, v)|2dv + a0

∫
R3

〈v〉γ
∣∣∣∇gi(t, v)− gi(t, v)√

f(t, v)
g(t, v)

∣∣∣2dv

6 A0

∫
R3

〈v〉γ+2
∣∣∇√f(t, v)

∣∣2dv + C1 . (3.6)

Proof. With the notations of the lemma and recalling that a = a(t, v) is symmetric, one can compute

−∂vi
( 1√

f
∇ · (a∇f)

)
= −2 ∂vi

( 1√
f
∇ · (ag

√
f)
)

= −2∇ · (a∇gi) + 2
gi
f
g · ag − 4√

f
∇gi · ag − 2∇ · (aig)− 2√

f
g · aig .

We also have

∂vi

( 1√
f
∇ · (bf)

)
= ∇ · (b gi) + b · ∇gi +∇ · (bi

√
f) + bi · g .

As a consequence, after some integration by parts, the Dirichlet terms are computed as∫
R3

−∂vi
( 1√

f
∇ · (a∇f)

)
gidv = 2

∫
R3

(
a∇gi · ∇gi +

g2i
f
g · ag − 2gi√

f
∇gi · ag

)
dv

+ 2

∫
R3

(
aig · ∇gi −

gi√
f
g · aig

)
dv

= 2

∫
R3

∣∣∣√a(∇gi − gi√
f
g
)∣∣∣2dv + 2

∫
R3

aig ·
(
∇gi −

gi√
f
g
)

dv .

Here
√
a =

√
a(t, v) is the unique positive definite symmetric square root of a(t, v). In addition,∫

R3

∂vi

( 1√
f
∇ · (bf)

)
gidv = −

∫
R3

bi
√
f ·
(
∇gi −

gi√
f
g
)

dv .

Consequently, we can find an energy estimate for gi. Indeed, multiplying the Landau equation (3.1) by
1/
√
f , differentiating in vi, multiplying by gi and integrating in velocity, it follows that

d
dt

∫
R3

|gi(t, v)|2dv + 2

∫
R3

∣∣∣√a(t, v)
(
∇gi(t, v)− gi(t, v)√

f(t, v)
g(t, v)

)∣∣∣2dv

+ 2

∫
R3

ai(t, v)g(t, v) ·
(
∇gi(t, v)− gi(t, v)√

f(t, v)
g(t, v)

)
dv

−
∫
R3

√
f(t, v) bi(t, v) ·

(
∇gi(t, v)− gi(t, v)√

f(t, v)
g(t, v)

)
dv = 0 .

We proceed estimating each term, starting for the absorption term∫
R3

∣∣∣√a(∇gi − gi√
f
g
)∣∣∣2dv =

∫
R3

a
(
∇gi −

gi√
f
g
)
·
(
∇gi −

gi√
f
g
)

dv

> a0

∫
R3

〈v〉γ
∣∣∣∇gi − gi√

f
g
∣∣∣2dv .

For the latter two terms we use Young’s inequality 2|ab| 6 εa2 + ε−1b2 with ε = 2 a0/3 to obtain

d

dt

∫
R3

|gi|2dv + a0

∫
R3

〈v〉γ
∣∣∣∇gi − gi√

f
g
∣∣∣2dv 6 3

2a0

∫
R3

〈v〉−γ
∣∣ai g∣∣2dv + 3

4a0

∫
R3

〈v〉−γ
∣∣bi√f ∣∣2dv .

We recall that |bi| 6 B(m0, E0)〈v〉γ , therefore,∫
R3

〈v〉−γ
∣∣bi√f ∣∣2dv 6 B(m0, E0)2

∫
R3

〈v〉γ fdv 6 C1(m0, E0) .
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Also, |ai| 6 A(m0, E0)〈v〉γ+1. As a consequence,∫
R3

〈v〉−γ
∣∣ai g∣∣2dv 6 A(m0, E0)

∫
R3

〈v〉γ+2|g|2dv = A

∫
R3

〈v〉γ+2
∣∣∇√f ∣∣2dv .

This gives the result. �

Proof of Theorem 1.2. For short time, say t ∈ [0, 1], integrate (3.6) in time and use Proposition 3.1 with
k = 2. Then, we can invoke Lemma 3.1 with t0 = 1 to estimate I(f(t)) for t > 1. �

3.1. Exponential moments for the Landau equation. In [14, Section 3] emergence and propagation
of polynomial moments have been obtained for the Landau equation and, more recently [11, Section
3.2] develops the propagation of exponential moments for soft potentials. The starting point is the weak
formulation for the equation

d

dt

∫
R3

f(t, v)ϕ(v) dv = 2
∑
j

∫
R3

f(t, v) bj ∂vjϕ(v) dv +
∑
i,j

∫
R3

f(t, v) aij∂
2
vivjϕ(v) dv. (3.7)

Exponential moments can be easily studied in a similar fashion by choosing ϕ(v) = eλ〈v〉
s

with positive
parameters λ, s to be determined. We note that, for such a choice,

∂vjϕ(v) = λs eλ〈v〉
s

〈v〉s−2vj , ∂2vivjϕ(v) = λs eλ〈v〉
s
(

(s− 2)〈v〉s−4vivj + 〈v〉s−2δij + λs〈v〉2(s−2)vivj
)
.

Thus, resuming the computations given in [14, pg. 201] one gets
d

dt

∫
R3

f(t, v)eλ〈v〉
s

dv = λs

∫
R3

∫
R3

f(t, v) f(t, v?)|v − v?|γeλ〈v〉
s

〈v〉s−2

×
(
− 2|v|2 + 2|v?|2 +

(
|v|2|v?|2 − (v · v?)2

)(
(s− 2)〈v〉−2 + λs〈v〉s−2

)
dv dv? .

At this point, we choose 0 < s < 2 and thanks to the Young inequality λs〈v〉s〈v?〉2 6 s
2 〈v〉+

2−s
2 (λs)

2
2−s 〈v?〉

4
2−s ,

we have

−2|v|2+2|v?|2 +
(
|v|2|v?|2 − (v · v?)2

)(
(s− 2)〈v〉−2 + λs〈v〉s−2

)
6 −2|v|2 + 2|v?|2 + λs〈v〉s|v?|2

6 −4− s
2
〈v〉2 + 2〈v?〉2 +

(2− s)
2

(λs)
2

2−s 〈v?〉
4

2−s 6 −〈v〉2 + 2〈v?〉2 + Csλ
2

2−s 〈v?〉
4

2−s .

Thus, using Lemma B.2, we get

d

dt

∫
R3

f(t, v)eλ〈v〉
s

dv 6 λs
∫
R3

f(t, v) eλ〈v〉
s

〈v〉s+γ
(
− c+ C〈v〉−2

)
dv

6 λs
∫
R3

f(t, v) eλ〈v〉
s

〈v〉s+γ
(
− c

2
+ C 1{|v|6r}

)
dv (3.8)

where c > 0 depends on m0, E0. Meanwhile,

C = 2 sup
t>0
‖f(t)‖L1

2+γ
+ Csλ

2
2−s sup

t>0
‖f(t)‖L1

4
2−s+γ

, and r := r(C, c, γ) .

This proves a propagation result for exponential moments.

Proposition 3.2. Fix s ∈ (0, γ] and assume that f0 belongs to L1
2+γ(R3) ∩ L1

log(R3). Then, for the solution
f(t, v) of the Landau equation with initial datum f0 given by [14, Theorem 5] there exists some β := βs,γ >
1 such that

sup
t>0

∫
R3

f(t, v)emin{1,tβ}〈v〉sdv 6 C(f0) (Emergence of tails).

Fix s ∈ (0, 2) , λ > 0 , and assume that
∫
R3 f0 e

λ〈v〉sdv < ∞. Then, for the solution f(t, v) of the Landau
equation with initial datum f0 given by [14, Theorem 5] it follows that

sup
t>0

∫
R3

f(t, v)eλ〈v〉
s

dv 6 Cλ,s(f0) (Propagation of tails).
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Proof. For the emergence of the exponential tail we assume t ∈ (0, 1) and take ϕ(t, v) = et
β〈v〉s with

s ∈ (0, 2) and β > 0 to be chosen. We repeat the steps leading to estimate (3.8) to obtain

d

dt

∫
R3

f(t, v)et
β〈v〉sdv 6 tβs

∫
R3

f(t, v) et
β〈v〉s〈v〉s+γ

(
− c+ C(t) 〈v〉−2 +

β

st
〈v〉−γ

)
dv . (3.9)

The constant c > 0 depends on m0, E0 whereas C(t) is given by

C(t) = 2 ‖f(t)‖L1
2+γ

+ Cst
2β
2−s ‖f(t)‖L1

4
2−s+γ

.

Similarly to the Boltzmann equation, one can prove with the techniques given in [14, Section 3] that
‖f‖L1

k
. t−k/γ . Therefore, choosing

β =
4 + (2− s)γ

(4− s)γ
> 1 ,

we guarantee that C(t) . t−β . Thus,

−c+ C(t)〈v〉−2 +
β

st
〈v〉−γ 6 −c+

C1

tβ
〈v〉−γ 6 − c

2
+
C1

tβ
1{|v|6t−β/γ r} ,

where the radius r := r(C1, c) is independent of time. Therefore,

d

dt

∫
R3

f(t, v)et
β〈v〉sdv 6 sC1 e

tβ(1−s/γ)〈r〉s
∫
R3

f(t, v) 〈v〉s+γdv 6 C̃(f0) , 0 < s 6 γ .

This proves the generation of the exponential tail. �

As previously expressed for the Boltzmann equation, the propagation/generation of the Fisher infor-
mation and the exponential moments imply the propagation/generation of the exponential moments for
the gradient of solutions. For any s ∈ (0, γ]∫

R3

∣∣∇f(t, v)
∣∣emin{1,tβ}

2 〈v〉sdv = 2

∫
R3

∣∣∇√f ∣∣√f emin{1,tβ}
2 〈v〉sdv

6 I(f(t))
1
2

∥∥f(t)emin{1,tβ}〈v〉s∥∥ 1
2

L1 6 C(f0) .

APPENDIX A. REGULARITY ESTIMATES FOR THE BOLTZMANN EQUATION

We include here some classical results in the theory of the homogeneous Boltzmann equation. We use
them in the core of this note.

Theorem A.1. Let b ∈ L1(Sd−1) be the scattering kernel and γ ∈ (0, 1]. Let 0 6 f0 ∈ L1
2(Rd) ∩ L1

log(Rd) be
the initial data. Then, the unique solution to (1.3) satisfies: for any ε > 0 there exists Cε > 0 such that

|log f(t, v)| 6 Cε
(
1 + log+(1/t)

)
〈v〉2+ε + f(t, v), v ∈ Rd, t > 0.

Proof. The proof relies on [20, Theorem 1.1 & Lemma 3.1] and follows after keeping track of the time
dependence of the constants involved. A similar argument was made to prove [1, Theorem 3.5]. �

Theorem A.2. (See [28, Theorem 4.2] and [2, Lemma 8]) Let b ∈ L1(Sd−1) be the scattering kernel,
γ ∈ (0, 1], and assume 0 6 f0 ∈ L1

2(Rd). Then, for every k > 0 there exists a constant Ck > 0 depending
only on k, b, and the initial mass and energy of f0, such that

mk(t) :=

∫
Rd
f(t, v)|v|kdv 6 Ck max(1, t−k/γ) for t > 0.

If, in addition, mk(0) <∞ then
sup
t>0

mk(t) 6 Ck ,

for some constant Ck depending only on k, b, the mass and energy of f0, and mk(0).
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Lemma A.1. Let b ∈ L1(Sd−1) be the scattering kernel and γ ∈ (0, 1]. Let 0 6 f(t) ∈ L1
2+ε(Rd), with ε > 0,

be such that for some C > c > 0

C >
∫
Rd
f(t, v)〈v〉2dv > c,

∫
Rd
f(t, v) v dv = 0 .

Then, there exists κ0 depending on C, c, b and supt>0 ‖f(t)‖L1
2+ε

such that

R(f)(v) > κ0〈v〉γ . (A.1)

Moreover,

0 6 ∆vR(f)(v) 6 Cd,γ‖b‖L1(Sd−1)

(
‖f‖L1 + ‖f‖

H
(4−d)+

2

)
. (A.2)

Proof. The lower bound (A.1) has been established in [5, Lemma 2.1]. Let us focus on the second point
by directly computing

∆vR(f)(v) = divv (∇R(f)(v)) = γ ‖b‖L1(Sd−1)

∫
Rd

divv
(
(v − v?)|v − v?|γ−2

)
f(v?)dv?.

Since divv
(
(v − v?)|v − v?|γ−2

)
= (d+ γ − 2)|v − v?|γ−2, we get

0 6 ∆vR(f)(v) = γ (d+ γ − 2)‖b‖L1(Sd−1)

∫
Rd
|v − v?|γ−2f(v?)dv?

6 γ (d+ γ − 2)‖b‖L1(Sd−1)

((∫
Rd

∣∣f(v?)
∣∣ d
d−2 dv?

) d−2
d
(∫
{|v?|61}

∣∣v?∣∣ d(γ−2)
2 dv?

) 2
d

+

∫
Rd
f(v?)dv?

)
6 Cd,γ

(
‖f‖L1 + ‖f‖

H
(4−d)+

2

)
.

For the last inequality we used the Sobolev embedding valid for d > 3. �

Theorem A.3. (See [3, Corollary 1.1] and [19, Theorem 4.1]) Let b ∈ L1(Sd−1) be the scattering kernel
and γ ∈ (0, 1]. For a fixed η > 0 assume that

0 6 f0 ∈ L1
η+d(Rd) ∩ L2

η(Rd) .

Then,
sup
t>0
‖f(t)‖L2

η
<∞.

Theorem A.4. (See [7, Theorem 2.1] and [19, Theorem 3.5]) Let b ∈ L2(Sd−1) be the scattering kernel
and γ ∈ (0, 1]. Then, for all s > 0 and all η > 0, it holds

‖Q+(g, f)‖
H
s+ d−1

2
η

6 Cd
(
‖g‖Hsη+1+γ

‖f‖Hsη+1+γ
+ ‖g‖L1

η+γ
‖f‖L1

η+γ

)
.

for some positive constant Cd depending only on the dimension d.

Theorem A.5. (See [19, Theorem 4.2]) Let b ∈ L2(Sd−1) be the scattering kernel and γ ∈ (0, 1]. Let η > 0
and assume that the initial datum f0 satisfies

f0 ∈ L1
η+1+γ/2+d(R

d) ∩ L2
η+1+γ/2(Rd) ∩H1

η (Rd) .

Then, the unique solution f(t, v) to (1.3) with initial condition f0 satisfies

sup
t>0
‖f(t)‖H1

η
:= Cη <∞ .

Proof. Set g(t, v) = ∇f(t, v) so that ∂tg(t, v) = ∇Q(f, f)(t, v). Applying the inner product of such equa-
tion with 〈v〉2ηg(t, v) and integrating over Rd we get that

1

2

d

dt
‖g(t)‖2L2

η
=

∫
Rd
〈v〉2ηg(t, v) · ∇Q+(f, f)(t, v)dv −

∫
Rd
〈v〉2ηg(t, v) · ∇Q−(f, f)(t, v)dv.
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Notice that
∇Q−(f, f)(t, v) = g(t, v)R(f(t, ·))(v) + f(t, v)∇R(f(t, ·))(v)

so that, after using (A.1),∫
Rd
〈v〉2ηg(t, v) · ∇Q−(f, f)(t, v)dv > κ0‖g(t)‖2L2

η+γ/2
+

∫
Rd
〈v〉2ηf(t, v)g(t, v) · ∇R(f)(t, v)dv.

Thus,

1

2

d

dt
‖g(t)‖2L2

η
+ κ0‖g(t)‖2L2

η+γ/2
6 ‖g(t)‖L2

η+γ/2
‖∇Q+(f(t), f(t))‖L2

η−γ/2

−
∫
Rd
〈v〉2ηf(t, v)g(t, v) · ∇R(f)(t, v)dv .

(A.3)

Since ∣∣∇R(f)
∣∣ 6 γ‖b‖L1(Sd−1)Cd

(
‖f‖L1 + ‖f‖L2

)
,

we estimate this last integral as∣∣∣∣ ∫
Rd
〈v〉2ηf(t, v)g(t, v) · ∇R(f)(t, v)dv

∣∣∣∣ 6 C(f0)‖b‖L1(Sd−1)

∫
Rd
〈v〉2η|g(t, v)| f(t, v)dv

6 C(f0)‖b‖L1(Sd−1)‖f(t)‖L2
η
‖g(t)‖L2

η
6 C(f0, b)‖g(t)‖L2

η
.

(A.4)

Using (A.4) and Theorem A.4 in (A.3), we obtain that

1

2

d

dt
‖g(t)‖2L2

η
+ κ0‖g(t)‖2L2

η+γ/2
6 C3‖g(t)‖L2

η+γ/2

(
‖f(t)‖2L1

η+γ/2
+ ‖f(t)‖2L2

η+1+γ/2

)
+ C(f0, b)‖g(t)‖L2

η
.

Thus, since

sup
t>0

(
‖f(t)‖L2

η+1+γ/2
+ ‖f(t)‖L1

η+γ/2

)
6 C(f0)

according to Theorems A.2 and A.3 and our hypothesis on f0, it follows that

1

2

d

dt
‖g(t)‖2L2

η
+ κ0‖g(t)‖2L2

η+γ/2
6 C(f0, b) ‖g(t)‖L2

η+γ/2
, ∀t > 0 ,

which readily gives that

sup
t>0
‖g(t)‖L2

η
6 max

{
‖g0‖L2

η
, C(f0,b)

κ0

}
.

This together with the propagation of ‖f‖L2
η

proves the result. �

APPENDIX B. REGULARITY ESTIMATES FOR THE LANDAU EQUATION

We collect here known results, extracted from [14] about the regularity of solutions to the Landau
equation (1.5). We begin with classical estimate related to the matrix A(z). For (i, j) ∈ [[1, 3]]2, we recall
that

A(z) = (Ai,j(z))i,j with Ai,j(z) = |z|γ+2

(
δi,j −

zizj
|z|2

)
,

and introduce
Bi(z) =

∑
k

∂kAi,k(z) = −2 zi |z|γ .

For any f ∈ L1
2+γ(R3), we define then the matrix-valued mapping a(v) = A ∗ f(v) and the vector-valued

mapping b(v) = (bi(v))i with

bi(v) = Bi ∗ f, ∀v ∈ R3, i = 1, . . . , 3.

One has the following [14, Proposition 4].
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Lemma B.1. For any nonnegative function f ∈ L1
2 ∩ L1

log(R3) satisfying∫
R3

f(v)dv = m0,

∫
R3

|v|2f(v)dv 6 E0 , and

∫
R3

f(v) log f(v)dv 6 H0 ,

there is a positive constant a0 depending only on m0, E0, and H0 such that

a(v) ξ · ξ =

3∑
i,j=1

aij(v)ξiξj > a0 〈v〉γ |ξ|2 , ∀ v ∈ R3, ξ ∈ R3 . (B.1)

Also, if f ∈ L1
γ+2(R3) , there exists a positive constant C > 0 depending on ‖f‖L1

γ+2
such that

a(v) ξ · ξ 6 C〈v〉γ+2|ξ|2 ∀ξ ∈ R3, v ∈ R3.

Remark B.1. Note that { ∣∣ b(v)
∣∣ 6 2〈v〉γ+1‖f‖L1

γ+1
6 2〈v〉γ+1‖f‖L1

2
,∣∣∇ · b(v)

∣∣ 6 8〈v〉γ‖f‖L1
γ
6 8〈v〉γ‖f‖L1

2
,

(B.2)

since 0 6 γ 6 1.

Here, f(t, v) will denote a weak solution to (1.5) associated to an initial datum f0 with mass m0,
energy E0 and entropy H0. One has then the following result about propagation and appearance of
moments, see [14, Theorem 3].

Lemma B.2. For any s > 0,∫
R3

〈v〉sf0(v)dv <∞ =⇒ sup
t>0

∫
R3

〈v〉sf(t, v)dv <∞.

Moreover, for any t0 > 0 and any s > 0 there exists C > 0 depending only on m0, E0, H0, s and t0 such that

sup
t>t0

∫
R3

〈v〉sf(t, v)dv 6 C.

We have then the following result about instantaneous appearance and uniform bounds for regularity,
see [14, Theorem 5].

Lemma B.3. For any t0 > 0, any integer k ∈ N and s > 0, there exists a constant Ct0 > 0 depending only
on m0, E0, H0, k, s and t0 > 0 such that

sup
t>t0
‖f(t)‖Hks 6 Ct0 .

We end this section with a simple estimate for integral of the type∫
Rd
〈v〉kf(v) |log f(v)|dv, k > 0 ,

yielding to estimate (3.5). Set, for notational simplicity,

mk :=

∫
Rd
〈v〉k f(v) dv, k > 0 .

Let us emphasize that, contrary to the previous results of this appendix, in the following lemma, the
dimension d > 2 is arbitrary and the function f is not restricted to a solution to the Landau equation.

Lemma B.4. For any k > 0 and any ε > 0, there exists Ck(ε) > 0 such that, for any nonnegative f ∈
L1
k+ε(Rd), one has∫

Rd
〈v〉kf(v) |log f(v)|dv 6

∫
Rd
〈v〉kf(v) log f(v)dv + 2mk+ε + Ck(ε) . (B.3)
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Furthermore, for any k > 0, δ > 0 and any ε > 0, there exist Kk(δ) and Ck(ε) such that, for any nonnegative
f ∈ L1

k+ε(Rd), one has∫
Rd
〈v〉kf(v) |log f(v)|dv 6 δ

∫
Rd
〈v〉k

∣∣∣∇√f ∣∣∣2 dv + Kk(δ)(1 + | logmk|)mk + 2mk+ε + Ck(ε) . (B.4)

Proof. Given k > 0, we denote by

Hk(f) =

∫
Rd
f(v) log f(v)〈v〉kdv, Hk(f) =

∫
Rd
〈v〉kf(v)| log f(v)|dv .

We set A = {v ∈ Rd , f(v) < 1}, Ac = {v ∈ Rd , f(v) > 1} so that

Hk(f) =

∫
Ac
f(v) log f(v)〈v〉kdv −

∫
A

f(v) log f(v)〈v〉kdv = Hk(f)− 2

∫
A

f(v) log f(v)〈v〉kdv

= Hk(f) + 2

∫
A

f(v) log

(
1

f(v)

)
〈v〉kdv .

Given ε > 0, set now B = {v ∈ Rd ; f(v) > exp(−〈v〉ε)}. If v ∈ A ∩B, then log( 1
f(v) ) 6 〈v〉

ε and

Hk(f) 6 Hk(f) + 2mk+ε + 2

∫
A∩Bc

f(v) log

(
1

f(v)

)
〈v〉kdv.

Now, since x log(1/x) 6 2
e

√
x for any x ∈ (0, 1), we get∫

A∩Bc
f(v) log

(
1

f(v)

)
〈v〉kdv 6

2

e

∫
Rd

exp

(
−〈v〉

ε

2

)
〈v〉kdv =: Ck(ε) <∞,

which gives (B.3). Now, setting g2(v) = 〈v〉kf(v), one sees that

Hk(f) =

∫
Rd
g2(v) log g2(v)dv − k

∫
Rd
g2(v) log〈v〉dv 6

∫
Rd
g2(v) log g2(v)dv

since 〈v〉 > 1. We can invoke now the Euclidian logarithmic Sobolev inequality [18, Theorem 8.14]∫
Rd
g2 log

g2

‖g‖2L2

dv + d
(
1 + 1

2 log δ
)
‖g‖2L2 6

δ

π

∫
Rd
|∇g|2 dv, ∀ δ > 0

to obtain, observe that ‖g‖2L2 = mk, that

Hk(f) 6
δ

π

∫
Rd
|∇g|2 dv +mk logmk − d

(
1 + 1

2 log δ
)
mk, ∀δ > 0 .

Furthermore, there exists Ck > 0 such that∫
Rd
|∇g|2 dv =

∫
Rd

∣∣∣∇(〈v〉 k2√f(v)
)∣∣∣2 dv 6 Ck

(∫
Rd
〈v〉k|∇

√
f |2dv +mk

)
from which we get the result. �
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[5] R. ALONSO, I. M. GAMBA & M. TASKOVIĆ, Exponentially-tailed regularity and time asymptotic for the homogeneous Boltz-

mann equation, https://arxiv.org/abs/1711.06596v1, 2017.



UNIFORM ESTIMATES ON THE FISHER INFORMATION FOR SOLUTIONS TO BOLTZMANN AND LANDAU EQUATIONS 17

[6] R. ALONSO & B. LODS, Free cooling and high-energy tails of granular gases with variable restitution coefficient, SIAM J. Math.
Anal. 42 (2010) 2499–2538.

[7] F. BOUCHUT & L. DESVILLETTES, A proof of the smoothing properties of the positive part of Boltzmann’s kernel, Revista Mat.
Iberoam. 14 (1998) 47–61.

[8] E.A. CARLEN & M.C. CARVALHO, Strict entropy production bounds and stability of the rate of convergence to equilibrium for
the Boltzmann equation, J. Stat. Phys., 67 (1992) 575–608.

[9] E.A. CARLEN & M.C. CARVALHO, Entropy production estimates for Boltzmann equations with physically realistic collision
kernels. J. Stat. Phys., 74 (1994) 743–782.

[10] E. A. CARLEN, E. GABETTA & G. TOSCANI, Propagation of Smoothness and the Rate of Exponential Convergence to Equilibrium
for a Spatially Homogeneous Maxwellian Gas, Comm. Math. Phys. 199 (1999) 521–546.

[11] K. CARRAPATOSO, On the rate of convergence to equilibrium for the homogeneous Landau equation with soft potentials, J.
Math. Pures Appl., 104 (2015) 276–310.

[12] J. A. CARRILLO & G. TOSCANI, Exponential convergence toward equilibrium for homogeneous Fokker-Planck-type equations,
Math. Methods Appl. Sci. 21 (1998), 1269–1286.
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UNIVERSITÀ DEGLI STUDI DI TORINO & COLLEGIO CARLO ALBERTO, DEPARTMENT ESOMAS, CORSO UNIONE SOVIETICA, 218/BIS,
10134 TORINO, ITALY.

E-mail address: bertrand.lods@unito.it


	1. Introduction
	1.1. Notations
	1.2. The Boltzmann equation
	1.3. The Landau equation

	2. Proof of Theorem ??
	3. Proof of Theorem ??
	3.1. Exponential moments for the Landau equation

	Appendix A. Regularity estimates for the Boltzmann equation
	Appendix B. Regularity estimates for the Landau equation
	Acknowledgements

	References

