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# A NOTE ON HERMITE-FEJÉR INTERPOLATION AT LAGUERRE ZEROS 

G. MASTROIANNI, I. NOTARANGELO, L. SZILI AND P. VÉRTESI


#### Abstract

In order to approximate functions defined on the real semiaxis, we introduce a new operator of Hermite-Fejér-type based on Laguerre zeros and prove its convergence in weighted uniform metric.
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## 1. Introduction and main results

The Lagrange or Hermite-Fejér interpolation based on the zeros of Laguerre polynomials has been considered in the literature by G. Szegő [11] and J. Szabados [10], who studied the uniform convergence of this interpolation process under proper hypotheses on the function (see also [6]).

Here we introduce a new operator of Hermite-Fejér-type, which is a slight modification of the one considered by the previous authors, and prove a uniform convergence theorem.

In the sequel $c, \mathcal{C}$ will stand for positive constants which can assume different values in each formula and we shall write $\mathcal{C} \neq \mathcal{C}(a, b, \ldots)$ when $\mathcal{C}$ is independent of $a, b, \ldots$ Furthermore $A \sim B$ will mean that if $A$ and $B$ are positive quantities depending on some parameters, then there exists a positive constant $\mathcal{C}$ independent of these parameters such that $(A / B)^{ \pm 1} \leq \mathcal{C}$. Finally, we will denote by $\mathbb{P}_{m}$ the set of all algebraic polynomials of degree at most $m$. As usual $\mathbb{N}, \mathbb{Z}, \mathbb{R}$, will stand for the sets of all natural, integer, real numbers, while $\mathbb{Z}^{+}$and $\mathbb{R}^{+}$ denote the sets of positive integer and positive real numbers, respectively.

Let

$$
w(x)=x^{\alpha} \mathrm{e}^{-x^{\beta}}, \quad \alpha>-1, \beta>1 / 2, \quad x>0
$$

be a Laguerre-type weight and $\left\{p_{m}(w)\right\}_{m \in \mathbb{N}}$ the related sequence of orthonormal polynomials with positive leading coefficient. Let us denote by $x_{k}=x_{m, k}(w)$ the zeros of $p_{m}(w)$, located as follows [8]

$$
\begin{equation*}
\mathcal{C} \frac{a_{m}}{m^{2}}<x_{1}<x_{2}<\ldots<x_{m}<a_{m}\left(1-\frac{\mathcal{C}}{m^{2 / 3}}\right) \tag{1.1}
\end{equation*}
$$

where $a_{m} \sim m^{1 / \beta}$ is the Mhaskar-Rakhmanov-Saff number related to $\sqrt{w}$ (see, e.g., [8]).

[^0]Using an idea due to J. Szabados, we define the Hermite-Fejér polynomial based on these nodes and the extra point $x_{m+1}:=a_{m}$ as follows

$$
F_{m}(w, f, x)=\sum_{k=1}^{m+1} \ell_{k}^{2}(x) v_{k}(x) f\left(x_{k}\right), \quad x \geq 0
$$

where $f$ is a continuous function on $(0, \infty)$,

$$
\begin{gathered}
v_{k}(x)=1-2 \ell_{k}^{\prime}\left(x_{k}\right)\left(x-x_{k}\right) \\
\ell_{k}(x)=\frac{p_{m}(w, x)}{p_{m}^{\prime}\left(w, x_{k}\right)\left(x-x_{k}\right)} \frac{a_{m}-x}{a_{m}-x_{k}}, \quad k=1,2, \ldots, m
\end{gathered}
$$

and

$$
\ell_{m+1}(x)=\frac{p_{m}(w, x)}{p_{m}\left(w, a_{m}\right)}
$$

Let $\theta \in(0,1)$ be fixed, we define the index $j=j(m)$ as

$$
x_{j}=\min _{1 \leq k \leq m}\left\{x_{k}: x_{k} \geq \theta a_{m}\right\}
$$

and denote by $\chi_{j}$ the characteristic function of the interval $\left[0, x_{j}\right]$. So, by using a procedure similar to that in [9] for Lagrange interpolation, we introduce the Hermite-Fejér-type operator $F_{m}^{*}(w)$ by

$$
F_{m}^{*}(w, f, x)=F_{m}\left(w, \chi_{j} f, x\right)=\sum_{k=1}^{j} \ell_{k}^{2}(x) v_{k}(x) f\left(x_{k}\right)
$$

$F_{m}^{*}(w, f)$ is a polynomial of degree at most $2 m+1$ and by definition we have

$$
F_{m}^{*}\left(w, f, x_{k}\right)= \begin{cases}f\left(x_{k}\right), & k=1,2, \ldots, j \\ 0, & k=j+1, \ldots, m+1\end{cases}
$$

Let us now introduce a couple of function-spaces associated to the weights

$$
u(x)=x^{\gamma} \mathrm{e}^{-x^{\beta}}, \quad \beta>1 / 2, \gamma \geq 0, \quad x>0
$$

and

$$
\bar{u}(x)=\log (2+x) u(x) .
$$

With $C^{0}(0, \infty)$ the set of all continuous functions on $(0, \infty)$, we consider the spaces

$$
C_{u}=\left\{f \in C^{0}(0, \infty): \lim _{x \rightarrow 0} f(x) u(x)=\lim _{x \rightarrow \infty} f(x) u(x)=0\right\}
$$

with norm

$$
\|f\|_{C_{u}}=\sup _{x \in(0, \infty)}|f(x) u(x)|=:\|f u\|
$$

and

$$
C_{\bar{u}}=\left\{f \in C^{0}(0, \infty): \lim _{x \rightarrow 0} f(x) \bar{u}(x)=\lim _{x \rightarrow \infty} f(x) \bar{u}(x)=0\right\}
$$

with norm

$$
\|f\|_{C_{\bar{u}}}=\sup _{x \in(0, \infty)}|f(x) \bar{u}(x)|=:\|f \bar{u}\| .
$$

Obviously $C_{\bar{u}} \subset C_{u}$.
In order to introduce the $r$-th modulus of smoothness in $C_{\bar{u}}$, proceeding as in [7], we define

$$
\Omega_{\varphi}^{r}(f, t)_{\bar{u}}=\sup _{0<h \leq t}\left\|\Delta_{h \varphi}^{r}(f) \bar{u}\right\|_{\mathcal{I}_{h}}
$$

where $\mathcal{I}_{h}=\left[A h^{2}, A h^{*}\right], A>1$ is a fixed constant, $h^{*}=h^{-\frac{1}{\beta-1 / 2}}$

$$
\Delta_{h \varphi}^{r}(f, x)=\sum_{k=0}^{r}(-1)^{k}\binom{r}{k} f(x+(r-k) h \varphi(x))
$$

and $\varphi(x)=\sqrt{x}$. Then we set

$$
\begin{aligned}
\omega_{\varphi}^{r}(f, t)_{\bar{u}} & =\Omega_{\varphi}^{r}(f, t)_{\bar{u}}+\inf _{P \in \mathbb{P}_{r-1}}\|(f-P) \bar{u}\|_{\left[0, A t^{2}\right]} \\
& +\inf _{P \in \mathbb{P}_{r-1}}\|(f-P) \bar{u}\|_{\left[A t^{*}, \infty\right)}
\end{aligned}
$$

Proceeding as in [7] we can easily prove that

$$
E_{m}(f)_{\bar{u}}=\inf _{P_{m} \in \mathbb{P}_{m}}\left\|\left(f-P_{m}\right) \bar{u}\right\| \leq \mathcal{C} \omega_{\varphi}^{r}\left(f, \frac{\sqrt{a_{m}}}{m}\right)_{\bar{u}} .
$$

Considering $F_{m}^{*}(w)$ as a map from $C_{\bar{u}}$ into $C_{u}$, we can prove the following theorems.
Theorem 1. If the parameters of the weights $w$ and $u$ satisfy

$$
0 \leq \gamma-\alpha-\frac{1}{2} \leq 1
$$

then, for any function $f \in C_{\bar{u}}$, we have

$$
\left\|F_{m}^{*}(w, f) u\right\| \leq \mathcal{C}\|f \bar{u}\|_{\left[x_{1}, x_{j}\right]},
$$

where $\mathcal{C} \neq \mathcal{C}(m, f)$ depends only on the parameters $\alpha, \gamma$ and $\theta$.
Theorem 2. Under the assumptions of Theorem 1, we get

$$
\left\|\left[f-F_{m}^{*}(w, f) u\right]\right\| \leq \mathcal{C} \omega_{\varphi}\left(f, \frac{\sqrt{a_{m}} \log m}{m}\right)_{\bar{u}}+\mathcal{C} \mathrm{e}^{-c m}\|f \bar{u}\|
$$

with $\mathcal{C} \neq \mathcal{C}(m, f)$ and $c \neq c(m, f)$ depending only on the parameters $\alpha, \gamma$ and $\theta$.
For the sake of simplicity, we have considered the orthonormal system related to the weight $w(x)=x^{\alpha} \mathrm{e}^{-x^{\beta}}$. We can obtain similar results replacing $w$ with a weight of the form $x^{\alpha} \mathrm{e}^{-Q(x)}$, where $\mathrm{e}^{-Q(x)}$ belongs to the class $\mathcal{F}\left(C^{2}+\right.$ ) introduced by Levin and Lubinsky (see [2, p.109] or [3, p.109]).

## 2. Proofs

of Theorem 1. Taking into account that (see, e.g., [8])

$$
\left\|F_{m}^{*}(w, f) u\right\|=\left\|F_{m}^{*}(w, f) u\right\|_{I_{m}},
$$

where $I_{m}=\left[\frac{a_{m}}{m^{2}}, a_{m}-c \frac{a_{m}}{m^{2 / 3}}\right], c>0$, and for $x \in I_{m}$, letting $x_{d}$ be a zero closest to $x$, we have

$$
\ell_{k}^{2}(x) \frac{\left|v_{k}(x)\right|}{\log \left(2+x_{k}\right)} \frac{u(x)}{u\left(x_{k}\right)} \leq \mathcal{C} \quad k=d-1, d, d+1
$$

whence

$$
\begin{equation*}
\left|F_{m}^{*}(w, f, x)\right| u(x) \leq \mathcal{C}\|f \bar{u}\|_{\left[x_{1}, x_{j}\right]}\left\{1+\sum_{\substack{1 \leq k \leq j \\ k \neq d, d \pm 1}} \ell_{k}^{2}(x) \frac{\left|v_{k}(x)\right|}{\log \left(2+x_{k}\right)} \frac{u(x)}{u\left(x_{k}\right)}\right\} \tag{2.1}
\end{equation*}
$$

Using (see [8, p. 126])

$$
\begin{gather*}
\left|p_{m}(w, x)\right| \leq \frac{\mathcal{C}}{\sqrt{w(x) \sqrt{x\left(a_{m}-x\right)}}}, \quad x \in I_{m},  \tag{2.2}\\
\frac{1}{\left|p_{m}^{\prime}\left(w, x_{k}\right)\right|} \sim \Delta x_{k} \sqrt{w\left(x_{k}\right) \sqrt{x_{k}\left(a_{m}-x_{k}\right)}}, \quad x_{1} \leq x_{k} \leq x_{j}, \tag{2.3}
\end{gather*}
$$

where

$$
\begin{equation*}
\Delta x_{k}=x_{k+1}-x_{k} \sim \frac{\sqrt{a_{m}}}{m} \sqrt{x_{k}}, \quad k=1,2, \ldots, j \tag{2.4}
\end{equation*}
$$

for $k \neq d, d \pm 1$, by (1), we obtain

$$
\begin{aligned}
\ell_{k}^{2}(x) \frac{u(x)}{u\left(x_{k}\right)} & =\left|\frac{p_{m}(w, x)}{p_{m}^{\prime}\left(w, x_{k}\right)\left(x-x_{k}\right)} \frac{a_{m}-x}{a_{m}-x_{k}}\right|^{2} \frac{w(x)}{w\left(x_{k}\right)}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha} \\
& \leq \mathcal{C}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-1 / 2}\left(\frac{a_{m}-x}{a_{m}-x_{k}}\right)^{3 / 2} \\
& \leq \mathcal{C}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-1 / 2}
\end{aligned}
$$

and (2.1) becomes

$$
\begin{aligned}
\left|F_{m}^{*}(w, f, x)\right| u(x) & \leq \mathcal{C}\|f \bar{u}\|_{\left[x_{1}, x_{j}\right]}\left\{1+\sum_{\substack{1 \leq k \leq j \\
k \neq d, d \pm 1}}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\left|v_{k}(x)\right|}{\log \left(2+x_{k}\right)}\right\} \\
& =\mathcal{C}\|f \bar{u}\|_{\left[x_{1}, x_{j}\right]}\{1+\sigma(x)\} .
\end{aligned}
$$

Let us now estimate the term

$$
v_{k}(x)=1-2 \ell_{k}^{\prime}\left(w, x_{k}\right)\left(x-x_{k}\right) .
$$

We can write

$$
\ell_{k}^{\prime}(x)=\left(\frac{a_{m}-x}{a_{m}-x_{k}}\right)^{\prime} \tilde{\ell}_{k}(x)+\left(\frac{a_{m}-x}{a_{m}-x_{k}}\right) \tilde{\ell}_{k}^{\prime}(x)
$$

where $\tilde{\ell}_{k}$ are the fundamental Lagrange polynomials based on the nodes $x_{1}, x_{2}, \ldots, x_{m}$. Since

$$
\tilde{\ell}_{k}^{\prime}\left(x_{k}\right)=\frac{p_{m}^{\prime \prime}\left(w, x_{k}\right)}{p_{m}^{\prime}\left(w, x_{k}\right)}
$$

we have

$$
v_{k}(x)=1+2\left[\frac{1}{a_{m}-x_{k}}-\frac{p_{m}^{\prime \prime}\left(w, x_{k}\right)}{p_{m}^{\prime}\left(w, x_{k}\right)}\right]\left(x-x_{k}\right)
$$

In order to estimate $\frac{p_{m}^{\prime \prime}\left(w, x_{k}\right)}{p_{m}^{\prime}\left(w, x_{k}\right)}$, we consider the generalized Freud weight $\bar{w}(x)=|x|^{2 \alpha+1} \mathrm{e}^{-|x|^{2 \beta}}$ and the associated orthonormal system $\left\{q_{m}(\bar{w})\right\}_{m}$. We denote by $\bar{x}_{k}=x_{m, k}(\bar{w})$ the zeros of $q_{m}(\bar{w})$ and by $\bar{a}_{m}=a_{m}(\sqrt{\bar{w}})$ the Mhaskar-Rahmanov-Saff number related to $\sqrt{\bar{w}}$. Since $q_{2 m}(\bar{w}, x)=p_{m}\left(w, x^{2}\right)$ and $a_{m}^{2}(\sqrt{\bar{w}}) \sim a_{m}(\sqrt{w})$ (see [8]),

$$
\frac{q_{2 m}^{\prime \prime}(\bar{w}, x)}{q_{2 m}^{\prime}(\bar{w}, x)}=\frac{1}{x}+2 x \frac{p_{m}^{\prime \prime}\left(w, x^{2}\right)}{p_{m}^{\prime}\left(w, x^{2}\right)}
$$

and so

$$
\frac{p_{m}^{\prime \prime}\left(w, x^{2}\right)}{p_{m}^{\prime}\left(w, x^{2}\right)}=\frac{q_{2 m}^{\prime \prime}(\bar{w}, x)}{2 x q_{2 m}^{\prime}(\bar{w}, x)}-\frac{1}{2 x^{2}},
$$

from the inequality (see [1, Theorem 3.6 at p. 42])

$$
\left|\frac{q_{2 m}^{\prime \prime}(\bar{w}, x)}{q_{2 m}^{\prime}(\bar{w}, x)}\right| \leq \mathcal{C}\left[\frac{\left|\bar{x}_{k}\right|}{a_{m}^{2}(\sqrt{\bar{w}})}+\left|x_{k}\right|^{2 \beta-1}+\frac{1}{\left|\bar{x}_{k}\right|}\right]
$$

we deduce

$$
\left|\frac{p_{m}^{\prime \prime}\left(w, x_{k}\right)}{p_{m}^{\prime}\left(w, x_{k}\right)}\right| \leq \mathcal{C}\left[1+x_{k}^{\beta-1}+\frac{1}{x_{k}}\right] .
$$

So we get

$$
\begin{equation*}
\left|v_{k}(x)\right| \leq \mathcal{C}\left[1+\left(1+x_{k}\right)^{\beta-1}\left|x-x_{k}\right|+\frac{\left|x-x_{k}\right|}{x_{k}}\right] \tag{2.5}
\end{equation*}
$$

Let us estimate $\sigma(x)$, considering first the case $x>2$. Setting

$$
A_{k}(x)=\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\left|v_{k}(x)\right|}{\log \left(2+x_{k}\right)}
$$

we can write

$$
\begin{aligned}
\sigma(x) & =\left\{\sum_{x_{1} \leq x_{k} \leq 1}+\sum_{1<x_{k} \leq x_{d-2}}+\sum_{x_{d+2} \leq x_{k} \leq x_{j}}\right\} A_{k}(x) \\
& =: \sigma_{1}(x)+\sigma_{2}(x)+\sigma_{3}(x) .
\end{aligned}
$$

For $x_{1} \leq x_{k} \leq 1$ from (2.5) we get $\left|v_{k}(x)\right| \leq \mathcal{C} \frac{x}{x_{k}}$. Since $x>2$, whence $x-x_{k}>\frac{x}{2}$, we have

$$
A_{k}(x) \leq \mathcal{C} \frac{x^{\gamma-\alpha+\frac{1}{2}}}{x^{2}} \frac{\Delta x_{k}}{x_{k}} x_{k}^{-\gamma+\alpha+\frac{1}{2}} \Delta x_{k} \leq \mathcal{C} x_{k}^{-\gamma+\alpha+\frac{1}{2}} \Delta x_{k}
$$

using (1.1) and $1 \leq \gamma-\alpha+\frac{1}{2} \leq 2$. It follows that

$$
\sigma_{1}(x) \leq \mathcal{C} \int_{0}^{1} t^{-\gamma+\alpha+\frac{1}{2}} \mathrm{~d} t=\mathcal{C}
$$

For $1<x_{k} \leq x_{d-2}$ from (2.5) we obtain

$$
\left|v_{k}(x)\right| \leq \mathcal{C}\left[1+x_{k}^{\beta-1}\left(x-x_{k}\right)\right]
$$

and then

$$
\begin{aligned}
A_{k}(x) & \leq \mathcal{C}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{1+x_{k}^{\beta-1}\left(x-x_{k}\right)}{\log \left(2+x_{k}\right)}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2} \\
& \leq \mathcal{C}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}+\mathcal{C}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\Delta x_{k} x_{k}^{\beta-1}}{\log \left(2+x_{k}\right)} \frac{\Delta x_{k}}{x-x_{k}} \\
& \leq \mathcal{C} \Delta x_{d}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\Delta x_{k}}{\left(x-x_{k}\right)^{2}}+\frac{\mathcal{C}}{\log m}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\Delta x_{k}}{x-x_{k}} \\
& =: A_{k}^{*}(x)+A_{k}^{* *}(x)
\end{aligned}
$$

since, for $\beta>1 / 2$, by (2.4)

$$
\frac{\Delta x_{k} x_{k}^{\beta-1}}{\log \left(2+x_{k}\right)} \sim \frac{x_{k}^{\beta-1 / 2}}{\log \left(2+x_{k}\right)} \frac{\sqrt{a_{m}}}{m} \leq \frac{\mathcal{C}}{\log m} \frac{a_{m}^{\beta}}{m} \sim \frac{1}{\log m} .
$$

It follows that

$$
\begin{aligned}
\sigma_{2}(x) & \leq \mathcal{C} \sum_{1<x_{k} \leq x_{d-2}}\left(A_{k}^{*}(x)+A_{k}^{* *}(x)\right) \\
& \leq \mathcal{C} \Delta x_{d} \int_{1}^{x-\Delta x_{d}}\left(\frac{x}{t}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\mathrm{~d} t}{(x-t)^{2}}+\frac{\mathcal{C}}{\log m} \int_{1}^{x-\Delta x_{d}}\left(\frac{x}{t}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\mathrm{~d} t}{x-t} .
\end{aligned}
$$

The first integral, with $t=x y$, is equal to

$$
\begin{aligned}
\frac{\Delta x_{d}}{x} \int_{1 / x}^{1-\Delta x_{d} / x} y^{-\gamma+\alpha+\frac{1}{2}} \frac{\mathrm{~d} y}{(1-y)^{2}} & \leq \mathcal{C} \frac{\Delta x_{d}}{x}\left[\int_{0}^{1 / 2} y^{-\gamma+\alpha+\frac{1}{2}} \mathrm{~d} y+\int_{1 / 2}^{1-\Delta x_{d} / x} \frac{\mathrm{~d} y}{(1-y)^{2}}\right] \\
& \leq \mathcal{C} \frac{\Delta x_{d}}{x}\left[1+\frac{x}{\Delta x_{d}}\right] \leq \mathcal{C}
\end{aligned}
$$

Using the same substitution, the second integral is dominated by

$$
\frac{\mathcal{C}}{\log m} \int_{1 / x}^{1-\Delta x_{d} / x} y^{-\gamma+\alpha+\frac{1}{2}} \frac{\mathrm{~d} y}{1-y} \leq \frac{\mathcal{C}}{\log m}\left[\int_{0}^{1 / 2} y^{-\gamma+\alpha+\frac{1}{2}} \mathrm{~d} y+\int_{1 / 2}^{1-\Delta x_{d} / x} \frac{\mathrm{~d} y}{1-y}\right] \leq \mathcal{C} .
$$

Finally, if $x_{d+2} \leq x_{k} \leq x_{j}$, from (2.5) we get again $\left|v_{k}(x)\right| \leq \mathcal{C}\left[1+x_{k}^{\beta-1}\left(x-x_{k}\right)\right]$. Hence

$$
A_{k}(x) \leq \mathcal{C}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}+\mathcal{C} \frac{x_{k}^{\beta-1} \Delta x_{k}}{\log \left(2+x_{k}\right)} \frac{\Delta x_{k}}{x_{k}-x}
$$

and

$$
\sigma_{3}(x) \leq \mathcal{C} \sum_{x_{d+2} \leq x_{k} \leq x_{j}}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}+\frac{\mathcal{C}}{\log m} \sum_{x_{d+2} \leq x_{k} \leq x_{j}} \frac{\Delta x_{k}}{x_{k}-x} \leq \mathcal{C} .
$$

Then, for $2<x \leq \mathcal{C} a_{m}$, we have

$$
\left|F_{m}^{*}(w, f, x)\right| u(x) \leq \mathcal{C}\|f \bar{u}\|_{\left[x_{1}, x_{j}\right]} .
$$

Let us now consider the case $\frac{a_{m}}{m^{2}} \leq x \leq 2$. We can write

$$
\begin{aligned}
\sigma(x) & =\left\{\sum_{x_{1} \leq x_{k} \leq \frac{x}{2}}+\sum_{\frac{x}{2}<x_{k} \leq x_{d-2}}+\sum_{x_{d+2} \leq x_{k} \leq 2 x}+\sum_{2 x<x_{k} \leq x_{j}}\right\} A_{k}(x) \\
& =: \sigma_{1}(x)+\sigma_{2}(x)+\sigma_{3}(x)+\sigma_{4}(x) .
\end{aligned}
$$

For $x_{1} \leq x_{k} \leq \frac{x}{2}$, since $v_{k}(x) \leq \mathcal{C} \frac{x}{x_{k}}$ and

$$
\frac{\left|v_{k}(x)\right|}{\log \left(2+x_{k}\right)} \cdot \frac{\Delta x_{k}}{x-x_{k}} \leq \mathcal{C}
$$

we get

$$
\begin{aligned}
\sigma_{1}(x) & \leq \mathcal{C} \sum_{x_{1} \leq x_{k} \leq \frac{x}{2}}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\Delta x_{k}}{x-x_{k}} \\
& \sim \int_{0}^{x / 2}\left(\frac{x}{t}\right)^{\gamma-\alpha-\frac{1}{2}} \frac{\mathrm{~d} t}{x-t} \\
& =\int_{0}^{1 / 2} y^{-\gamma+\alpha+\frac{1}{2}} \frac{\mathrm{~d} y}{1-y}=\mathcal{C}
\end{aligned}
$$

For $\frac{x}{2}<x_{k} \leq x_{d-2}$ we have $\left|v_{k}(x)\right| \leq \mathcal{C}$ and $x \sim x_{k}$, whence

$$
\sigma_{2}(x) \leq \mathcal{C} \sum_{\frac{x}{2}<x_{k} \leq x_{d-2}}\left(\frac{\Delta x_{k}}{x-x_{k}}\right)^{2}=\mathcal{C}
$$

For $x_{d+2} \leq x_{k} \leq 2 x$ we get $\left|v_{k}(x)\right| \leq \mathcal{C}$ and, proceeding as for $\sigma_{2}(x)$, we get

$$
\sigma_{3}(x) \leq \mathcal{C}
$$

For $2 x \leq x_{k} \leq x_{j}$, since $\left|v_{k}(x)\right| \leq \mathcal{C}\left(x_{k}-x\right) x_{k}^{\beta-1}$ and $x_{k}-x \geq \frac{x_{k}}{2}$, it follows that

$$
A_{k}(x) \leq \mathcal{C} \frac{x_{k}^{\beta-1} \Delta x_{k}}{\log \left(2+x_{k}\right)} \frac{\Delta x_{k}}{x_{k}} \leq \frac{\mathcal{C}}{\log m} \frac{\Delta x_{k}}{x_{k}}
$$

and then

$$
\sigma_{4}(x) \leq \mathcal{C}
$$

which completes the proof.
In order to prove Theorem 2 we need some preliminary results. We recall that if $g$ is a continuous function having a continuous derivative, the Hermite polynomial based on the nodes $x_{1}, x_{2}, \ldots, x_{m+1}$ can be written as

$$
\begin{aligned}
H_{2 m}(w, g, x) & =F_{m}(w, g, x)+\sum_{k=1}^{m} \ell_{k}^{2}(x)\left(x-x_{k}\right) g^{\prime}\left(x_{k}\right) \\
& =: \quad F_{m}(w, g, x)+G_{m}(w, g, x)
\end{aligned}
$$

Setting $G_{m}^{*}(w, g)=G_{m}\left(w, \chi_{j} g\right)$, we can prove the following lemma.
Lemma 3. If the parameters of the weights $w$ and $u$ satisfy

$$
0 \leq \gamma-\alpha-\frac{1}{2} \leq 1
$$

then, for any function $g \in C_{u}$ such that $\left\|g^{\prime} \varphi u\right\|<\infty$, we have

$$
\left\|G_{m}^{*}(w, g) u\right\| \leq \mathcal{C} \frac{\sqrt{a_{m}}}{m}(\log m)\left\|g^{\prime} \varphi u\right\|_{\left[0, x_{j}\right]}
$$

where $\mathcal{C} \neq \mathcal{C}(m, f)$.
Proof. Using (2.2), (2.3) and (2.4) we easily get

$$
\begin{aligned}
\left|G_{m}^{*}(w, g, x)\right| u(x) & \leq \mathcal{C} \frac{\sqrt{a_{m}}}{m}\left\|g^{\prime} \varphi u\right\|\left\{1+\sum_{\substack{1 \leq k \leq j \\
k \neq d, d \pm 1}}\left(\frac{x}{x_{k}}\right)^{\gamma-\alpha-1 / 2} \frac{\Delta x_{k}}{\left|x-x_{k}\right|}\right\} \\
& \sim \frac{\sqrt{a_{m}}}{m}(\log m)\left\|g^{\prime} \varphi u\right\|
\end{aligned}
$$

for $x \in I_{m}=\left[\frac{a_{m}}{m^{2}}, a_{m}-c \frac{a_{m}}{m^{2 / 3}}\right]$.

We now set $N=\left\lfloor\frac{M}{\log M}\right\rfloor$, where $M=\left\lfloor\frac{\theta m}{1+\theta}\right\rfloor, 0<\theta<1, N<M$, and prove the following lemma.

Lemma 4. For any polynomial $P_{N} \in \mathbb{P}_{N}$ we have

$$
\left\|H_{2 m}\left(w,\left(1-\chi_{j}\right) P_{N}\right) u\right\| \leq \mathcal{C} \mathrm{e}^{-c m}\left\|P_{N} u\right\|
$$

where $\mathcal{C} \neq \mathcal{C}(m, f)$ and $c \neq c(m, f)$.
Proof. Taking into account that

$$
H_{2 m}\left(w,\left(1-\chi_{j}\right) P_{N}\right)=F_{m}\left(w,\left(1-\chi_{j}\right) P_{N}\right)+G_{m}\left(w,\left(1-\chi_{j}\right) P_{N}\right),
$$

we are going to prove only that

$$
\left\|F_{m}\left(w,\left(1-\chi_{j}\right) P_{N}\right) u\right\| \leq \mathcal{C} \mathrm{e}^{-c m}\left\|P_{N} u\right\|,
$$

since the other term can be handled in a similar way and implies only a Bernstein inequality.
We have

$$
\begin{aligned}
\left|F_{m}\left(w,\left(1-\chi_{j}\right) P_{N}, x\right)\right| u(x) & \leq \mathcal{C}\left\|P_{N} u\right\|_{\left[x_{j}, \infty\right)} \sum_{k=j+1}^{m+1} \ell_{k}^{2}(x) \frac{v\left(x_{k}\right)}{u\left(x_{k}\right)} u(x) \\
& \leq \mathcal{C} m^{\tau}\left\|P_{N} u\right\|_{\left[\theta a_{m}, \infty\right)} \\
& \leq \mathcal{C} m^{\tau} \mathrm{e}^{-c m}\left\|P_{N} u\right\| \leq \mathcal{C} \mathrm{e}^{-c m}\left\|P_{N} u\right\|
\end{aligned}
$$

for some $\tau>0$, having used (see, [3] or [8])

$$
\left\|P_{m} u\right\|_{\left[s a_{m}, \infty\right)} \leq \mathcal{C} \mathrm{e}^{-c m}\left\|P_{m} u\right\|, \quad s>1
$$

We are now able to prove Theorem 2.
of Theorem 2. For any polynomial $P_{N} \in \mathbb{P}_{N}$, where $N=\left\lfloor\frac{M}{\log M}\right\rfloor, M=\left\lfloor\frac{\theta m}{1+\theta}\right\rfloor, 0<\theta<$ 1, we can write

$$
\begin{aligned}
f-F_{m}^{*}(w, f) & =f-P_{N}-F_{m}^{*}(w, f)+H_{2 m}\left(w, P_{N}\right) \\
& =f-P_{N}-F_{m}^{*}\left(w, f-P_{N}\right)+G_{m}^{*}\left(w, P_{N}\right)+H_{2 m}\left(w,\left(1-\chi_{j}\right) P_{N}\right) .
\end{aligned}
$$

Hence, using Theorem 1, we get

$$
\left\|\left[f-F_{m}^{*}(w, f)\right] u\right\| \leq \mathcal{C}\left\|\left(f-P_{N}\right) \bar{u}\right\|_{\left[x_{1}, x_{j}\right]}+\left\|G_{m}^{*}\left(w, P_{N}\right) u\right\|+\left\|H_{2 m}\left(w,\left(1-\chi_{j}\right) P_{N}\right) u\right\|
$$

whence, by Lemma 3 and Lemma 4, we obtain

$$
\left\|\left[f-F_{m}^{*}(w, f)\right] u\right\| \leq \mathcal{C}\left[\left\|\left(f-P_{N}\right) \bar{u}\right\|_{\left[x_{1}, x_{j}\right]}+\frac{1}{N}\left\|P_{N}^{\prime} \varphi \bar{u}\right\|_{\left[x_{1}, x_{j}\right]}+\mathrm{e}^{-c m}\left\|P_{N} \bar{u}\right\|\right]
$$

since $u \leq \bar{u}$ and $\frac{\sqrt{a_{m}}}{m}(\log m) \leq \frac{1}{N}$.

Taking the infimum on $P_{N} \in \mathbb{P}_{N}$ we have (see, [4, Theorem 3.5] for a similar argument)

$$
\begin{aligned}
\inf _{P_{N} \in \mathbb{P}_{N}}\left\{\left(f-P_{N}\right) \bar{u}\left\|_{\left[x_{1}, x_{j}\right]}+\mathcal{C} \frac{\sqrt{a_{N}}}{N}\right\| P_{N}^{\prime} \varphi \bar{u} \|_{\left[x_{1}, x_{j}\right]}\right\} & \sim \omega_{\varphi}\left(f, \frac{\sqrt{a_{N}}}{\sqrt{N}}\right)_{\bar{u}} \\
& \sim \omega_{\varphi}\left(f, \frac{\sqrt{a_{m}}}{m}(\log m)\right)_{\bar{u}}
\end{aligned}
$$

and $\left\|P_{N} \bar{u}\right\| \leq 2\|f \bar{u}\|$, which completes the proof.

## References

[1] T. Kasuga and R. Sakai, Orthonormal polynomials with generalized Freud-type weights, Journal of Approximation Theory 121 (2003), 13-53.
[2] A. L. Levin and D. S. Lubinsky, Orthogonal polynomials for exponential weights $x^{2 \rho} \mathrm{e}^{-2 Q(x)}$ on [0,d), II, Journal of Approximation Theory 139 (2006), 107-143.
[3] A. L. Levin and D. S. Lubinsky, Orthogonal polynomials for exponential weights, CSM Books in Mathematics/Ouvrages de Mathématiques de la SMC, 4. Springer-Verlag, New York, 2001.
[4] G. Mastroianni and I. Notarangelo, Polynomial approximation with an exponential weight on the real semiaxis, Acta Mathematica Hungarica 142 (2014), no. 1, 167-198.
[5] G. Mastroianni, I. Notarangelo and J. Szabados, Polynomial inequalities with an exponential weight on $(0,+\infty)$, Mediterranean Journal of Mathematics 10 (2013), no. 2, 807-821.
[6] G. Mastroianni, I. Notarangelo, L. Szili and P. Vértesi, Some new results on orthogonal polynomials for Laguerre type exponential weights, Acta Math. Hungar. (2018), https://doi.org/10.1007/s10474-018-0841-8
[7] G. Mastroianni and J. Szabados, Polynomial approximation on infinite intervals with weights having inner zeros, Acta Math. Hungar. 96 (2002), no. 3, 221-258.
[8] G. Mastroianni and J. Szabados, Polynomial approximation on the real semiaxis with generalized Laguerre weights, Stud. Univ. Babeş-Bolyai Math. 52 (2007), no. 4, 105-128.
[9] G. Mastroianni and P. Vértesi, Fourier sums and Lagrange interpolation on $(0,+\infty)$ and $(-\infty,+\infty)$, N.K. Govil, H.N. Mhaskar, R.N. Mohpatra, Z. Nashed and J. Szabados, eds. Frontiers in Interpolation and Approximation, Dedicated to the memory of A. Sharma, Boca Raton, Florida, Taylor \& Francis Books, 2006, pp. 307-344.
[10] J. Szabados, Weighted Lagrange and Hermite-Fejér interpolation on the real line, J. Inequal. Appl. 1 (1997), no. 2 , 99-123.
[11] G. Szegő, Orthogonal polynomials, (Fourth edition) American Mathematical Society, Colloquium Publications, Vol. XXIII. American Mathematical Society, Providence, R.I., 1975.

Giuseppe Mastroianni and Incoronata Notarangelo, Department of Mathematics, Computer Sciences and Economics, University of Basilicata, Potenza, Italy

László Szili, Department of Numerical Analysis, Loránd Eötvös University, Budapest, Hungary, and
Department of Differential Equations, Budapest University of Technology and Economics, Budapest, Hungary
Péter Vértesi, Alfréd Rényi Institute of Mathematics,, Hungarian Academy of Sciences, Budapest, Hungary


[^0]:    The first author was partially supported by University of Basilicata (local funds). The second author was partially supported by University of Basilicata (local funds) and by National Group of Computing Science GNCS-INdAM. The third and the fourth authors were supported by the Hungarian National Scientific Research Foundation (OTKA), No. K115804.

