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#### Abstract

The need of scattered data interpolation methods in the multivariate framework and, in particular, in the trivariate case, motivates the generalization of the fast algorithm for triangular Shepard method. A block-based partitioning structure procedure was already applied to make the method very fast in the bivariate setting. Here the searching algorithm is extended, it allows to partition the domain and nodes in cubic blocks and to find the nearest neighbor points that need to be used in the tetrahedral Shepard interpolation.
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## 1 Introduction

Given a set of values of a function $f$ at certain scattered nodes $X_{n}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}$ in a compact convex domain $\Omega \subset \mathbb{R}^{2}$, the triangular Shepard method [8] can be applied efficiently to interpolate the target function $f: \Omega \rightarrow \mathbb{R}$. In [5] we proposed a triangular Shepard method which combines triangle-based basis functions with linear combinations of the values $f\left(\boldsymbol{x}_{i}\right)$ at the vertices of the triangles. Moreover, the triangulation can be found in an efficient way by reducing the number of triangles. The triangulation considered is called compact triangulation and it allows the triangles to overlap or being disjoint. These triangulations are determined by minimizing the bound of the error of the linear interpolant on the vertices of the triangle, chosen in a set of nearby nodes. For these triangulations a block-based partitioning structure procedure was presented in [3] to make the method very fast, since the vertices of the triangles must be chosen in a set of nearby nodes.

In recent years an increasing attention to the multivariate framework was given. For this reason we propose in this paper a generalization to the 3D setting.

More precisely, we propose a fast searching procedure to apply to the tetrahedral Shepard interpolation. It allows to partitioning the 3D domain and nodes in cubic blocks and to find the nearest neihbor points to compute the Shepard interpolant on tetrahedra. Similar algorithms were also analized in [2] in the context of trivariate partition of unity methods combined with the use of local radial kernels.

The paper is organized as follows. In Section 2 the tetrahedral Shepard method for trivariate interpolation is recalled. In Section 3 we give a pseudocode of the complete interpolation algorithm, presenting the procedures used to identify and search the nearest neighbor points in the 3D interpolation scheme. In Section 4 we show some numerical experiments obtained to illustrate the performance of our tetrahedral Shepard algorithm. Finally, Section 5 contains conclusions and future work.

## 2 Tetrahedral Shepard Interpolant

Let be $X_{n}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}$ a set of data points or nodes of $\mathbb{R}^{3}$ with an associated set of function data $F_{n}=\left\{f_{1}, \ldots, f_{n}\right\}$ and $H=\left\{h_{1}, \ldots, h_{m}\right\}$ a set of tetrahedra with vertices in $X_{n}$. Let us denote by $W_{j}=\left\{\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right\}$ the set of vertices of $h_{j}, j=1, \ldots, m$. Moreover, we assume that the set $\left\{W_{j}\right\}_{j=1, \ldots, m}$ constitutes a cover of $X_{n}$, that is

$$
\bigcup_{j=1}^{m} W_{j}=X_{n}
$$

We can associate to each tetrahedra $h_{j}$ the set of barycentric coordinates of a point $\boldsymbol{x} \in \mathbb{R}^{3}$, that is

$$
\begin{array}{ll}
\mu_{j, j_{1}}(\boldsymbol{x})=\frac{W\left(\boldsymbol{x}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}, & \mu_{j, j_{2}}(\boldsymbol{x})=\frac{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}, \\
\mu_{j, j_{3}}(\boldsymbol{x})=\frac{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}, \boldsymbol{x}_{j_{4}}\right)}{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}, \quad \mu_{j, j_{4}}(\boldsymbol{x})=\frac{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}\right)}{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)},
\end{array}
$$

where $W(\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{v}, \boldsymbol{z})$ denotes $\frac{1}{6}$ the signed volume of the tetrahedra $h_{j}$. The linear polynomial $\lambda_{j}(\boldsymbol{x})$ which interpolates the data at the vertices of the tetrahedra $h_{j}$ can be expressed in terms of barycentric coordinates in the following form

$$
\begin{equation*}
\lambda_{j}(\boldsymbol{x})=\sum_{k=1}^{4} \mu_{j, j_{k}}(\boldsymbol{x}) f_{j_{k}}, \quad j=1, \ldots, m \tag{1}
\end{equation*}
$$

The tetrahedral basis functions are a normalization of the product of the inverse distances from the vertices of the tetrahedra $h_{j}$

$$
\begin{equation*}
\beta_{\nu, j}(\boldsymbol{x})=\frac{\prod_{\ell=1}^{4}\left\|\boldsymbol{x}-\boldsymbol{x}_{j_{\ell}}\right\|^{-\nu}}{\sum_{k=1}^{m} \prod_{\ell=1}^{4}\left\|\boldsymbol{x}-\boldsymbol{x}_{k_{\ell}}\right\|^{-\nu}}, \quad j=1, \ldots, m, \quad \nu>0 \tag{2}
\end{equation*}
$$

where $\|\cdot\|$ is the Euclidean norm. The tetrahedral Shepard method is defined by

$$
\begin{equation*}
\mathcal{T}_{\nu}[f](\boldsymbol{x})=\sum_{j=1}^{m} \beta_{\nu, j}(\boldsymbol{x}) \lambda_{j}(\boldsymbol{x}) \tag{3}
\end{equation*}
$$

Tetrahedral basis functions form a partition of unity, as the triangular Shepard ones, and allow the interpolation of functional and derivative values. In fact, the following results hold, the proofs can be easily obtained in analogy with [5, Proposition 2.1].
Proposition 1. The tetrahedral basis function $\beta_{\nu, j}(\boldsymbol{x})$ and its gradient (that exists for $\nu>1)$ vanish at all nodes $\boldsymbol{x}_{i} \in X_{n}$ that are not a vertex of the corresponding tetrahedron $h_{j}$. That is,

$$
\begin{align*}
\beta_{\nu, j}\left(\boldsymbol{x}_{i}\right) & =0,  \tag{4}\\
\nabla \beta_{\nu, j}\left(\boldsymbol{x}_{i}\right) & =0, \quad \nu>1 \tag{5}
\end{align*}
$$

for any $j=1, \ldots, m$ and $i \notin\left\{j_{1}, j_{2}, j_{3}, j_{4}\right\}$. Moreover, they form a partition of unity, that is

$$
\begin{equation*}
\sum_{j=1}^{m} \beta_{\nu, j}(\boldsymbol{x})=1 \tag{6}
\end{equation*}
$$

and consequently, for each $i=1, \ldots, n$,

$$
\begin{align*}
\sum_{j \in J_{i}} \beta_{\nu, j}\left(\boldsymbol{x}_{i}\right) & =1  \tag{7}\\
\sum_{j \in J_{i}} \nabla \beta_{\nu, j}\left(\boldsymbol{x}_{i}\right) & =0, \quad \nu>1 \tag{8}
\end{align*}
$$

where $J_{i}=\left\{k \in\{1, \ldots, m\}: i \in\left\{k_{1}, k_{2}, k_{3}, k_{4}\right\}\right\}$ is the set of tetrahedra which have $\boldsymbol{x}_{i}$ as a vertex.
These properties imply that the operator $\mathcal{T}_{\nu}$ satisfies the following ones, see [4] for details.
Proposition 2. The operator $\mathcal{T}_{\nu}$ is an interpolation operator, that is,

$$
\mathcal{T}_{\nu}[f]\left(\boldsymbol{x}_{i}\right)=f_{i}, \quad i=1, \ldots, n
$$

and reproduces polynomials up to the degree 1 .
The procedure to select the compact $3 D$-triangulation (by tetrahedra) of the node set $X_{n}$ strongly affects the results of the analysis of the convergence of the operator $\mathcal{T}_{\nu}[f](\boldsymbol{x})$.

In order to determine the approximation order of the tetrahedral operator, we denote by $\Omega \subset \mathbb{R}^{3}$ a compact convex domain containing $X_{n}$ and by $C^{1,1}(\Omega)$ the class of differentiable functions $f: \Omega \rightarrow \mathbb{R}$ whose partial derivative of order 1 are Lipschitz-continuous, equipped with the seminorm

$$
\begin{equation*}
\|f\|_{1,1}=\sup \left\{\frac{\left\|D^{\mu} f(\boldsymbol{u})-D^{\mu} f(\boldsymbol{v})\right\|}{\|\boldsymbol{u}-\boldsymbol{v}\|}: \boldsymbol{u}, \boldsymbol{v} \in \Omega, \boldsymbol{u} \neq \boldsymbol{v},\|\mu\|=1\right\} \tag{9}
\end{equation*}
$$

We also denote by $\boldsymbol{e}_{k, \ell}=\boldsymbol{x}_{j_{k}}-\boldsymbol{x}_{j_{\ell}}$, with $k, \ell=1,2,3,4$, the edge vectors of the tetrahedron $h_{j}$. Then, the following result holds (for the proof see [4]).

Proposition 3. Let $f \in C^{1,1}(\Omega)$ and $h_{j} \in H$ a tetrahedron of vertices $\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}$, $\boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}$. Then, for all $\boldsymbol{x} \in \Omega$ we have

$$
\begin{equation*}
\left|f(\boldsymbol{x})-\lambda_{j}(\boldsymbol{x})\right| \leq\|f\|_{1,1}\left(3\left\|\boldsymbol{x}-\boldsymbol{x}_{j_{1}}\right\|_{2}^{2}+\frac{27}{2} C_{j} k_{j}\left\|\boldsymbol{x}-\boldsymbol{x}_{j_{1}}\right\|_{2}\right) \tag{10}
\end{equation*}
$$

where $k_{j}=\max _{k, \ell=1,2,3,4}\left\|e_{k, \ell}\right\|$ and $C_{j}$ is given by the ratio between the maximum edge and the volume, and then is a constant which depends only on the shape of the tetrahedron $h_{j}$. The error bound is valid for any vertex.

## 3 Trivariate Shepard Interpolation Algorithm on Tetrahedra

In this section we present the interpolation algorithm, which performs the tetrahedral Shepard method (3) using the block-based partitioning structure and the associated searching procedure. Here we consider $\Omega=[0,1]^{3}$.
INPUTS: $n$, number of data; $X_{n}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right\}$, set of data points; $F_{n}=$ $\left\{f_{1}, \ldots, f_{n}\right\}$, set of data values; $n_{e}$, number of evaluation points; $n_{w}$, localizing parameter.
OUTPUTS: $E_{n_{e}}=\left\{\mathcal{T}_{\nu}[f]\left(\boldsymbol{z}_{1}\right), \ldots, \mathcal{T}_{\nu}[f]\left(\boldsymbol{z}_{n_{e}}\right)\right\}$, set of approximated values.
Step 1: Generate a set $Z_{n_{e}}=\left\{\boldsymbol{z}_{1}, \ldots, \boldsymbol{z}_{n_{e}}\right\} \subseteq \Omega$ of evaluation points.
Step 2: For each point $\boldsymbol{x}_{i}, i=1, \ldots, n$, construct a neighborhood of radius

$$
\delta=\frac{\sqrt{3}}{d}, \quad \text { with } \quad d=\left\lfloor\left(\frac{n}{8}\right)^{1 / 3}\right\rfloor
$$

where the value of $d$ is suitably chosen extending the definition contained in [2]. This phase performs the localization.
Step 3: Compute the number $b$ of blocks (along one side of the unit cube $\Omega$ ) defined by

$$
b=\left\lceil\frac{1}{\delta}\right\rceil
$$

In this way we get the side of each cubic block is equal to the neighborhood radius. This choice enables us to examine in the searching procedure only a small number of blocks, so to reduce the computational cost as compared to the most advanced searching techniques, as for instance the $k$ d-trees [10]. The benefit is proved by the fact that this searching process is carried out in constant time, i.e. $O(1)$. Further, in this partitioning phase we number the cube-shaped blocks from 1 to $b^{3}$.

Step 4: Build the partitioning structure on the domain $\Omega$ and split the set $X_{n}$ of interpolation nodes in $b^{3}$ cubic blocks. Here we are able to obtain a fast searching procedure to detect the interpolation points nearest to each of nodes.

Step 5: For each neighborhood or point (i.e., the neighborhood centre), solve the containing query and the range search problems to detect all nodes $X_{n_{k}}$, $k=1, \ldots, b^{3}$, belonging to the k-th block and its twenty-six neighboring blocks (or less in case the block lies on the boundary). This is performed by repeatedly using a quicksort routine.
Step 6: For each data point $\boldsymbol{x}_{i} \in X_{n}$, fix its $n_{w}$ nearest neighbors $\mathcal{N}\left(\boldsymbol{x}_{i}\right) \subset X_{n}$. Among the

$$
\frac{n_{w}\left(n_{w}-1\right)\left(n_{w}-2\right)}{6}
$$

tetrahedra with a vertex in $\boldsymbol{x}_{i}$, name it $\boldsymbol{x}_{j_{1}}$ and other three vertices in $\mathcal{N}\left(\boldsymbol{x}_{i}\right)$, choose the one which locally reduces the bound for the error of the local linear interpolant

$$
3\left\|\boldsymbol{x}-\boldsymbol{x}_{j_{1}}\right\|_{2}^{2}+\frac{27}{2} k_{j} \frac{k_{j}^{3}}{W\left(\boldsymbol{x}_{j_{1}}, \boldsymbol{x}_{j_{2}}, \boldsymbol{x}_{j_{3}}, \boldsymbol{x}_{j_{4}}\right)}\left\|\boldsymbol{x}-\boldsymbol{x}_{j_{1}}\right\|_{2}
$$

Step 7: Compute the local basis function $\beta_{\nu, j}(\boldsymbol{z}), j=1, \ldots, m$, at each evaluation point $\boldsymbol{z} \in Z_{n_{e}}$.

Step 8: Compute the linear interpolants $\lambda_{j}(\boldsymbol{z}), j=1, \ldots, m$, at each evaluation point $\boldsymbol{z} \in Z_{n_{e}}$.
Step 9: Apply the tetrahedral Shepard method (3) and evaluate the trivariate interpolant at the evaluation points $\boldsymbol{z} \in Z_{n_{e}}$.

## 4 Numerical Results

We present here accuracy and efficiency results of the trivariate interpolation algorithm proposed. The algorithm was implemented in Matlab. All the numerical experiments have been carried out on a laptop with an $\operatorname{Intel}(\mathrm{R})$ Core i7 6500 U CPU 2.50 GHz processor and 8.00 GB RAM.

In the following we analize the results obtained about several tests carried out. We solved very large interpolation problems by means of the tetrahedral Shepard method (3). To do this we considered two different distributions of irregularly distributed (or scattered) nodes contained in the unit cube $\Omega=[0,1]^{3} \subset \mathbb{R}^{3}$, and taking a number $n$ of interpolation nodes that varies from 2500 to 20000 . More precisely, as interpolation nodes we focus on a few sets of uniformly random Halton points generated through the Matlab program haltonseq.m [6], and pseudo-random points obtained by using the rand Matlab command. In addition, the interpolation errors are computed on a grid consisting of $n_{e}=21 \times 21 \times 21$ evaluation points, while as localizing parameter we fix the value $n_{w}=13$ and $\nu=2$.

In the various experiments we discuss the performance of our interpolation algorithm assuming the data values are given by the following two trivariate test functions:

$$
\begin{aligned}
& f_{1}\left(x_{1}, x_{2}, x_{3}\right)=\cos \left(6 x_{3}\right)\left(1.25+\cos \left(5.4 x_{2}\right)\right) /\left(6+6\left(3 x_{1}-1\right)^{2}\right) \\
& f_{2}\left(x_{1}, x_{2}, x_{3}\right)=\exp \left(-81 / 16\left(\left(x_{1}-0.5\right)^{2}+\left(x_{2}-0.5\right)^{2}+\left(x_{3}-0.5\right)^{2}\right)\right) / 3
\end{aligned}
$$

These functions are usually used to test and validate new approximation methods and algorithms (see e.g. [9]).

As a measure of the accuracy of our results, we compute the Maximum Absolute Error (MAE) and the Root Mean Square Error (RMSE), whose formulas are respectively given by

$$
\mathrm{MAE}=\left\|f-\mathcal{T}_{\nu}[f]\right\|_{\infty}=\max _{1 \leq i \leq n_{e}}\left|f\left(\boldsymbol{z}_{i}\right)-\mathcal{T}_{\nu}[f]\left(\boldsymbol{z}_{i}\right)\right|
$$

and

$$
\operatorname{RMSE}=\frac{1}{\sqrt{n_{e}}}\left\|f-\mathcal{T}_{\nu}[f]\right\|_{2}=\sqrt{\frac{1}{n_{e}} \sum_{i=1}^{n_{e}}\left|f\left(\boldsymbol{z}_{i}\right)-\mathcal{T}_{\nu}[f]\left(\boldsymbol{z}_{i}\right)\right|^{2}}
$$

where $\boldsymbol{z}_{i} \in Z_{n_{e}}$ is an evaluation point belonging to the domain $\Omega$.
In Tables $1-2$ we report MAEs and RMSEs that decrease when the number $n$ of interpolation points increases. Comparing then the errors obtained by using the two data distributions, we can note that a (slightly) better accuracy is achieved whenever we employ Halton nodes. This fact is basically due to greater level of regularity of Halton points than pseudo-random Matlab nodes. Analyzing the error behavior with the test functions $f_{1}$ and $f_{2}$, we get similar results in terms of accuracy of the interpolation scheme.

| $n$ | $f_{1}$ |  | $f_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | MAE | RMSE | MAE | RMSE |
| 2500 | $4.29 \mathrm{E}-2$ | $4.63 \mathrm{E}-3$ | $1.37 \mathrm{E}-2$ | $1.99 \mathrm{E}-3$ |
| 5000 | $3.75 \mathrm{E}-2$ | $3.04 \mathrm{E}-3$ | $1.03 \mathrm{E}-2$ | $1.14 \mathrm{E}-3$ |
| 10000 | $2.39 \mathrm{E}-2$ | $2.05 \mathrm{E}-3$ | $5.96 \mathrm{E}-3$ | $7.33 \mathrm{E}-4$ |
| 20000 | $1.72 \mathrm{E}-2$ | $1.33 \mathrm{E}-3$ | $3.41 \mathrm{E}-3$ | $4.50 \mathrm{E}-4$ |

Table 1. MAE and RMSE computed on Halton points.

Then we compare the performance of the optimized searching procedure based on the partitioning of nodes in cubic blocks with a standard implementation of the algorithm where one computes all the distances between the interpolation nodes. With regard to the efficiency of the 3D Shepard interpolation

| $n$ | $f_{1}$ |  | $f_{2}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | MAE | RMSE | MAE | RMSE |
| 2500 | $6.56 \mathrm{E}-2$ | $5.49 \mathrm{E}-3$ | $2.28 \mathrm{E}-2$ | $2.49 \mathrm{E}-3$ |
| 5000 | $3.89 \mathrm{E}-2$ | $3.89 \mathrm{E}-3$ | $1.62 \mathrm{E}-2$ | $1.63 \mathrm{E}-3$ |
| 10000 | $4.00 \mathrm{E}-2$ | $2.71 \mathrm{E}-3$ | $8.86 \mathrm{E}-3$ | $1.03 \mathrm{E}-3$ |
| 20000 | $1.77 \mathrm{E}-2$ | $1.65 \mathrm{E}-3$ | $7.60 \mathrm{E}-3$ | $6.38 \mathrm{E}-4$ |

Table 2. MAE and RMSE computed on pseudo-random Matlab points.
algorithm the CPU times computed in seconds are around 27 and 55 for the sets of 10000 and 20000 nodes, respectively. Using a standard implementation the seconds increase to about 41 and 318 for the two sets. From this study we highlight a remarkable enhancement in terms of computational efficiency when the new partitioning and searching techniques are applied.

## 5 Conclusions and Future Work

In this paper we presented a new trivariate algorithm to efficiently interpolate scattered data nodes using the tetrahedral Shepard method. Since this interpolation scheme needs to find suitable tetrahedra associated with the nodes, we proposed a fast searching procedure based on the partitioning of domain in cube blocks. Such a technique turned out to be computationally more efficient than a standard one. Numerical experiments showed good performance of our procedure, which enabled us to quickly deal with a large number of nodes.

Another possible extension is given by a spherical triangular or tetrahedral Shepard method, which can be applied on the sphere $\mathbb{S}^{2}$ or other manifolds (see e.g. $[1,11]$ ).
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