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ABSTRACT
The recent surge in interest for Deep Learning (motivated by its
exceptional performances on longstanding problems) made Neural
Networks a very appealing tool for many actors in our society. One
issue in this shift of interest is that Neural Networks are very opaque
objects and it is often hard to make sense of their predictions.
In this context, research efforts have focused on building fair repre-
sentations of data which display little to no correlation with regard
to a sensitive attribute s. In this paper we build onto a domain adap-
tation neural model by augmenting it with a “noise conditioning”
mechanism which we show is instrumental in obtaining fair (i.e.
non-correlated with s) representations. We provide experiments on
standard datasets showing the effectiveness of the noise conditioning
mechanism in helping the networks to ignore the sensible attribute.

ACM Reference Format:
Mattia Cerrato, Roberto Esposito, and Laura Li Puma. 2020. Constraining
Deep Representations with a Noise Module for Fair Classification. In The
35th ACM/SIGAPP Symposium on Applied Computing (SAC’20), March
30-April 3, 2020, Brno, Czech Republic. ACM, New York, NY, USA, 3 pages.
https://doi.org/10.1145/3341105.3374090

1 INTRODUCTION
Artificial intelligence in general, and machine learning in particular,
is becoming a pervasive technology adopted by large corporations
as well as by small businesses [7]. This growing interest in these
technologies is raising increasing concerns about their fairness, mo-
tivated by the fact that they could possibly be leveraged to perpetrate
and justify discriminating behavior.

In this context deep learning techniques appear to be at odds
with the aforementioned trend. Deep learning models have shown
impressive results on many pattern matching and machine perception
problems [4] and, as a result, businesses and institutions have shown
a growing interest in employing neural networks to further automate
and innovate their decision-making process; however, a longstanding
problem with deep neural architectures is their opacity and sheer
number of trainable parameters.

One possible way to cope with this issue, in absence of full
explainability, is to ensure fairness in the model. Defining a clas-
sifier’s fairness in a precise, formal way has received considerable
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attention[5, 8–10]. In this work we leverage neural networks to learn
a non-linear mapping from the original data space into a feature
space in which information about the sensitive features s is absent.
We argue that such a representation is inherently fair.

Instead of explicitly optimizing for a given discrimination mea-
sure as in [9], we follow Xie et al. [8] and employ two sub-networks
Y and S which are optimized to predict the target and sensitive
variables respectively (see Figure 1). Parameters of the model are
optimized so that the sensitive attribute is predicted badly, while still
allowing for accurate predictions of the target variable.

2 MOTIVATION
Building fair representations through neural networks has been re-
cently proposed in [2, 5]. In these works the neural network is fed
with some input data and is trained to learn a representation that dis-
cards all information regarding some attribute. Our model is based
on Ganin et al.’s work [1, 2] and tries to achieve decorrelated repre-
sentations via a loss function: L = Ly − λLs built as the combination
of a term Ly that penalizes errors over the target variable y, and a
negative term Ls that penalizes accuracy over s, Ganin et al. apply
their Domain Adversarial training framework to various domain
adaptation datasets, showing state of the art performance.

In domain adaptation, learning algorithms are evaluated on their
ability to learn features that adapt to other similar, related datasets;
on the other hand, state of the art fair classification models pro-
duce representations which have little to no correlation w.r.t. the
sensitive attribute s. Therefore, we argue that simply employing
domain adaptation algorithms to the fair classification context may
not result in optimal performances w.r.t. the fairness of the obtained
representations. Our experiments in Section 4 indeed show that the
standard Domain Adversarial learning algorithm does not guarantee
the removal of all information about the sensitive attribute. In the
following section we introduce our noise conditioning module which
is instrumental in obtaining truly fair representations.

3 PROPOSED MODEL
Let us consider a dataset D = {(xi , si ,yi ), i ∈ {1 . . .N }}, where xi ∈
Rn are vectors describing non sensitive attributes of our problem;
si ∈ R

m’s are vectors describing sensitive attributes, and yi are the
target values.

We aim at training a neural network model R so that the output
of R(x) can be used as a useful and fair representation for building
classifiers predicting y values. We say that a representation r is fair
iff s cannot be predicted using only r and we say that it is useful iff
y can be accurately predicted.

https://doi.org/10.1145/3341105.3374090
https://doi.org/10.1145/3341105.3374090


SAC ’20, March 30-April 3, 2020, Brno, Czech Republic Mattia Cerrato, Roberto Esposito, and Laura Li Puma

To achieve this goal, as proposed in Ganin et al. [1, 2], we leverage
an auxiliary neural network Y to predict the y variable, and another
auxiliary network S to predict the s variable. In the following, θY ,
θS , and θR are the parameters for the Y , the S and the R models
respectively.

The network R is trained so to maximize the performances of
network Y while minimizing the performances of S . Each iteration
step optimizes S so to improve in predicting the sensitive variable,
optimizes Y so to improve the prediction of the target variable, and
optimizes R so to build the best possible representation for Y and the
worst possible for S .

The overall training objective can therefore be written as follows:

θ̂R , θ̂Y , θ̂S = arg min
θR ,θY

[
L(y,Y (R(x))) + λmax

θS
L(s, S(R(x)))

]
where λ is a “fairness importance” parameter employed to balance
the importance of decorrelating with respect to s against accurately
predicting y. As it should be apparent from the formulation, lower
λ values would make the system more tolerant of unfair behaviors
(setting it to 0 makes the system behave as a regular neural classifier
predicting y).

We note that the optimization problem is complicated by the inter-
action between the minimization over parameters θR with the inner
maximization which uses the R network based on those parameters.
As suggested in [1, 2], the back propagation algorithm can be easily
modified to cope with this objective by changing the sign of the
gradients on θS after updating the weights of network S (so that the
the network R is updated using the inverted gradient, thus worsening
the performance over S). Figure 1 gives a graphical representation
of the model.
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Figure 1: Fairness model. Adjacent to each component of the
network we report the gradients used to update the parameters
of the component. Note that the direction of ∇L(s, S(R(x))) is re-
versed when applied to R.

The model presented so far is equivalent to the one introduced by
Ganin et al. [1, 2]. However, as discussed in Section 2, decorrelation
with respect to the sensitive variable can prove to be very difficult
since it requires to combine many possibly meaningful features
to mask and dampen signals correlated with s. To overcome this
difficulty, we propose a new noise layer that simplifies the task of
decorrelating with respect to s.

⌘
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Figure 2: Component k of a noise module inserted after layer
i. The number of components k is equal to the number of neu-
rons in layer i. Each neuron’s activation, aik , is multiplied by
a weight w1,k which can be set to dampen or augment the fea-
ture’s value; the amount of noise which is added to the same
neuron’s activation is learned via a separate parameter w2,k .

Given a layer i with outputs (a(i)k )nk=1, a noise layer at level i + 1
computes the outputs a(i+1) as it follows:

a(i+1) = a(i) ⊙w1 + η ⊙w2

where ⊙ is the Hadamard product,w1 andw2 are vectors of learnable
weights, and η is a source of noise providing random vectors in Rn .
Figure 2 shows the neural module responsible for computing the
k-th component of the ai+1 output. This parametrization provides
the network with an efficient feature-wise mechanism for dampening
problematic features which are correlated with s without resorting
to searching for combinations with other attributes; at the same
time, the addition of an adjustable amount of additive noise can help
lowering the amount of mutual information between the learned
representations x̂ and the sensitive attribute s.

An issue with this approach is that a fundamental assumption of
the gradient descent algorithm is that the employed loss function
L is a function of the input data: this assumption is violated if one
samples from a distribution at each forward pass of the network, as
L would not be functional (univalent)1. We circumvent this problem
by only sampling once, at the start of the learning process; while
the obtained samples have no correlation with s and can then be
employed to partially mask the value of a feature, they are fixed and
therefore the functional property of the loss function still holds.

4 EXPERIMENTS
We evaluated our model by running experiments on “fair” clas-
sification datasets widely employed in the literature, namely the
Adult, German, Bank (from the UCI ML repository [6]) and COM-
PAS [3] datasets. An archive containing the results of all experi-
ments, as well as the software needed to replicate the experimenta-
tion (or to make new experiments) can be downloaded from https:
//github.com/ml-unito/fair-networks.

The choices for the network architectures follow the encoder
network sizes employed by Louizos et al. [5], which were motivated
by referring to the sizes of the datasets. Specifically, for the Adult
and Bank dataset the networks R, Y , and S are constituted by a single
hidden layer with 100 neurons. As for the German and COMPAS
datasets, R, Y and S have a single hidden layer with 60 neurons.

In order to pick the best λ value, we repeated the learning pro-
cess using few different values (namely we experimented with
λ ∈ {0, 0.5, 1, 2}) and picked the most promising one using a simple

1That is, L would not longer be a function, as it would associate different outputs to
the same input.
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fairness/predictiveness tradeoff evaluation metric, evaluated on a
holdout set, that takes into account both the loss in predictivity and
the loss in fairness. Lastly, we used the representations to train four
general purpose classifiers on the obtained decorrelated representa-
tions X̂ : logistic regression, random forests, support vector machines
with Gaussian kernels, and decision trees. The resulting classifiers
have been used to predict both the s and y variables over an inde-
pendent test set. In the following we will focus on the results from
logistic regression and random forests since the other results provide
similar insights. We set the hyperparameters for the Fair Variational
Autoencoder following Louizos et al.’s choices [5].

We observe that our methodology leads to representations which
are both fair and discriminative on all datasets, as visible in Figures
3 through 6. In these figures, the solid line refers to the accuracy
achievable on the original representation for the data when predict-
ing y, while the dotted line indicates the random chance accuracy
for s. Thus, a classifier trained to predict s with a perfectly fair repre-
sentation would display performance which matches the dotted line,
while the performance of a classifier trained to predict y with a rep-
resentation which has not lost any of its discriminative information
would match the solid line.

On the Adult dataset (Figure 3), the fair representations have
achieved true invariance w.r.t. s, being close or slightly below the
random chance baseline. On the other hand, the standard adversarial
strategy is unable to account for all the correlations between the at-
tributes and the sensitive attribute. The Variational Fair Autoencoder
achieves representations with a similar level of fairness when com-
pared to our methodology, at the cost of reduced performance when
predicting y. Experiments on the COMPAS data provide similar
insights. The German dataset displays high levels of class imbalance
which lead to non-discriminative representations by all strategies we
tested; however, fairness was still preserved. As for the Bank dataset,
all of the methodologies employed are able to learn consistently fair
and discriminative representations.

Figure 3: Results on the Adult dataset. In this figure and all
the following ones, the solid line refers to the accuracy attained
on the original representation when predicting y, whereas the
dotted line represents the majority class rate for s. Under our
definition, a perfectly fair representation does not allow for per-
formances higher than the dotted line baseline when predicting
s.

5 CONCLUSIONS
In this work we have shown how to augment the Domain Adversarial
Learning algorithm by Ganin et al. [2] with a noise conditioning

Figure 4: Results on the COMPAS dataset

Figure 5: Results on the German dataset

Figure 6: Results on the Bank dataset

layer. Experimental results show that our contribution is instrumental
in achieving truly fair representations.
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