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ABSTRACT: An extension of the CRYSTAL program is presented allowing for calculations 

of anharmonic Infrared (IR) intensities and Raman activities for periodic systems.  This work 

is a follow up of two papers devoted to the computation of anharmonic vibrational states of 

solids from DFT calculations, part I: description of the potential energy surface (J. Chem. The-

ory Comput. 15 (2019) 3755-3765) and part II: implementation of the VSCF and VCI methods 

(J. Chem. Theory Comput. 15 (2019) 3766-3777). The approach presented here relies on the 

evaluation of integrals of the dipole moment and polarizability operators over anharmonic 

wavefunctions obtained from either VSCF or VCI calculations. With this extension, the pro-

gram now allows for a more complete characterization of the vibrational spectroscopic features 



of solids within the density functional theory. In particular, it is able (i) to provide reliable 

positions and intensities for most intense spectral features, and (ii) to check whether a first 

overtone or a combination band has a non-vanishing IR intensity or Raman activity. Therefore, 

it becomes possible to assign the transition(s) corresponding to satellite peak(s) around a fun-

damental transition, or the overtones or combination bands that may be as intense as their cor-

responding fundamental transitions through the strongest mode-mode couplings, as in so-called 

Fermi resonances. The present method is assessed on two molecular systems, H2O and H2CO, 

as well as on two solid state cases, Boron hydrides BH4 and their deuterated species BD4 in a 

crystalline environment of alkali metals (M=Na, K). The solid state cases are particularly in-

sightful as, in the B-H (or B-D) stretching region here considered, they exhibit many spectral 

features entirely due to anharmonic effects: two out of three in the IR spectrum and four out of 

six in the Raman spectrum. All IR and Raman active overtones and combination bands experi-

mentally observed are correctly predicted with our approach. The effect of the adopted quan-

tum-chemical model (DFT exchange-correlation functional/basis set) for the electronic struc-

ture calculations on the computed spectra is discussed and found to be significant, which sug-

gests some special care is needed for the analysis of subtle spectral features. 

 

 

INTRODUCTION 

The complete IR and Raman characterization of a compound may require not only the correct 

identification of the fundamental transitions but also the identification of their active overtones 

or combination bands. This allows to identify all of the vibrational signatures of the compound 

of interest or to extract the signature of a particular molecular fragment within a more chemi-

cally complex material/environmenti.  



These intrinsically anharmonic spectral features (overtones and combination bands) may com-

plicate the assignment. Despite being mainly observed in the X-H stretching region (X being 

any atom but H),ii,iii they can be found at any spectral range. For instance, they appear around 

850 cm-1 for carbonate minerals for which the assignment is still open to debateiv,v.  

From a theoretical point of view, their description requires to go beyond the usual harmonic 

approximation by considering the so-called mechanical anharmonicity and, to a lesser extent, 

the electrical anharmonicity. Both of them may provide a non-null contribution to IR intensities 

and Raman activities of the overtones and combination bands. The former takes mode-mode 

couplings into account, which arise from anharmonic terms of the potential energy surface 

(PES), while the latter is related to the anharmonic terms of the dipole moment (IR) or induced 

dipole moment (Raman). Formally, in terms of Taylor’s expansions up to the nth order (in the 

basis of normal mode coordinates) of the PES and dipole moment (here both truncated to two-

mode terms for brevity),  the mechanical anharmonicity is related to the terms beyond the sec-

ond order in equation (1) while the electrical anharmonicity corresponds to the terms beyond 

the first order in equation (2): 
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Above, Qi is the ith normal mode coordinate of the system, µa is the dipole moment along the 

Cartesian axis a, and V the potential energy of the system. 

Although the related methodological aspects are already discussed in the literature for polya-

tomic molecules, they were yet to be implemented in softwares for the modeling of periodic 

systems. The present paper indeed focuses on the anharmonic computation of IR intensities and 

Raman activities for periodic systems. More precisely, it involves the implementation of the 

evaluation of integrals of the dipole moment and polarizability operators over the anharmonic 

vibrational wavefunctions obtained from VSCF (Vibrational Self-Consistent Field) or VCI (Vi-

brational Configuration Interaction) calculations. With this extension, the program now allows 

for a more complete characterization of the vibrational spectroscopic features of solids within 

the density functional theory. In particular, it is able (i) to provide reliable positions and inten-

sities for most intense spectral features, and (ii) to check whether a first overtone or a combi-

nation band has a non-vanishing IR intensity or Raman activity.  

Theoretical results on the two chosen molecular systems, water H2O and formaldehyde H2CO, 

will be reported first and compared to the literaturevi,vii. Simulated IR and Raman spectra will 

then be illustrated on periodic systems with the case of BH(D)4- species in a crystalline envi-

ronment of Na and K alkali metal ions. Due to strong anharmonic couplings in the B-H stretch-

ing region, the number of active bands is three times the number of active fundamental transi-

tions provided by the harmonic approximationviii. Face centered cubic MBH(D)4 (M=Na,K) is 

also a small sized system of six atoms per cell for which the computation of the PES along the 

librational modes (inter-mode couplings between BH(D)4 species and the alkali metal M) can 

be avoided because there are no strong interactions with the internal modes of BH(D)4
ix. This 

yields a nine-dimensional PES surface, which does not exhibit low frequency modes (below 



400 cm-1). Therefore, truncation of the PES expansion to fourth-order ensures a correct mathe-

matical representation of the vibrational motions related to the BH(D)4 part of the system. 

 

METHODOLOGICAL ASPECTS 

The calculation of the anharmonic IR and Raman intensities of the vibrational transitions is 

based on the wave-functions obtained from the VSCF or VCI methods, as recently implemented 

in the CRYSTAL programx,xi. We refer to those papers for a detailed description of the formal-

ism. Here, we briefly recall that a VCI vibrational state S (𝛹𝛹𝑆𝑆(𝑄𝑄)) for a M dimensional system 

is a linear combination of the Nconf vibrational configurations 𝛷𝛷𝑁𝑁(𝑄𝑄): 
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The 𝛷𝛷𝑁𝑁(𝑄𝑄) are in turn Hartree products of M one-mode functions (modals) characterized by a 

vibrational configuration vector N of the quantum numbers of each modal: 
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The modals, in turn, are expressed as a linear combination of elementary basis functions: 
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Here the sum runs over the ten first vibrational harmonic eigenfunctions (𝜈𝜈𝑘𝑘𝑚𝑚𝑎𝑎𝑚𝑚 = 9) of the 

mode k. Two different schemes are available to set the 𝐶𝐶𝜈𝜈𝑘𝑘,𝑛𝑛𝑘𝑘 coefficients in our VCI imple-

mentation. Within the so-called VCI@HO scheme (Harmonic Oscillators basis functions), the 

𝐶𝐶𝜈𝜈𝑘𝑘,𝑛𝑛𝑘𝑘 coefficients are simply set to 𝛿𝛿𝜈𝜈𝑘𝑘,𝑛𝑛𝑘𝑘 and the 𝜙𝜙𝑘𝑘
𝑛𝑛𝑘𝑘 then reduce to the corresponding har-

monic modal excitations. A slightly more sophisticated ansatz is the so-called VCI@VSCF 

scheme (VSCF basis functions), where the coefficients are taken from a previous converged 

VSCF calculation on a chosen reference configuration - typically the vibrational ground state. 

Anharmonic IR intensities (in km.mol-1) are calculated for any IR active transition between a 

populated initial vibrational state at a temperature T, and a final state  (EF>EI) as 

follows: 
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Where the dipole moment 𝜇𝜇
^
𝑎𝑎 is expanded as a power series of normal coordinates: 
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where 𝑄𝑄
^
𝑘𝑘 is the position operator related to the k-th normal mode, and the coefficients 𝜕𝜕𝜇𝜇𝑎𝑎

𝜕𝜕𝑄𝑄𝑘𝑘
=

𝜕𝜕2𝐸𝐸
𝜕𝜕𝑄𝑄𝑘𝑘𝜕𝜕𝜕𝜕𝑎𝑎

  are the Born charges calculated as detailed elsewherexii,xiii. In our approach, the coeffi-

cients 𝜕𝜕2𝜇𝜇𝑎𝑎
𝜕𝜕𝑄𝑄𝑘𝑘𝜕𝜕𝑄𝑄𝑙𝑙
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  are neglected (i.e. we consider only the mechanical part of the an-

harmonicity).  

From equations (3)-(5), we get the following working expression for �𝛹𝛹𝐼𝐼�𝜇𝜇
^
𝑎𝑎�𝛹𝛹𝐹𝐹� (i.e. integrals 

of the dipole moment operator over anharmonic wavefunctions) in terms of non-vanishing in-

tegrals of position operators (in the basis of normal mode coordinates) over harmonic eigen-

functions for the calculation of the IR intensities based on the VCI@VSCF solutions: 
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Let us stress that here the algorithm runs only over the populated states 𝛹𝛹𝐼𝐼 at a certain temper-

ature T with respect to the Maxwell-Boltzmann distribution. It is thus possible to calculate the 



intensities of hot bands. In the present paper, all the intensities were computed at room temper-

ature, which do not differ from those at 0 Kelvin because of the specific wavenumbers of the 

lowest transitions of the molecular systems considered. 

We note that IR intensities can be easily obtained from VSCF wavefunctions by considering 

𝐴𝐴𝐼𝐼,𝑃𝑃 = 𝛿𝛿𝐼𝐼,𝑃𝑃 and 𝐴𝐴𝐹𝐹,𝐼𝐼 = 𝛿𝛿𝐹𝐹,𝐼𝐼 in the equations above, or from VCI@HO wavefunctions by con-

sidering 𝐶𝐶𝜈𝜈𝑘𝑘,𝑛𝑛𝑘𝑘(𝑃𝑃) = 𝛿𝛿𝜈𝜈𝑘𝑘,𝑛𝑛𝑘𝑘(𝑃𝑃), 𝐶𝐶𝜈𝜈𝑘𝑘+1,𝑛𝑛𝑘𝑘(𝐼𝐼) = 𝛿𝛿𝜈𝜈𝑘𝑘+1,𝑛𝑛𝑘𝑘(𝐼𝐼) and 𝐶𝐶𝜈𝜈𝑘𝑘−1,𝑛𝑛𝑘𝑘(𝐼𝐼) = 𝛿𝛿𝜈𝜈𝑘𝑘−1,𝑛𝑛𝑘𝑘(𝐼𝐼). 

Anharmonic Raman activities (in Å4amu-1) are calculated according to the Plazeck’s formulaxiv: 

  (9) 

 and  (10) 

 

 

 

 

Where A and B depend on the polarizability tensor α as follows:  

 (11) 

 (12) 

 

 

 

 



Each term in the equations above reduces to the following expression when only the mechanical 

anharmonicity is taken into account, with 𝜕𝜕𝛼𝛼𝑎𝑎𝑎𝑎
𝜕𝜕𝑞𝑞𝑘𝑘

 calculated as detailed elsewherexv,xvi : 

 with  
(13) 

 

 

 

 

Hence, the anharmonic Raman activities can be computed separately for each component of the 

polarizability tensor: 

 
(14) 

 

 

 

This yields to explicit expressions for the Raman activities (not reported for brevity) similar to 

equation (8) for IR intensities where VSCF, VCI@HO or VCI@VSCF wavefunctions can be 

considered.  

As a final comment, it is worth stressing that intensities/activities from a purely VSCF wave-

function are zero by essence for combination bands given that a VSCF wavefunction describes 

the states of an oscillator as a linear combination of its own multi-excitations, which can be 

seen as an intrinsic anharmonicity. Only the inclusion of multiple configurations, as achieved 



within the VCI approach, can provide the missing bands and a better estimation of the ampli-

tudes of the overtones as well by taking into account the so-called extrinsic anharmonicity. 

 

COMPUTATIONAL DETAILS 

All calculations are performed with a developmental version of the CRYSTAL17 program, where 

the methodologies presented in Section II have been implementedxvii. Four systems are consid-

ered: two molecules (water, H2O, and formaldehyde, H2CO) and two solids (cubic sodium and 

potassium boron-hydrides, NaBH4 and KBH4, respectively including the deuterated species 

NaBD4 and KBD4). 

Concerning the water and formaldehyde molecules, the aug-cc-pVTZxviii

xxiii

 basis set was used 

with the B3LYPxix,xx,xxi,xxii hybrid functional of the density functional theory. For KBH(D)4 and 

NaBH(D)4, two basis sets were used: the one hereafter indicated as B1 in which the 6-

31G(d,p)  basis set for H and B and the  pob_TZVP_2012xxiv basis set for K and Na were 

considered and the basis set indicated as B2, the pob_TZVP_201224 basis set was used for H, 

B, K and Na. For the crystalline systems the B3LYP and the PBEsol0 hybrid functionals were 

usedxxv. In particular, the B3LYP functional was adopted because of its well-documentedability 

to reproduce experimental fundamental transitions with an average deviation of about 10 cm-1 

for semi rigid moleculesxxvi.  

The DFT exchange-correlation contribution is evaluated by numerical integration over the unit 

cell volume. Radial and angular points of the integration grid are generated through Gauss-

Legendre radial quadrature and Lebedev two-dimensional angular point distributions. A pruned 

grid corresponding to 75 radial and 974 angular points, was employed. Evaluation of the Cou-

lomb and exchange interactions is controlled by five parameters, whose values are set to 

T1=T2=T3=T4=½T5=TI. In this work we used TI=10 and a shrinking factor (for sampling in 



reciprocal space) of 4. The latter value was chosen after having performed a series of calcula-

tions using different shrinking factors ranging from 2 to 8, and after having observed that results 

obtained with 4 do not deviate by more than 0.3 cm-1 for the harmonic wavenumbers and 0.5% 

for the harmonic intensities with respect to 8. 

Concerning the harmonic computations of IR intensities and Raman activities, the Coupled 

Perturbed Kohn-Sham (CPKS) scheme is used12,13,15,16.  

The convergence of the SCF process is checked on the energy, with a threshold of 10-10 hartree 

between two consecutive iterations. The convergence of the CPKS iterative process is con-

trolled by a threshold on the polarizability of 10-4 bohr3.  

Third- and fourth-order energy derivatives with respect to atomic displacements around the 

equilibrium geometry were computed following the numerical scheme 4 described in our pre-

vious work10. Here we just recall that this scheme allows for the evaluation of the cubic and 

quartic terms of one-, two- and three-mode interactions. In addition to the equilibrium structure 

for which the Hessian is computed, the number of configurations where the energy and gradi-

ents are computed is four for each normal mode plus other four for each pair of modes.  

Moreover, the step size between each point is 1.0 time the classical amplitude of each mode10. 

Concerning this point, a preliminary investigation of the most effective step size to be used was 

performed from anharmonic computations of wavenumbers and intensities on KBH4 species 

for testing different step sizes both in terms of classical amplitude and variation of the atomic 

positions in the ranges [0.4-1.6] and [0.1-0.5] Å, respectively. This revealed that even though 

the values of the anharmonic positions differ by less than 2 cm-1 in the ranges, the anharmonic 

IR intensities (and then the weighted coefficient of the anharmonic wave functions, see section 

II) remain more stable in the ranges [0.8-1.2] and [0.15-0.25] for the two options of step size. 

Note however that the MBH(D)4 species do not have low frequency modes (below 400 cm-1). 



The anharmonic vibrational levels11 were calculated within the VCI@VSCF formalism and the 

VCI expansion was truncated according to the maximum number of modes simultaneously ex-

cited (Nmodes=4) and the maximum excitation level (Nquanta=6) with respect to the fundamental 

VSCF state. This yields VCI matrices containing up to the fourth excitations of the doubly-

excited VSCF states, that corresponds to the so-called VCI@VSCF[4] in the notation proposed 

in ref.6 and therein. This allows for a converged calculation for the fundamental transitions, 

first-overtones and combination bands involving two quanta11. It should be remembered (see 

ref.11) that a VCI treatment yields the same converged values whatever the reference used for 

their computations (HO or VSCF), however, the VCI@VSCF approach converges faster than 

the VCI@HO one, thus requiring smaller VCI matrices to be built and diagonalized. 

The shapes of the vibrational spectra illustrated in the present paper were built from the values 

of the anharmonic positions and intensities fitted by Lorentzian functions of 10 cm-1 width. This 

value was set in order to reproduce qualitatively the shape of the experimental spectra of KBH4 

and NaBH4 illustrated in ref. xxvii. 

 

RESULTS AND DISCUSSION 

In this section, we address the quality of the theoretical values for anharmonic IR intensities 

and Raman activities obtained with the present implementation. Theoretical and experimental 

data on the two molecular systems (water H2O and formaldehyde H2CO) are reported in Tables 

1 and 2, respectively. Seidler et al. in ref.  6 employed a VCI@VSCF treatment based on a 

B3LYP/aug-cc-PVTZ quartic force field for which VCI matrix sizes similar to ours were con-

sidered (see section “Computational Details”). The reliability of the anharmonic wavenumbers 

was commented in a previous work11. We note that, at variance with the periodic case, the 

rotational contribution to anharmonicityxxviii can be non-negligible for small molecules. Hence, 



rotationally-corrected values are added to the table in parenthesis for better estimation of the 

possible error sources. These values were computed with the VCI-P codexxix. Passing to IR 

intensities and Raman activities, the present implementation includes only the first derivatives 

of the related operator with respect to the atomic displacements. This leads to some discrepan-

cies with respect to previous theoretical results in the literature, namely for the IR intensities 

(I(IR) in table I and II) and particularly for the 2ν2, ν2+ν1, ν2+ν3 and 2ν2, 2ν3, ν2+ν4 for H2O and 

H2CO respectively. Anyway, a purely variational treatment of the anharmonicity performed 

with the VCI-P code29 and based on the same force field adopted here, yields theoretical results 

identical to those of our study or in line with the other reported values, depending on whether 

the use of second derivatives of the dipole moment were disabled or not (in parenthesis in the 

tables).  

Table 1: VCI@VSCF anharmonic frequencies and anharmonic IR intensities and Raman activities (in 
km.mol-1 and Å4.amu-1, respectively) using a B3LYP/aug-cc-pVTZ quartic force field for H2O and 
comparison to experimental data. 

 This study : VCI@VSCF[4]  VCI@VSCF[3]a  Exp.a 

 νb I(IR)c I(RA)  ν I(IR) I(RA)  ν I(IR) I(RA) 

ν2 1548 (1562) 76.3 (76.3) 1.10  1552 76.6 1.26  1595 53.6-71.9 0.9±0.2 

ν1 3665 (3666) 3.72 (3.75) 102  3669 3.59 109  3657 2.24-2.98 111±12 

ν3 3738 (3756) 61.3 (61.1) 27.0  3751 58.3 28.8  3756 41.7-44.6 19±2 

            

2ν2 3048 (3075) 0.01 (0.46) 1.10  3061 0.34 0.07  3152 0.461  

2ν1 7301 (7303) 0.07 (0.16) 0.50  7316 0.31 0.12  7202 0.32  

2ν3 7430 (7451) 0.06 (0.13) 0.30  7479 0.00 0.12  7468 0.032  

            

ν2+ν1 5169 (5184) 0.01 (0.23) 0.10  5176 0.08 0.38  5235 0.223  

ν2+ν3 5217 (5266) 0.61 (3.11) 0.20  5232 3.93 0.00  5331 4.5  

ν1+ν3 7354 (7362) 1.15 (1.56) 0.30  7389 2.65 0.01  7250 4.85  



 

 

 

 
a: see ref. 6  
b: anharmonic wavenumbers without and with (in parenthesis) the rotational contribution to anharmonicity. 
c: anharmonic IR intensities without and with (in parenthesis) the use of the second derivatives of the dipole moment. 
 
 

Table 2: VCI@VSCF anharmonic frequencies and anharmonic IR intensities, and Raman activities (in 
km.mol-1 and Å4.amu-1, respectively) using a B3LYP/aug-cc-pVTZ quartic force field for H2CO and 
comparison to experimental data. 

 This study : VCI@VSCF[4]  VCI@VSCF[4]a  Exp.a 

 νb I(IR)c I(RA)  ν I(IR) I(RA)  ν I(IR) 

ν4 1165 (1179) 5.74 (5.86) 0.30  1162 5.55 0.49  1167 5.5-6.5 

ν6 1233 (1237) 12.7 (13.0) 0.80  1234 12.4 1.54  1249 9.4-9.9 

ν3 1487 (1489) 18.6 (18.7) 11.6  1491 10.4 10.9  1500 11.2 

ν2 1787 (1788) 108. (108.) 7.00  1786 120. 11.0  1746 74.0 

ν1 2743 (2746) 68.7 (78.7) 184  2743 75.6 263  2782 48-75 

ν5 2814 (2823) 59.5 (80.5) 56.5  2795 97.0 101  2843 59-88 

           

2ν4 2327 (2354) 1.45 (0.25) 5.20  2320 0.18 0.89  2327 0.14 

2ν6 2463 (2472) 1.14 (0.56) 4.40  2464 0.58 1.31  2493 0.27 

2ν3 2970 (2974) 0.07 (1.62) 0.00  3020 2.05 4.61  3000 2.2-2.5 

2ν2 3561 (3563) 0.75 (4.23) 0.00  3555 4.31 0.97  3472 3.80 

           

ν3+ν4 2669 (2686) 0.00 (0.02) 0.00  2652 0.02 0.04  2656 0.04 

ν3+ν6 2674 (2682) 51.3 (47.6) 53.4  2686 36.4 46.5  2719 8-14 

ν2+ν4 2960 (2976) 0.00 (0.47) 0.00  2941 0.48 0.15  2905 2.3 

ν2+ν6 3041 (3046) 4.77 (5.67) 4.30  3019 3.48 5.41  3000 0.5-10 

ν2+ν3 3284 (3287) 0.00 (0.03) 0.57  3270 0.17 1.23  3238 - 

 



 

 

 
a: see ref. 6 
b: anharmonic wavenumbers without and with (in parenthesis) the rotational contribution to the anharmonicity. 
c: anharmonic IR intensities without and with (in parenthesis) the second derivatives of the dipole moment. 
 
 

Now we discuss results on periodic systems. Boron hydrides BH(D)4
- in a crystalline environ-

ment of alkali metals (M=Na,K) (see Figure 1) constitute an excellent example for the valida-

tion of the present implementation.  Indeed, for these species, one of the first overtones and a 

combination band of BH(D)4
- are known to be highly active because of strong interactions with 

a fundamental transition of the molecule8, as sketched in Figure 2.  The strong mode-mode 

couplings between the mode ν3(F2) (asymmetric stretching mode), the combination mode 

ν2(E)+ν4(F2) (symmetric + asymmetric bending modes) and the overtone mode 2ν4(F2) lead to 

significant amplitudes for the corresponding transitions. The interaction between the 2ν4 and ν3 

vibrational states is so strong and their energies at first-order (labeled ν0i in Figure 2 and cor-

responding to the diagonal terms of the VCI matrix, i.e. without the consideration of mode-

mode couplings) are so close that a small perturbation (such as the nature of the alkali metal in 

the crystalline framework) can easily change their relative first-order ranking in energy. As a 

consequence, the amplitude ratio between the two corresponding transitions and their labelling 

are also strongly dependent on the nature of the alkali metal. 

 

Figure 1: Cell geometry of the face-centered cubic MBH(D)4 species (M=Na,K) 

 

 



 

 

 

 

 

 

 

Figure 2: Qualitative energetic diagrams and corresponding vibrational spectra of the three vibrational 
states interacting in the stretching region for MBH(D)4 species. (ν0 are the solutions of the first-order 
perturbation theory, i.e. diagonal terms of the VCI matrix). 

 

The computed anharmonic vibrational signature of such species is strongly dependent on the 

first order results - especially when small energy differences are involved (about 10 cm-1 for 

the present example) - and hence, on the choice of the electronic structure calculation. This is 

illustrated in Figure 3 in which the anharmonic IR signature in the stretching region of KBH4 

is obtained from the B3LYP and the PBEsol0 functionals in combination with the B1 and B2 

basis sets. As regards the comparison with the experimental counterpart27, it can be observed 

that the PBEsol0 functional results in a better agreement than B3LYP in terms of relative peak 

intensities, with both basis sets. On this point, we mention that the inclusion of the second 

derivatives of the dipole moment with the use of the VCI-P code (see the paragraph concerning 

the molecular cases) does not significantly modify the values of the IR intensities in this case. 



The PBEsol0 functional will be used hereafter. The effect of the basis set is less straightforward 

because B1 provides the best peak positions (∆νPBEsol0/B1-EXP(2ν4)=-15; ∆νPBEsol0/B1-EXP(ν3)=+10; 

∆νPBEsol0/B1-EXP(ν2+ν4)=+3 versus ∆νPBEsol0/B2-EXP(2ν4)=+49; ∆νPBEsol0/B2-EXP(ν3)=+42; 

∆νPBEsol0/B2-EXP(ν2+ν4)= +58 -in cm-1-) while B2 provides the best peak shapes. This being said, 

a further optimization of basis sets or scale factors would be possible but is beyond the scope 

of this paper. 

Figure 3: Anharmonic IR spectrum of KBH4 in the stretching region obtained from four DFT models 
with the corresponding experimental information. The experimental counterpart has been redrawn from 
experimental positions and amplitudes reported in ref. 27, by following the same numerical treatment 
detailed in section “Computational Details” used for our computed data. 

 
 

 
 

Figures 4 and 5 display the simulated IR and Raman spectra of the stretching region of MBH4 

and MBD4 species, respectively (M=Na or K). Experimental and theoretical spectra from 



PBEsol0/B1 and PBEsol0/B2 models are reported in insets labelled EXP, B1 and B2, respec-

tively. The bottom curves of each panel report the harmonic spectra. Anharmonicity is crucial 

in order to get the correct description of the spectra in this case. Note that the harmonic IR 

spectrum only exhibits one feature, while in the experiment we have three. Furthermore, the 

harmonic Raman spectrum only exhibits two features, while in the experiment we have six. So, 

two out of three spectral features are due to anharmonicity in the IR spectrum and four out of 

six in the Raman spectrum. The transitions marked as filled squares (2ν4(F2)), pentagons 

(ν3(F2)), or hexagons (ν2+ν4(F2)) are both IR and Raman active while those marked as filled 

four-pointed stars (2ν4(A1)), five-pointed stars (ν1(A1)) or six-pointed stars (2ν2(A1)) are Raman 

active only. Moreover, black symbols refer to NaBH(D)4 while grey symbols refer to KBH(D)4.  

The first consideration that can be made is the following: an account of the mechanical part of 

the anharmonicity (based on a representation of the PES including up to fourth-order terms) 

allows for the correct qualitative identification of all IR and Raman active transitions. However, 

a closer look at the computed spectra reveals that the choice of a good quantum-chemical model 

for the electronic structure calculations (exchange-correlation functional and basis set) is cru-

cial in order to get the correct quantitative description in terms of relative peak positions, rela-

tive peak intensities, and peak assignment. This is expected in this case as a difficult balance is 

to be found between the strong Fermi resonances producing some spectral features and the 

much weaker interactions responsible for the small satellite peaks around  some active funda-

mental transition.  

 

 

 



 

 

 

 

Figure 4: Computed IR and Raman spectra of KBH4 and NaBH4 in the stretching region, as compared 
with the experimental counterpart (ordinate: intensity in arbitrary units; abscissa: wave-numbers in cm-

1). See text for more details.  Anharmonic (Ianharm) and harmonic (Iharm) spectra are provided. The 
PBEsol0 functional is used. 
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a: without the positions and amplitudes related to M10BH4, see also section III for the numerical treatment of the 
positions and intensities taken from ref. 27. 



 
 
We start by illustrating a case where the adopted quantum-chemical model works extraordinar-

ily well. All features (relative peak positions, intensities, and assignment) of IR and Raman 

spectra of both KBH4 and KBD4  are nicely reproduced with the PBEsol0/B2 model. The anal-

ysis of the corresponding VCI wavefunctions shows that this is mainly due to the correct de-

scription of the ω3 character in the 2ν4(F2), ν3(F2), ν2+ν4(F2) states and of the ω1 character in 

the 2ν4(A1), ν1(A1), 2ν2(A1) states. This enables the correct assignment of the bands in the IR 

and Raman spectra of both KBH4 and KBD4 in their stretching region. As a final comment on 

this case, we note that the computed spectra are shifted by about 30-50 cm-1 with respect to the 

experimental ones but this is of little concern when it comes to assigning the spectral features.  

Figure 5: Computed IR and Raman spectra of deuterated species KBD4 and NaBD4 in the stretching 

region, as compared with the experimental counterpart (ordinate: intensity in arbitrary units; abscissa: 

wave-numbers in cm-1). See text for more details. Anharmonic (Ianharm) and harmonic (Iharm) spectra are 

provided. The PBEsol0 functional is used. 
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a: without the positions and amplitudes related to M10BD4, see also section III for the numerical treatment of the 
positions and intensities taken from ref. 27. 

 
 
The description obtained for the NaBH4 and NaBD4 species is slightly less satisfactory. This is 

particularly true for the deuterated species. On the one hand, also for these systems, the right 

number of active spectral features is obtained (three for IR and six for Raman). On the other 

hand, for NaBH4, the computed spectra are slightly off in terms of relative peak positions and 

relative intensities but not to an extent to prevent a correct assignment. On the contrary, for 

NaBD4, the description is more problematic and leads to the wrong assignment of many spectral 

features.  

Despite the limitations due to the need for a carefully tuned quantum-chemical model for the 

electronic structure calculations (for the description of the PES), we think we have shown how 

the description of strongly anharmonic vibrational spectra can be significantly improved over 

the commonly-used harmonic approximation with the present methodology. Note that even the 

very weak transitions (marked with six-pointed stars in the simulated spectra of Figures 4 and 

5) could be correctly identified, thus providing enough additional information to exclude that 

they could be due to impurities in the experimental spectra. 

 



CONCLUSIONS AND PERSPECTIVES 

We have presented the implementation in the public CYSTAL program of a computational 

scheme for the calculation of anharmonic IR intensities and Raman activities for periodic sys-

tems. To the best of our knowledge, this represents the first implementation of such a feature 

in a solid state context. The approach relies on the evaluation of integrals of the dipole moment 

and polarizability operators over anharmonic wavefunctions obtained from VSCF, VCI@HO 

or VCI@VSCF calculations for the anharmonic vibrational states. Thus, it becomes possible 

not only to correct for anharmonic effects the intensities of those fundamental transitions al-

ready present at the harmonic level, but also to compute the intensity of overtones and combi-

nation bands, whose non-vanishing values are due to mode-mode couplings.  

For validation purposes, we have reported results on two simple molecular cases, H2O and 

H2CO, and compared them to previous data from the literature. The method based on a varia-

tional VCI wavefunction can treat both the weakest couplings, which yield the satellite peak(s) 

in the vicinity of a fundamental transition, and the strongest couplings (typically  called Fermi 

resonances) yielding overtones and combination bands that can be as intense as their corre-

sponding fundamental transitions.  

We have applied our methodology to the study of the anharmonicity in the B-H stretching re-

gion of boron hydrides in a crystalline environment of alkali metals (M=Na, K): MBH4. and the 

deuterated counterpart MBD4, for which accurate experimental spectra are available for com-

parison. We think that this system constitutes an excellent test for the present methodology. 

Two out of the three IR spectral features are due to anharmonicity, and four out of the six 

Raman spectral features are due to anharmonicity.  All these anharmonic spectral features could 

be successfully identified and assigned.  



It is worth stressing that, for systems exhibiting low-frequency vibrational motions (with wave-

numbers below, say, a few hundreds of cm-1, in particular torsional modes or hindered rota-

tions), a more flexible representation of the PES with respect to the current one would be man-

datory for reliable anharmonic computations of their vibrational transitions. Work has already 

been done in this direction in a molecular context (for the evaluation of five-to-eight order 

force-constants in the polynomial representation of the PES in Taylor series).xxx,xxxi Work is in 

progress for an automated procedure able to select a restricted set of modes and mode-mode 

couplings in order to build a reliable reduced PES. These developments will also need to be 

complemented by those devoted to the treatment of the electrical anharmonicity from the com-

putation of third- and fourth-order derivatives of the energy with respect to the normal modes 

and electrical field. These aspects constitute some step-by-step developments required to im-

prove the quality of the results in this research area in order to propose a general-purpose com-

putational tool for vibrational anharmonicity of solids. 
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