
17 August 2024

AperTO - Archivio Istituzionale Open Access dell'Università di Torino

Original Citation:

Using game mechanics for field evaluation of prototype social applications: a novel methodology

Published version:

DOI:10.1080/0144929X.2015.1046931

Terms of use:

Open Access

(Article begins on next page)

Anyone can freely access the full text of works made available as "Open Access". Works made available
under a Creative Commons license can be used according to the terms and conditions of said license. Use
of all other works requires consent of the right holder (author or publisher) if not exempted from copyright
protection by the applicable law.

Availability:

This is the author's manuscript

This version is available http://hdl.handle.net/2318/1546059 since 2019-12-13T12:09:57Z



 
 
 
Using game mechanics for field evaluation of prototype social applications: a novel methodology 

Amon Rappa, Federica Cenaa, Cristina Genaa∗, Alessandro Marcengob and Luca Consolea 

aComputer Science Department, University of Turin, Turin, Italy; bTelecom Italia – Research & Prototyping, Turin, Italy 
 
 

This paper describes a novel methodology to evaluate a social media application in its formative phase of design. Taking 
advantage of the experiences developed in the Alternate Reality Games, we propose to insert game mechanics in the test 
setting of a formative evaluation of a prototypical social system. As a use case, we present the evaluation of WantEat, a 
prototypical social mobile application in the gastronomical domain. The evaluation highlighted how the gamification of a 
field trial can yield good results when evaluating social applications in prototypical status. From a methodological point of 
view, gamifying a field trial overcomes the cold start problem, caused by the absence of active communities, which can 
prevent the participation of users and therefore the collection of reliable data. Our experience showed that the gamification 
of a field evaluation is feasible and can likely increase the quantity of both browsing actions and social actions performed by 
users. Based on these results, we then are able to provide a set of guidelines to gamify the evaluation session of an interactive 
system. 

Keywords: gamification; field studies; social applications 

 
1. Introduction 
In this paper, we aim at illustrating a new method for eval- 
uating social applications, that is, interactive systems with 
social features that allow people to interact with each other 
and contribute to the system’s contents. In order to evaluate 
a social application, an active community motivating users 
in interacting and performing social actions is required. 
The lack of it usually prevents generating sufficient user 
engagement for gathering reliable data on the application’s 
social features. This may happen when a prototype is under 
evaluation: in this case, it is often impossible to have a 
meaningful social context in which participants can inter- 
act among each others and use the social features of the 
system (Persson, Blom, and Jung 2005). 

In this situation, common evaluation methods, such as 
laboratory experiments and field studies, fail. On the one 
hand, laboratory tests are too artificial (Lew and Nguyen 
2011) for creating a believable social experience for users 
to perform social actions. On the other hand, field evalua- 
tions, in order to be effective, have to last for a long time 
in order to allow the emergence of a spontaneous com- 
munity of users: this could be so expensive in terms of 
time, efforts, and costs that it could be unrealisable for a 
prototype application (Rogers et al. 2007), by requiring    
a stable system ‘deployed on a platform that would be 
widely spread among users in order to achieve a critical 
mass of users’ (Persson, Blom, and Jung 2005). We will 

describe in the following the evaluation of a social appli- 
cation prototype, WantEat (Console et al. 2013), which 
we unsuccessfully previously tried to evaluate both with  
a usability test and a field trial. 

The goal of this work is to find a proper methodol- 
ogy for evaluating a social application at an early stage of 
deployment, through providing a meaningful social con- 
text for motivating users to use the social features of the 
application even in the absence of a real social community 
of users. 

In order to reach this goal, we decided to exploit the 
opportunity offered by gamification, that is, the use of game 
design elements in non-game contexts (Deterding et al. 
2011), which showed to be a valuable option in enhancing 
the user experience in applications and services (Hamari, 
Koivisto, and Sarsa 2014), in order to promote a playful 
experience that could encourage social participation and 
foster the emergence of a spontaneous social community 
in a field evaluation performed in a limited time span. 

This paper will proceed as follows: after a discussion 
of the current evaluation methods used in testing social 
applications (Section 2), we illustrate WantEat, the social 
application we used to test our methodology, summaris- 
ing the previous evaluations of this application in order  
to highlight the issues in testing social features in a pro- 
totype (Section 3). We, then, propose our solution for a 
gamified evaluation (Section 4), describing the evaluation 





 

 
 
 

of WantEat and its results, and we conclude the paper by 
illustrating some guidelines for introducing game elements 
in interactive system evaluation (Section 5). 

 
2. Background and theoretical problems in 

evaluating social features 
In this section we provide a brief account of the funda- 
mental principles presented in the paper. We first highlight 
how traditional evaluation techniques seem to be unsuit- 
able for testing social applications (Section 2.1). Then, 
after introducing the term ‘gamification’ and its actual role 
in human–computer interaction (HCI), we describe how to 
introduce game mechanics in field evaluation methodolo- 
gies (Section 2.2). For each discussed topic, we also cite 
the most relevant work in the literature. 

 
2.1. Evaluating social applications 
While the evaluation of interactive systems has a long tra- 
dition and a variety of available methodologies, for exam- 
ple, usability testing (Dumas and Redish 1994), experience 
sampling method (Consolvo and Walker 2003), and liv- 
ing laboratories (Intille et al. 2006), some problems emerge 
when what is to be evaluated is a social application. 

According to Kim, Jeong, and Lee (2010), social appli- 
cations are usually classified as social networking appli- 
cations, that is, website or smartphone applications that 
allow users to stay connected with other people in online 
communities; and social media applications, that is, web- 
site or smartphone applications that allow people to create, 
upload, post, tag, comment, and share user-created content 
(UCC).1 The distinction between the two types is quickly 
fading, as social networking sites started to add features 
of social media sites, that is, the sharing of UCC, and 
social media sites are adding features of social networking 
sites, such as personal profiles and managing communities 
(Ellison and Boyd 2013). 

Social applications enable a wide variety of social 
behaviours mediated by technology that are deeply related 
to people’s everyday habits: they are meaningful only if 
they are connected with a social context made up of inter- 
personal ties, audiences, and pre-existing relationships, as 
the desire to communicate and share content with other 
people or friends is a primary driver of social applications 
(Ellison and Boyd 2013). For these reasons, traditional 
evaluation techniques, such as experimental evaluations 
and field studies, do not seem appropriate to test them, 
especially during a formative evaluation phase,2 where the 
application is in a prototypical status and hence it does not 
already have an active community of users. 

Experimental evaluations create an artificial context 
that does not usually allow users to be motivated to perform 
social actions in the normal way. They are widely adopted 
in the HCI field, but they were criticised as they lack real- 
ism in the four dimensions of appearance, content, task, 

and setting (Lew and Nguyen 2011). In other words, they 
could be missing ‘ecological validity’, which describes 
how closely the appearance, content, methods, and set- 
ting of the experiment approximate a real-life situation. 
This could threaten both their internal and external validity 
(Lew and Nguyen 2011). 

In the ubiquitous computing field, experimental evalu- 
ations were moreover criticised, as the strong link between 
the ubiquitous systems and the physical contexts in which 
they are used makes it difficult to use the traditional usabil- 
ity evaluations carried out in laboratories (Abowd and 
Mynatt 2000). The situated nature of ubicomp systems 
emphasises the need of conducting evaluations that investi- 
gate how technologies are used by people in their everyday 
contexts (Rogers et al. 2007). This issue is even more 
pressing for social applications where the user actions 
take place in a social context. In fact, the experimental 
protocol can force participants to use certain functional- 
ities, allowing the experimenter to gather data on all the 
aspects of the system that she considers relevant. However, 
it is not sufficient to analyse the social behaviour of users 
simply in term of cause–effect relationships between vari- 
ables. Social actions require intrinsic motivations (Paulini, 
Maher, and Murty 2014) that can only be engendered if 
these actions can obtain a social recognition in a social 
context: for example, the use of a commenting feature can 
make sense only if there is already a comment from other 
users or if this comment could receive a response in a 
short time frame from someone else. Lampe and Johnston 
(2005), for example, show how users who received replies 
to their first comment in a social community took less than 
a third of the time than those who did not to post a sec- 
ond comment. These kinds of social rewards are not easily 
replicable in a laboratory setting, even using a Wizard of 
Oz methodology (Kelley 1983) to simulate the reaction of 
an active social network. 

Field studies, on the other hand, take place in con- 
texts that are similar to those of the everyday life and thus 
they seem to be more suitable to assess social applica- 
tions: they observe and record what people do for their 
own situated purposes, making available data on users’ real 
social habits (Rogers 2011). This is essential in evaluat- 
ing the social actions triggered by a social application, as 
these actions are meaningful only if they are performed in 
a real social context. Field studies, recently, also became 
known as ‘evaluations in the wild’, to highlight the need to 
be conducted in situ, leaving users free to use an applica- 
tion without constraints and for their own situated purposes 
(Rogers 2011). Users are left free to interact with the appli- 
cation while their activities are logged, as in the evaluation 
of CenceMe, a mobile social network application (Miluzzo 
et al. 2008), and of iCITY DSA, a social adaptive website 
in the domain of cultural events (Gena et al. 2013). How- 
ever, the lack of well-defined tasks leaves less control to the 
researchers, not allowing them to gather data on specific 
critical points of an application (Kjeldskov et al. 2004). So, 
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when the community of a social application is still inactive, 
its social features can be ignored by users, as they appear 
meaningless to them. 

The evaluation session should last for a long time 
(entire months or even years) to allow the emergence of   
a spontaneous active community, as happens using the 
Living Lab methodology, where services are validated in 
‘collaborative multi-contextual empirical real-world envi- 
ronments’ (Eriksson, Niitamo, and Kulkki 2005). For 
example, Hess and Ogonowski (2010) evaluate the build- 
up process of household networks, observing users in their 
home transformed in a Living Lab for three years. Alterna- 
tively, it is possible to extrinsically motivate users, creating 
artificial rewards (Brown, Reeves, and Sherwood 2011): in 
the Tiramisu Field Trial, for example, an evaluation in the 
wild of a crowd-sourcing computer system was conducted, 
paying users to reach the needed amount of participants  
to create a social effect (Zimmerman et al. 2011). So, run- 
ning these kinds of studies is very cumbersome in terms of 
efforts, costs, and time (Rogers 2011), especially in relation 
to the short-lived nature of the deployed prototype (Korn 
and Bødker 2012). 

We think that gamification can help to solve this issue, 
by inserting game mechanics in a field evaluation for- 
mat. This idea leads us to the following research questions 
(RQs) motivating our work: 

RQ1: Can gamifying a field evaluation be a feasi- 
ble and efficient solution in testing a prototype social 
application, being conducted without high costs and 
long-term studies? 
RQ2: Can the gamification of a field evaluation 
motivate participants in using the social features of a 
social application prototype even when a community 
of users is not already active? 

 
2.2. HCI and gamification 
In the field of HCI, the term gamification is well known and 
refers to the use of elements borrowed from video games 
domain with the aim to improve the user experience in 
non-recreational applications and services (Deterding et al. 
2011). These elements can be ascribed to visual compo- 
nents employed in video game interfaces (e.g. the progress 
bar in LinkedIn), reward systems (e.g. the level climbing 
in Yahoo Answers), and features for recognising the users’ 
status (e.g. the badges in GetGlue). Academic research pro- 
vided successful examples of gamification: Barata et al. 
(2013) showed that introducing points, levels, badges, and 
leaderboards in an academic course can enhance student 
involvement and participation; Flatla et al. (2011) showed 
that it is possible to introduce the enjoyable experiences of 
games in calibration tasks, without drastically transform- 
ing the nature of these tasks; and Cechanowicz et al. (2013) 
highlighted that it is possible to obtain greater gamification 
effects combining different game elements. 

However, it seems that HCI is not yet exploiting the 
overall possibilities that game mechanics offer (Laschke 
and Hassenzahl 2011). In particular, the possibility of 
using gamification practices within the process of design- 
ing interactive systems did not receive sufficient attention. 
While some methods such as role-playing, make-believe, 
and design games are methodologies that have been avail- 
able to designers for a long time (e.g. Brandt and Messeter 
2004; Seland 2006), the use of game mechanics during the 
evaluation stages of interactive systems has not been fully 
investigated. 

Game elements have showed to be useful in enhanc- 
ing real-life situations. In particular, the experiences from 
alternate reality games (ARGs) can suggest to us that a 
situation, which is initially experienced as difficult and 
burdensome, can become engaging by introducing some 
game elements. ARGs such as World Without Oil3 and 
Lost Joules4 exploit game mechanics in order to create 
new organisational practices, allow people to imagine dif- 
ferent worlds, and change people’s behaviours (Michael 
and Chen 2005). Often ARGs target a specific area of per- 
sonal life and try to improve it by introducing mechanics 
borrowed from video game world, as in Chore Wars5 and 
Quest to Learn.6 

From these and other similar practices, we can see how 
games can encourage people to participate more actively, 
in a self-motivated and self-directed manner, making them 
intensely interested and genuinely enthusiastic (Rigby and 
Ryan 2011). For this to work, it is  necessary  to  pro- 
vide goals, interesting obstacles, challenges, and a well- 
designed continuous feedback system (McGonigal 2011). 

Taking advantage of the experiences maturated in the 
ARGs field, our idea is to insert game mechanics during 
the formative phase of evaluation of prototype social appli- 
cations. This will allow us to create a format for evaluating 
prototype social applications in a limited time span and 
without high costs, performing a field study in a setting 
that is very close to the context of everyday use (RQ1). It 
will also allow us to motivate users in performing social 
actions, creating a meaningful context in which to perform 
social actions (RQ2). 

 
 

3. A mobile social media application: WantEat 
We tested our methodology on WantEat (Console et al. 
2013), a social application prototype in food domain. We 
decided to gamify the here described field evaluation, since 
we tried to evaluate WantEat social features by means of  
a usability test and of a field trial but without success. 
WantEat is an example of a social application which allows 
both social network activities and UCC activities: provid- 
ing different types of social features that we were not able 
to test through traditional evaluation methodologies, it rep- 
resents an optimal use case for testing our idea of applying 
gamification to a field evaluation. 

• 

• 



 
 

WantEat is an intelligent mobile application in the gas- 
tronomy domain, which aims at putting together real and 
virtual worlds. By means of WantEat it is possible to 
make everyday objects smart and able to communicate 
with users. Objects can be not only gastronomic items, 
such as food products, market stalls, restaurants, shops, 
and recipes, but also geographic places and actors, such as 
cooks, producers, and shop owners. WantEat is based on 
the idea that smart objects could be gateways for enhanc- 
ing the interaction between people and a territory and its 
cultural heritage. 

WantEat introduces a novel and  peculiar  paradigm 
for supporting the user interaction with a social network 
of smart objects. Such interaction is made of two main 
phases: (i) getting in touch with the object and (ii) sharing 
information with the object and exploring its social net- 
work of ‘friends’ (both people and other objects connected 
with it). 

Getting in touch. WantEat supports an interaction with 
everyday objects with no embedded electronics or tags. 
The contact between a user and an object can be cre-   
ated by taking a picture of the label of a product with the 
phone’s camera (Figure 1(b)); geopositioning the user in  
a specific place, making contact with the objects related  
to that place; getting a recommendation; and searching or 
exploring bookmarks (Figure 1(a)). 

Interacting with the object and its world. Once a con- 
tact with an object has been established, the user can 
interact with it and access its social network. The interac- 
tion model (conceived as a ‘wheel’) allows users to explore 
the network starting from a contacted object (Figure 1(c)). 
The object is in the centre of the wheel and the user can 
get in touch with it by simply touching it. The object tells 
the user about itself, providing both general knowledge and 
information synthesised from the interaction with people 
(including tags, comments, and ratings) (Figure 1(d)). 

The object in focus is surrounded by a wheel that 
provides access to the social network of its friends 
(Figure 1(c)). Each friend belongs to one of four sectors; 
the partition into sectors depends on the object in the cen- 
tre. In the example in Figure 1(c), the object in focus is a 
kind of cheese; the first sector ‘Territorio’ (Territory) con- 
tains the friends related to the territory, the production, 
and supply chain (e.g. producers, shops, and production 
places). The sector ‘Persone’ (People) contains people who 
are friends of the object in focus (e.g. people who book- 
marked it or who wrote a comment on it); the sector 
‘Prodotti’ (Products) contains other products that are con- 
nected with the object in focus (e.g. a wine that goes well 
with a cheese); and the sector ‘Cucina’ (Cuisine) contains 
entities related to cuisine, such as restaurants, recipes, and 
so on. The user can continue the exploration of the net- 
work by changing the object in focus (Figure 1(e)). This 
can be done by simply dragging an item towards the wheel 
miniature in one of the corners (Figure 1(f)). At this point 
the whole wheel is recomputed and displayed to the user.7 

Thus, the user can perform browsing actions, which we 
called ‘display the object and its network’ (1(c) and ‘more 
info about the object’ 1(d)); or she can tell something to 
the object (thus, perform some social actions): she can add 
tags, comments, and ratings or can bookmark the object 
(Figure 1(g)). 

In the past, we conducted evaluations of WantEat but 
none of them allowed us to evaluate its social features. 
We will briefly describe them in order to point out the 
challenges we encountered in evaluating a prototypical 
application with social features. 

During the deployment of the application, we carried 
out a first evaluation in the form of  a usability test8  on  
an early prototype. While we gathered useful insights on 
the usability of the system’s interface (Marcengo et al. 
2012), we could not assess the acceptability of its social 
feature because the experimental protocol was perceived 
as too artificial by the users for performing any meaningful 
social behaviour. Users could only imagine the conse- 
quences of their social actions since there was not a fully 
running community of users that could provide them with 

 
(a) (b) 

 
Figure 1. Example of the wheel on an iPhone. 

(c) (d) 

(e) (f) (g) 
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real feedback. The tasks provided also forced participants 
to use the social features of WantEat in order to evalu-  
ate them, but these tasks were perceived as abstract and 
external, resulting in vague and superficial responses which 
were considered highly unreliable. 

Later on, we carried on a second formative evaluation 
as a field study9 on a high fidelity prototype in order to 
gather data about the usage of WantEat in a real context of 
use, because of the failure of the previous evaluation. We 
conducted the trial at Salone del Gusto 2010, the biggest 
food fair in Italy that attracts about 200,000 paying visi- 
tors, hosted every two years in Turin, Italy. However, due 
to the lack of an active community of users and formal 
tasks that forced successfully the usage of its social fea- 
tures, users mostly performed few social actions during 
the evaluation, as it will be detailed in the following. The 
‘cold start problem’ (Salton and McGill 1984) prevented 
users from being really involved in the study.10 Users did 
not participate because they did not perceive an immediate 
usefulness of their social actions, as they could not see to 
the effects of their social behaviours. The result was that 
we did not have sufficient data to perform a reliable anal- 
ysis on the users’ social actions. The social features of the 
application were perceived as useless or meaningless and 
often they were not even noticed by the users. 

Therefore in order to solve these problems, we con- 
ducted a gamified field evaluation, as described in the next 
section, providing a comparison with this field evaluation. 

 
4. A gamified field test 
The novel occasion to test our approach was the interna- 
tional food fair Cheese.11 This exhibition, held in the Town 
of Bra in Piedmont, Italy, attracts about 300,000 visitors. 
We aimed at stimulating the spontaneous usage of WantEat 
in all its aspects and in a context as close as possible to a 
real-use situation via game mechanics. To this aim, we set 
up a gamified field evaluation. 

The goal was to offer a gamified test experience com- 
pletely merged with the fair visiting experience that could 
allow us to gather more reliable data related to the use    
of the application’s social features, compared with those 
gathered during the previous field trial. 

 
4.1. Method 
First of all, in order to motivate visitors, a viral event12 was 
created based on an ad hoc developed format. During the 
four days of the fair, WantEat was installed on the users’ 
iPhones with their permission. Testers could use it in what- 
ever way they would like and for as long as they desired. 
The high degree of freedom given to users, however, was 
balanced by means of ‘game missions’ that substitute the 
formal tasks of the laboratory setting with engaging and 
playful objectives to accomplish. Each participant received 
a leaflet with game instructions and a map of the fair 

with highlighting of the areas in which the application was 
working. Inside the exhibition, 10 items (cheeses) were 
selected as the focus of the game. They were located in 
different areas of the fair, and were marked as recognisable 
by the application. The main objective of the game was  
to recognise with the application (by taking a picture) at 
least five cheeses, ‘taste’ them, and perform some social 
actions using the social features of the application. Each 
social action (e.g. leaving a comment, tagging, and rating) 
allowed the player to earn 500 points: at the achieve- 
ment of 6000 points, she was awarded a T-shirt with the 
application logo. 

A live leaderboard at the installation base informed all 
participants of their current position, showing them the 
distance from the user with the highest score during the 
four-day fair. 

The prize was an incentive for users to return to the 
installation point, where, simultaneously with the delivery 
of the T-shirt, they were interviewed. The semi-structured 
interview aimed at assessing the user experience with the 
WantEat app. 

Besides the basic actions, participants could accom- 
plish some special but more cumbersome missions, which 
allowed them to earn additional points (10,000 or 20,000 
points). The special missions aimed at stimulating coop- 
eration between participants and fostering the exploration 
of all the locations of the fair. Users were encouraged to 
exchange a special identification coin (which was provided 
with game instructions) using the application communi- 
cation features (Mission 1), or to discover some secret 
places that could be recognised by the application (Mis- 
sion 2). The accomplishment of these extra-missions was 
not required in order to obtain the T-shirt, since we wanted 
to encourage everyone to play, offering a relatively easy 
goal to reach (6000 points) and, at the same time, optional 
objectives that could motivate more serious players, that 
is, users who wanted to excel in the game, to win the 
collective challenge. 

 
 

4.2. Sample 
In the four-day event, 157 participants attended the trial. 
Participants were recruited in the same manner that we 
recruited users at Salone del Gusto 2010, by asking them 
whether they owned a smartphone and, in case of a positive 
response, whether they wanted to try a novel application 
for the Cheese fair. 

They were not informed of the game format (and of the 
rewards available) in advance. The information about the 
goals of the evaluation and the opportunity to win a T-shirt 
were provided only after they accepted to participate in the 
trial and installed the application on their smartphone. 

The sample was smaller than the one of Salone del 
Gusto as we had fewer resources (fewer interviewers and 
only 160 licences for installing the app on users’ iPhones). 



 

= 

= 

= 

= 

= 

= 

= 

= 
= 

 

4.3. Results 
We aimed at analysing user actions on the app and, in 
particular, social actions. To this aim, during the exper- 
iment we collected usage data and analysed them by 
means of descriptive statistics on log data and then we 
also performed correlations in order to explore the rela- 
tionship between the variables of interest. Moreover, we 
performed interviews in order to reach a deep and qualita- 
tive understanding of the usage of the application and its 
features. 

 
4.3.1. Analysis of user actions 
In the four-day event, 157 people attended the trial and 
installed the system on their smartphones. Of the 157 users, 
110 (70.06%) have actively participated in the evaluation. 
In total they have interacted with 102 objects, with an aver- 
age of 19.4 objects per user (STD  25.65). In particular, 
72 users (64.63%) interacted with more than the required 
5 objects, with an average of 28.08 objects per user and 
STD of 28.08, and about the 40% of subjects (namely 
45) interacted with more than the 10 selected  objects 
(the 10 cheeses recognisable by the system), with an aver- 
age of 40.53 objects per user (STD 29.13). Moreover, 
excluding the entry points scattered through the fair (the 
10 cheeses that had to be photographed), around 40% of 
total active users (45 out of 110) browsed the other 92 
objects in the app (other cheeses, the producers linked to 
the cheeses, etc.). 

The users totally performed 2134 actions on the app: 
1584 (74.23%) were browsing actions, 547 (25.63%) were 
social actions, and 3 (0.14%) were deletion actions (i.e. 
Delete Bookmark action). As we have noticed earlier, users 
explored several contents and thus made a lot of browsing 
actions, and in particular: 

 
1109 (70.23%) actions were actions like ‘display the 
object and its network’ (Figure 1(c)); 
470 (29.76%) were like ‘more info about the object’ 
(Figure 1(d)). 

 
These last actions were the entry point for performing 

social actions. In all, 102 out of 110 different users (93% 
of total active users) asked for more info about the object, 
and 70 users (63.64% of total active users) made some 
sort of social actions. We have defined these 70 users as 
contributing users, because they rated, commented, shared 
bookmarks, and tagged, bringing contributions to the appli- 
cation contents. In particular, regarding the distribution of 
the 547 social actions: 

 
• 226 (41.33%) were ratings; 
• 127 (23.2%) were comments; 
• 120 (21.94%) were bookmarks; 
• 74 (13.53%) were tags. 

Looking in more detail at these  contributing  users, 
we obverse that users have made 7.81 social actions on 
average (STD  9.94), and these were mostly distributed  
on more than one object (28.89% of users made one social 
action per instance, 29.33% made two social actions per 
instance, and 41.78% made more than two social actions 
per instance). In all, 17 users (24.28%) made social actions 
greater than or equal to 12 (the minimum amount required 
to obtain the prize), and thus they won the prize. 

In regard to the special missions, two users com- 
pleted the first mission and one user completed the second 
mission. 

However, if we consider the total number of social 
actions, we may notice that: 

66 users (60% out of total 110 active users) have 
rated 226 times, with an average of 3.42 ratings per 
user (STD 3.24), and with 11 users (10% out of 
total) covering more than 50% of rating actions; 
32 users (26.9% out of total active users) have added 
127 comments, with an average of 3.96 comments 
per user (STD 3.15). In particular, 8 users (7.27% 
out of total) inserted 69 comments (53% out of total 
comments); 
35 users (31.8% out of total active users) have added 
120 objects to the shared bookmark list, with an 
average of 3.42 bookmarks per user (STD 3.41), 
and 7 users (6.36% out of total) have made more than 
one half of add/share bookmark actions (54.5%); 
19 users (17.3% out of total active users) have 
inserted in total 74 tags, with an average of 3.89 
tags per user (STD 3.07). Among them 5 users 
(4.54% out of total) inserted almost one half of the 
tags (49.62%). 

Looking at these results, we may notice that the game 
mechanics had a positive impact on users’ contributions 
(63.64% of users made some sort of UCC activities). This 
is especially true if compared to the ‘90-9-1’ Rule formu- 
lated by Nielsen,13 which states that the majority of users 
(90%) just consume content produced by others and a small 
set (9%) provides small contributions every now and then, 
while a very small fraction of users (1%) accounts for most 
of the UCC. Nielsen’s Rule is consistent with Preece et al.’s 
study (2004) which claims that in online communities, 
content consumers (lurkers) outnumber content producers 
(posters). Thus, we can claim that gamification seems to 
promote user participations and the production of UCC 
activities. 

However, we still have to distinguish the kind of con- 
tributions the users have made: 29.9% of users wrote 
comments, a  time-consuming  action,  since  it  requires  
a higher cognitive effort than tagging  –  about  4.85  
(STD     3.60)  average  word  per  comment  per  user wrt 
1.15  (STD  0.50)  average  tags  per  user  in  our  dataset 
– and the difficulties are increased by the fact that it is 

• 

• 

• 

• 

• 

• 
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performed with a smartphone. Most users (60%) simply 
rated items and 31.8% added items to the bookmark list, 
which are both soft contributing actions.14 If we look at the 
data in more detail, we discover that few users (10% for 
ratings, 7.27% for comments, 6.36% for bookmarks, and 
4.45% for tags) have made more than one half of the total 
social actions, thus somehow approaching on average the 
ratio between heavy and soft contributors and consumers. 
In our evaluation, according to Nielsen’s expression, the 
average ratio is 36.36–56.36–7.27, so 36.36% of users 
(namely 40) have been simply consumers, 56.36% have 
been soft contributors (namely 62), and 7.27% have been 
heavy contributors (namely 8). 

Another observation has to be provided. Rating and 
bookmarking actions were very  frequent,  and  this  is  
not surprising since they are less time-consuming than 
other social actions. They can be also defined as micro- 
contributions, which are less cumbersome UCC activities 
like rating and tagging. According to Frankowski et al. 
(2007), micro-contributions may motivate casual contribu- 
tors, who can be very important to the community, and may 
provide a path for a casual contributor to become a heavy 
one. A more recent study (Wichmand and Jensen 2012) in 
the context of network games has shown that ‘by devel- 
oping and expanding our understanding of engagement to 
include micro forms of engagement and by giving the users 
the possibility to be recognized for their micro deeds, we 
are able to create more thriving and creative online com- 
munities’. Thus micro-contribution in user communities 
may stimulate lurkers to become more active and partic- 
ipative, and it is not surprising that micro-contributions, 
which are effort saving, are performed more than other 
more demanding actions. 

As a final consideration, we highlight that even if 
tagging may be considered as a soft contribution, the sub- 
jects of our evaluation inserted very few tags (74 tags 
inserted by the 17.3% of users), and in general tagging 
was the least performed action. Surprisingly, users have 
made more comments than tags, and from the analysis of 

tags it emerges that most tags look like subjective tags 
(‘good’, ‘tasty’, ‘sweet’, etc.) than organisational tags (tags 
that identify personal items) (for details, see Xu et al., 
2006). Another point is that in the context of our appli- 
cation, the action of tagging is an end in itself, and this    
is in contrast with the usual user tagging that is required 
for achieving other goals (e.g. tags are requested before 
adding bookmarks, and before publishing pictures, videos, 
and documents).15 

 
4.3.2. Correlational analysis 
To obtain a broader view of the user social behaviour on 
the application, we have considered the co-occurrence of 
social actions per single user (spread on the overall inter- 
action and not on the same object), and we have calculated 
the Pearson correlation coefficient since scores showed a 
normal distribution (see Table 1 for all the details). We 
considered just the correlations significant at the 0.01 level, 
and thus we have highlighted these correlations between 
users’ actions: 

 
• all users who commented very frequently rated (r = 

0.835), frequently added bookmarks (r = 0.732), 
and also added tags (r = 0.671); 

• all users who added  bookmarks  frequently  rated 
(r = 0.741), commented (r = 0.732), and added 
tags (r = 0.713); 

• all users who rated very frequently commented (r = 
0.835), frequently added bookmarks (r = 0.741), 
and also added some tags (r = 0.591); 

• all users who tagged frequently  added  book- 
marks (r = 0.713), comments (r = 0.671), and rates 
(r = 0.591). 

The reader may notice that all the users who com- 
mented often made other social actions, in particular rating 
and adding bookmarks, thus they have frequently made 
both heavy and soft contributions. All the users who added 

 
Table 1. Correlations.  

 Comments Preferences Rates Tags 

Comments Pearson Correlation 1 0.732** 0.835** 0.671** 
Sig. (two-tailed)  0.000 0.000 0.000 
N 110 110 110 110 

Preferences Pearson correlation 0.732** 1.0 0.741** 0.713** 
Sig. (two-tailed) 0.000  0.000 0.000 
N 110 110 110 110 

Rates Pearson correlation 0.835** 0.741** 1.0 0.591** 
Sig. (two-tailed) 0.000 0.000  0.000 
N 110 110 110 110 

Tags Pearson correlation 0.671** 0.713** 0.591** 1.0 
Sig. (two-tailed) 0.000 0.000 0.000  

N 110 110 110 110 

**Correlation is significant at the 0.01 level (two-tailed). 



 
 

bookmarks frequently made all the other social actions. 
All the users who rated often commented and shared 
bookmarks. All the users who tagged frequently added 
bookmarks, and this is not surprising since users are often 
required to tag when they add bookmarks on social media 
sites, and they less frequently performed the other social 
actions. 

 
4.3.3. Comparison with prior field evaluation 
As described earlier, in our study users seem to be moti- 
vated more than usual to participate and to perform social 
actions through the  social  features  of  the  application. 
In this gamified evaluation, participants performed more 
social actions than those accomplished in the field trial at 
Salone del Gusto 2010, where the game mechanics were 
not present. During this field trial, 675 were active users 
(98.67%) out of 684 total participants,16 while just 74 con- 
tributing users (10.96%) performed 179 (3,84%) social 
actions out of 4660 total actions. 

The gamified evaluation with 70 (63.64%) contribut- 
ing users on 110 active users allowed users to perform 547 
social actions (25.63%) on 2134 total actions. 

The distribution of the 179 social actions (performed at 
the Salone del Gusto) was: 

• 84 (46.93%) ratings; 
• 47 (26.26%) bookmarks; 
• 33 (18.44%) tags; 
• 15 (8.38%) comments; 

thus confirming the tendency of users to prefer micro- 
contribution actions, even more than in the Cheese 
evaluation. 

Applying Nielsen’s rule at this past evaluation, we 
have found the following result: 89.04–10.67–1.63 corre- 
sponding to 601 consumers (89.04%), 63 soft contributors 
(9.33%), and 11 heavy contributors (1.63%), substantially 
in accordance with the proportions proposed by Nielsen. 

Although the two trials were not conducted in the same 
event, the environmental conditions were similar: the tri- 
als took place in a big food fair attended by thousands of 
people, the WantEat application under evaluation was sub- 
stantially the same, and users could use it freely for as long 
as they liked. Participants could recognise with a smart- 
phone a limited set of items that were clearly highlighted 
as recognisable by the application in different marked 
food stands. Furthermore, participants were recruited in the 
same manner, by asking them whether they wanted to try 
a novel application, as in ‘Cheese’ evaluation they were 
not aware of the opportunity to win a T-shirt and that they 
are participating in a game before formally accepting to 
participate. 

However, we can highlight some differences that could 
affect the comparison between the two datasets, by intro- 
ducing some confounding variables: in the field evaluation 

at Salone del Gusto 2010, users received an iPhone with 
the app pre-installed and could use it in a limited area of the 
fair (only in the area of the Piedmont food products, about 
3000 square metres, in one of the four pavilions in which 
the fair took place), while at Cheese 2011 the app was 
installed directly on the users’ phone and they could use it 
in different areas scattered through the fair. Furthermore, in 
the evaluation at Salone del Gusto 2010, the experimenters 
were closer to the participants than at Cheese 2011 eval- 
uation. At Salone del Gusto, if participants wanted, the 
experimenters could accompany the participants in their 
first attempts in interacting with the application, while at 
Cheese 2011, the participants were left completely free   
to use the system after a short demo at the installation 
base (which was far away from the areas where the system 
worked). 

Furthermore, the Salone del Gusto food fair was a pay- 
ing sheltered event, while Cheese 2011 was a free open-air 
event, held in the streets of the Town of Bra. 

Although the comparison between these two datasets 
does not assure the effectiveness of gamification in increas- 
ing user participation during a field trial, as the first eval- 
uation does not represent a proper control group for the 
other one due to the differences we highlighted, our results 
represent a cue of the goodness of our format, which will 
require additional testing for proving its validity. However, 
as long as our main aim was to generate more social actions 
than those performed in the evaluation at Salone del Gusto 
2010, these results could be interpreted as a success of the 
gamified field trial. 

 
4.3.4. Qualitative interviews 
We also performed 37 qualitative interviews in order to 
gather more insights about the use of the applications and 
the user engagement. We interviewed all the participants 
who returned to the installation base to withdraw the prize 
or to spontaneously report their own experience with the 
system. 

Participants reported a high degree of engagement in 
using the application. It emerged that people wanted to 
expand the social features of the application not in the 
direction of connecting with new friends, but rather to 
express and share their views on food, to discover new 
products and recommend them to other people, or to build 
groups with others interested in the same products. Using 
the application, the participants also became aware of the 
potentialities of WantEat, expressing the desire of inter- 
acting directly with producers as a way to gain a personal 
relationship between consumers and producers. During the 
interviews the participants reported also the problems they 
encountered with the app during the study,17 allowing us to 
fix them in the redesign of the prototype. 

Participants highlighted how the presence of specific 
objectives motivated them in commenting and tagging: 
however, gaining the promised prize was not their final 
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aim. Users showed they were motivated by the structure 
of the game that allowed them to compete in order to stand 
out among the other participants. For example, a partici- 
pant completed all the missions provided by the researchers 
only for ‘finishing the game’. During the accomplishment 
of this challenge, she started to communicate with other 
users through the social features of the application also 
for sharing personal comments about the food she tasted. 
Another participant reported that he was motivated to leave 
detailed comment on cheese since he thought that they 
were useful for someone else. Another participant stated 
that she replied to several comments about a product posted 
by other users since she thought that they were wrong. 

We also have to acknowledge how the presence of a 
well-integrated task structure with the fair experience moti- 
vates the users to participate correctly in the game. The 
comments posted and the other actions required by the 
game were always coherent: users did not use any mecha- 
nism for circumventing the rules (i.e. ‘gaming the system’; 
posting empty, out of context, or nonsense comment; or 
repeating the same action, which would also earn points 
for the participant, was never performed). During the inter- 
views, participants confirmed that they were not pushed 
only by gaining points, without considering the quality of 
their contributions: they wanted to post useful comments, 
tags, and ratings that could be useful for other people. 
These findings suggest that the goals and missions pro- 
vided were not perceived as abstract and artificial, and 
instead motivated the users to participate. 

In conclusion, the interviews confirmed that the game 
format of the evaluation was able to generate an engage- 
ment of participants, who performed social actions for 
accomplishing their own goals. From this perspective, the 
findings were more reliable than those from the previ-  
ous evaluations, allowing us to assess the WantEat social 
features and to gather useful insights for its improvement. 

 
 

4.4. Summary of the main findings 
The main conclusions that emerged from the results of our 
evaluation can be summarised as follows. 

We showed how the gamification of a field study of a 
social application prototype can be conducted in a short 
time span and without high costs: in only four days the 
gamified format produced a large amount of data at a min- 
imum expense by building up a meaningful social context 
in which participants could perform their social actions. 

In fact, regarding the effectiveness of gamification in 
creating a user community from scratch in a field eval- 
uation and, thus, motivating participants in using the 
social features of a given prototype social application, our 
research pointed some interesting cues of the goodness of 
the gamified format. Compared to the previous field trial 
we conducted at Salone del Gusto 2010, where the social 
actions were 3.84% out of total, the gamified evaluation 

at Cheese 2011 produced 25.63% of social actions out of 
total actions. As emerged also from the interviews, users 
were deeply engaged in the use of the application in all of 
its aspects: the game mechanics favoured in users the will- 
ingness to use every WantEat functionality, allowing us to 
gather reliable results about the usage of the application in 
a real context of use. 

So, we were able to answer all of the RQs presented in 
Section 2: 

 
RQ1: gamifying a field evaluation can be a feasible 
and efficient option when testing a prototype social 
application, by not requiring high costs or long-term 
studies to be conducted. 
RQ2: by means of gamification, a field evaluation 
of a prototype social application can motivate users 
in using its social features, by giving them a mean- 
ingful social context in which to perform their social 
actions. 

 
Regarding the second RQ, we still have to empha-  

sise that we are not able to assure that the insertion of 
game mechanics in a field evaluation format can increase 
users’ participation in respect to a non-gamified field study, 
as our study lacked of a proper control group. However, 
the increase in the number of social actions performed   
by participants in the Cheese 2011 field study, compared 
with those performed during the Salone del Gusto 2010 
field study, provides some good cues about the effective- 
ness of the solution. In addition, the data gathered through 
the qualitative interviews confirmed that participants were 
engaged by the game structure and motivated to perform 
the social actions required by the study. 

We think that our study highlighted how this point is 
worthy of further investigation in future study. 

 
5. Discussion and guidelines 
In this paper we wanted to show how it is possible to intro- 
duce gamification within the assessment methodologies of 
interactive systems. The Cheese field test highlighted how 
the gamification of a user test can yield good results when 
evaluating social application prototypes. 

From a methodological point of view, gamifying a user 
evaluation helps with overcoming the cold start problem, 
caused by the absence of active communities, which can 
prevent the participation of users and therefore the col- 
lection of reliable data during prototype testing. Game 
mechanics can motivate users to participate, by quickly 
generating an active community from scratch, in which 
users can find a meaningful context to perform their social 
actions. 

The role of game mechanics within user tests can 
reasonably be extended to all cases in which applica- 
tions, interactive systems, or websites require motivated 
users’ active participation. It is possible to think that the 

• 

• 



 
 

gamification of an evaluation session may also be a good 
remedy to the artificiality of the laboratory setting. Even 
if the game situation does not recreate the daily expe- 
rience of using the application, which often takes place   
in not-playful situations, it could push user participation 
and provide practical objectives that are similar to those 
experienced by people during their everyday life. 

From our experience, we can provide a set of guidelines 
to gamify the evaluation session of an interactive system. 

First, the gamification of a user test does not have to 
necessarily provide monetary or material incentives: unlike 
usability testing, where a gadget or a monetary compen- 
sation is almost always provided, in a gamified testing 
experience it is sufficient to provide the proper status 
reward to motivate users to participate. In our case, the T-
shirt, according to the participants themselves, was a tan- 
gible reward but it was not the main reason for participating 
in the game: in the interviews, participants reported that the 
self-motivation to gain the objectives planned in the game 
format had a far greater influence. 

Second, the gameplay should be well balanced with 
regard to the difficulty of achievable goals: on the one 
hand, too great difficulty would make the experience frus- 
trating; on the other hand, if the completion is too easy to 
accomplish, it would make the experience boring. Provid- 
ing incrementally complex achievable goals, structured by 
means of easier mandatory objectives and optional more 
challenging missions, provides the necessary motivation to 
all users to reach a minimum level of participation and, if 
necessary, to continue the game experience if they like it. 
For example, in our case the minimum of 6000 points to get 
the T-shirt prize was accessible by all (17 users, 15.45%, 
reached the quota), and special missions were directed only 
to the most motivated players (two users, 1.82%, com- 
pleted the first mission and 1 user completed the second 
mission). 

In addition, careful definition of the missions of the 
game should promote cooperation and sharing among the 
participants. Creating differentiated targets that leverage on 
the competition, but that are needed for their fulfilment of 
a social cooperation between users, is the right way to get 
active participation through the application under test (the 
first mission provided in our format included cooperation 
among users for its completion). 

Still, the importance of the gaming stage in the design 
of an engaging gaming experience should not be under- 
estimated: the articulation of sub-areas in which sub- 
objectives can be achieved and the balance between 
exploration and the control component on the surround- 
ing spaces must never be missing. We, for example, 
designed to distribute the recognisable cheese in many sub- 
areas, some clearly marked on the map provided with the 
information leaflets, and others hidden and therefore to be 
discovered. 

Finally, researchers should investigate, through an 
interview session, whether the application under evaluation 

produced some significant problems during the evaluation. 
The log analysis is not sufficient to produce unambigu- 
ous data. To make sure that gamification did not obscure  
a problem with the app under test, researchers should dig 
deep into the reasons that pushed participants in using the 
app (for example, users could have used a given appli- 
cation only because the gamification was fun, but not 
because the application was engaging). For this reason, a 
qualitative investigation, made of contextual interviews or 
focus groups, is necessary to clarify some aspects of the 
quantitative data gathered. 

In conclusion, we still want to emphasise that the pro- 
cess of gamifying a field trial does not consist in adding   
a layer made up of leaderboards and points to a context 
that is already self-contained. To gamify an evaluation ses- 
sion means to make it engaging and fun by adding game 
mechanics carefully designed for a specific context. Game 
mechanics, that is, the ‘rules of the game’, the different 
actions and behaviours afforded to the player within a game 
context (Hunicke, LeBlanc, and Zubek 2004), need to be 
well balanced and provide specific goals that users can 
achieve on their own during the gaming experience. In 
addition, the expected reward systems should be adapted 
to the type of situation to gamify, so that the playful side 
merges with the ‘serious’ side of the experience, without 
being perceived as a superficial or merely external ele- 
ment. The design of challenges and game rules should 
therefore be carried out with an accurate understanding of 
the context of the experience to be gamified and a careful 
selection of the game mechanics suitable for that context. 
Understanding the context comes before the design of the 
gamified evaluation itself. Only in this way it is possible to 
create a deeply engaging experience that is necessary for 
effective gamification. 
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Notes 
1. In this paper we focus on evaluating UCC activities in a social appli- 

cation. In the rest of the paper, we will use the term ‘social features’ 
to refer to these activities. 

2. Formative evaluations are done during design phases for checking 
that a prototype of an application meets users’ needs (Preece et al. 
2002). 

3. http://www.worldwithoutoil.org/ 
4. http://lostjoules.com/ 
5. http://www.chorewars.com/ 
6. http://q2l.org/ 
7. For more details on system architecture and the involved software 

components, see Console et al. (2013). 
8. The test was conducted through five tasks that addressed users to 

navigate and search information in the prototype of the application. 
The evaluation has involved 12 users. The variables considered for 
the composition of the sample were ‘Age’ (18–35 and 36–60 years) 
and ‘Experience and openness to technology’ (Hard users, who daily 
used technological tools, such as videogame consoles, personal com- 
puters, applications on their smartphones, and Soft users, who did 
not daily use technological tools). From the intersection of these 

http://www.worldwithoutoil.org/
http://lostjoules.com/
http://www.chorewars.com/
http://q2l.org/
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two variables, four groups of three users each were formed. The test 
lasted one hour and was conducted in our laboratories. 

9. The field study (Console et al. 2013; Marcengo et al. 2012) was con- 
ducted on a sample recruited by asking participants to try a novel 
application for the fair. On the basis of our previous usability test, 
we segmented the sample in four subgroups through the dimensions 
of age and attitude towards the new technologies of communication. 
The total sample has been of 684 users surveyed, divided into 228 
Young/Hard users, 114 Old/Hard users, 175 Young/Soft users, and 
167 Old/Soft users. Every user received the app pre-installed on an 
iPhone and could try it freely for as long as she liked in a limited 
area of the fair. 

10. The ‘cold start problem’ is the lack of data at the beginning on an 
interaction with an interactive system, which prevents the system to 
effectively work (Salton and McGill 1984). In our case, it consisted 
in a lack of an active social community of real users. 

11. http://www.cheese.slowfood.it/ 
12. A viral event is an event that exploits existing social networks by 

encouraging users to share information related to the event with their 
friends (Leskovec et al. 2007; Odén and Larsson 2011). 

13. http://www.nngroup.com/articles/participation-inequality/ 
14. We  define heavy and soft contributions according to the cogni-  

tive load required to the users (commenting is a more cumbersome 
activity than simply tagging). 

15. We evaluated also some WantEat features (temporal navigation pat- 
terns, typology of user actions, and typology of tag), but this is 
beyond the scope of this paper. 

16. Users at Salone del Gusto evaluation used our smartphones, and were 
sometimes accompanied by the experimenters during the trial. This 
probably justifies the higher percentage of active users with respect 
to Cheese. 

17. The report of the data of the interviews regarding this point is beyond 
the scope of this paper. 
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