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Abstract:
We investigate the relationship between self-reported importance of religion and risky behaviors in adolescence
using data from a large and detailed longitudinal study of English teenagers. We use school and individual fixed
effects, and treatment effects with inverse-probability-weighted regression adjustment, controlling for a rich set
of characteristics, including individual personality traits. Our results show that individuals with low religiosity
are more likely to engage in risky health behaviors.
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1 Introduction

There is considerable empirical evidence to indicate that the behavioral outcomes of people who hold religious
beliefs are different from those who do not (e. g. Iannaccone 1998; Campante and Yanagizawa-Drott 2015).1
Individuals who score higher on measures of religiosity tend to score better in a breadth of outcomes, such as
health and other measures of well-being. There is also a literature that suggests that there are certain person-
ality traits that are correlated with such outcomes (e. g. Mendolia and Walker 2014, and references therein).
Religiosity may well be positively correlated with some of these traits (and perhaps negatively correlated with
others). To the extent that favorable health and well-being outcomes might be due to either having favorable
personality traits, or having a high degree of religiosity, or both, then there is a case for unravelling the impor-
tance of each. Indeed, if they do complement each other, then the case of cultivating these traits might be even
greater in places where there is a high degree of religiosity.2

Our objective is to estimate the strength of the association between religiosity and the propensity to engage
in risky health behaviors among teenagers, allowing for psychological traits. These behavioral outcomes per-
tain to the consumption of alcohol, tobacco, and cannabis; sexual intercourse; and physical violence. Such risky
health behaviors may be associated with chronic health conditions, low educational achievements in adoles-
cence (Sabia and Rees 2009), future morbidity, and premature mortality (Gruber 2000; Kipping et al. 2012).3 We
focus on risky health behavior in adolescence, in particular, because of the potential long-term consequences.4

In contrast to the previous literature, we adopt a fixed-effect (FE) regression framework to control individual-
and school-level, time-invariant, unobserved heterogeneity. In addition, we examine the simultaneous roles
played by religiosity and personality traits in explaining these behavioral outcomes. These personality traits
include work ethic, locus of control, and self-esteem. We estimate these complex effects using a treatment-
effect inverse-probability-weighted regression-adjustment (IPWRA) framework developed by Imbens and
Wooldridge (2009) and recently implemented by Cattaneo, Drukker, and Holland (2013).

We contribute to the literature on the determinants of adolescent risky health behaviors in several ways.
First, we extend the literature on the relationship between religiosity and behaviors using a measure of in-
trinsic religiosity (namely, the importance of religion in one’s life). Previous research has instead looked at
participation in religious activities which we think of as a measure of extrinsic religiosity (e. g. Gruber 2005;
Mellor and Freeborn 2011). We take the view that intrinsic religiosity is a better indicator of the role that religion
per se plays in an individual’s decisions and attitudes. It captures the intensity of individual beliefs rather than
behaviors that could potentially be imposed by parental and societal expectations.5 Second, we also differenti-
ate ourselves from earlier work by specifically focusing on the role that religiosity and noncognitive personality
traits play.6 Finally, we separately account for individual- and school-level unobserved heterogeneity.

Our results show that a high level of religiosity together with a high level of work ethic is strongly associated
with a lower propensity to engage in risky behaviors. There is, of course, the risk that potential confounders
Silvia Mendolia is the corresponding author.
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may affect our econometric modeling, even when we use individual FE estimation, since this only deals with
bias associated with time-invariant confounders. Hence, while the results can be taken as further evidence of a
robust relationship between intrinsic religiosity and risky behavioral outcomes, we are not able to draw strong
causal inferences.

Our results are relevant for the vast majority of countries where the population includes a nontrivial share
of religious people but since the data come from a survey of English youth, it is especially relevant for England
and the rest of the United Kingdom. In this context, the prevalence of risky behaviors in England is higher
than similar OECD countries. For example, the use of cocaine in the United Kingdom is 220 % higher than the
EU26 average, and the use of ecstasy is more than double the EU26 figure. The United Kingdom has one of the
highest teenage pregnancy rates of any developed country (ONS 2014), and young people have higher rates of
sexually transmitted infections than older groups (Public Health England 2013).

The impact of the costs of these behaviors for society and for a public universal health care system, such
as the National Health Service (NHS) in the United Kingdom, is likely to be considerable. Smoking causes
around 79,000 preventable deaths each year in England and is estimated to cost the British economy over £11
billion per year (Department of Health 2017), including the cost of smoking-related hospital admissions, loss
in lifetime earnings, and loss in productivity because of absences from work. Similarly, the cost of alcohol for
the British society has been estimated to £21 billion per year, including costs from alcohol-related crime, loss in
productivity, and direct costs to the NHS (Department of Health 2016).

The rest of the paper is organized in the following sections: Section 2 provides a brief review of the most rel-
evant work. Section 3 describes our data, Section 4 outlines our estimation methods, Section 5 presents results,
and Section 6 discusses the results.

2 Related Literature

Religions may act as “social clubs,” proscribe risky behaviors, provide social support, and foster self-control and
self-regulation (McCullough and Willoughby 2009; Hungerman 2014). Therefore, religiosity can affect health-
related outcomes in a variety of ways. If traits associated with religiosity “protect” individuals from risky
behaviors (see, e. g. Mellor and Freeborn 2011; McCullough and Willoughby 2009), it becomes important to
understand the mechanisms through which this effect materializes.

Endogeneity in the form of self-selection pervades much of the relevant literature. Observed empirical rela-
tionships between religiosity and positive behavioral outcomes could be the result of unobserved factors that
drive both. Yet, it is difficult to conceive of an experiment that might allow the joint or separate impacts on
outcomes of interest, and it is unclear that this is something a researcher would normally find ethically accept-
able.7

Outside of economics, the literature in health and social sciences on this topic is substantial (e. g. Rew and
Wong 2006), but establishing causality remains elusive. Within the economics literature, Gruber (2005) and
Mellor and Freeborn (2011) use religious market density as an instrument for religious participation to gain
some insight into the causal relationship between religiosity and outcomes of interest. However, religion den-
sity may affect risky behaviors through peer effects, and people may self-select where to live based on their
religious affiliation. Other researchers exploit policy-driven changes in the opportunity cost of religious par-
ticipation (Gruber and Hungerman 2008) or differences in religiosity between siblings (Fletcher and Kumar
2014). While religiosity is often driven by family characteristics, we are unaware of datasets with sufficient
variation in religiosity between siblings to pursue this strategy. Fruehwirth, Iyer, and Zhang (forthcoming)
study the impact of religiosity on depression using peers’ religiosity as an instrument for individual religiosity
and, therefore, assume that one’s own mental health is not directly affected by one’s peers’ religiosity. A sim-
ilar peers-of-peers strategy in the context of education can be found in Mendolia, Paloyo, and Walker (2018).
This assumption may be credible in that context, but it would be very hard to use a similar instrument here,
in the context of risky heath behaviors, as it is likely that these will be substantially affected by peers’ pressure
(including peers’ religiosity).

The most directly comparable analyses to our own are the work by Sinha, Canaan, and Galles (2007) who use
a national US survey of 2004 adolescents, and the study by Fletcher and Kumar (2014), using discordant siblings
in the US Add-Health data. Sinha, Canaan, and Galles (2007) estimate the effect of religiosity on the log odds,
controlling for self-esteem, and a variety of background variables and find strong and statistically significant
effects on a range of risky behavioral outcomes. However, they make no attempt to consider the likely bias from
omitted unobservables. Fletcher and Kumar (2014) rely on sibling differences. They find a surprising degree
of discordance in sibling religiosity – only 43 % reported the same values. Nonetheless, the paper relies on the
sibling differences being exogenous – that is, once one controls for family FEs, the variation is exogenous. This
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assumption has been the topic of intense debate in the context of twins, even identical ones, and it is not clear
that the assumption is innocuous, even though it may be untestable.

We contribute substantially to this literature, by providing evidence of the association between religios-
ity and risky behaviors and explicitly taking into account individual unobservable characteristics, personality
traits, and the role of different combinations of these traits and religiosity.

3 Data and Descriptive Statistics

This paper uses data from the first four annual waves of Next Steps, previously known as the Longitudinal Study
of Young People in England or LSYPE (Department of Education 2011). The survey started when the adolescents
were in Year 9 at school in 2004 (Age 13–14). In the first wave, 13,914 young people from 647 schools answered
a full interview. The attrition rate was low, with response rates ranging from 74 % in Wave 2 to 85–90 % in the
following waves. Young people included in LSYPE were selected to be representative of the English population,
but specific groups were oversampled – in particular, young people from a low socioeconomic background
and from minorities (see Department for Education 2011). Further details of the data and its structure can be
found in University College London. UCL Institute of Education. Centre for Longitudinal Studies (2018) and in
Anders (2012). Our estimation sample includes up to 49,774 observations8 (person waves) of adolescents aged
13–18 years old with non-missing information on religiosity and risky behaviors.

Distinguishing between intrinsic religiosity and personality traits is an important aspect in this paper. For
example, individuals who say that religion is very important in their life are more likely to have high work ethic,
but they are also more likely to have an external locus of control – that is, those with high intrinsic religiosity
are more likely to believe that their lives are largely controlled by factors they cannot influence.9 As such, we
construct measures of these personality traits or noncognitive skills (namely locus of control, work ethic, and
self-esteem) following the literature by using factor analysis to summarize the response to the questions avail-
able in Next Steps (Mendolia and Walker 2014, 2015). These are included in the vector of independent variables
in the econometric specifications below (see the Online Appendix for further details).

Our outcome measures all pertain to risky health behaviors: whether the adolescent engaged in sexual
intercourse, having ever tried alcohol, drinking alcohol at least once a month, having tried cigarettes, having
tried cannabis, and having ever been involved in a fight. We focus on early initiation and restrict the sample
to behaviors observed at ages 14–17. As suspected, simple correlations indicate that adolescents who are more
religious or who have a high work ethic and high religiosity are less likely to engage in many of the risky health
behaviors.

Our independent variable of interest is the degree of religiosity across individuals. Youths report their re-
ligious group and they rate the importance of religion in their way of life on a scale from 1 (not important at
all) to 4 (very important). This is our measure of intrinsic religiosity. Christianity is the most common religious
affiliation in the estimation sample (almost 48 %), followed by Islam (12 %). The proportion of youths who de-
clare that religion is very important in their life is around 20 %. Over 40 % declare no religious affiliation or say
that religion is not important at all in their lives. Among those who say that religion is very important in their
lives, the majority are Muslim (53 %), followed by Christians (30 %).

Next Steps includes two questions on self-esteem asked at Waves 2 and 4. These questions are distinct from
those evaluating individuals’ mental health through the General Health Questionnaire. We follow the literature
(see, e. g. Ermisch, Francesconi, and Pevalin 2001) and construct an indicator of low self-esteem, along with
work ethic and locus of control.10 We classify youths as having low self-esteem if they have placed themselves
in the most distressed category for one of the two questions at least once across the two waves (Mendolia and
Walker 2014, 2015). Around 25 % of the children in the sample are classified as having low self-esteem using
this definition.

Next Steps also includes four questions on working attitudes with respect to school work asked at Wave 2,
and we use factor analysis to define an index of work ethic (Mendolia and Walker 2014, 2015). Individuals are
defined as having high work ethic if they are in the top quartile of the distribution of this index (Schurer 2017).
Locus of control refers to an individual’s perception of her ability to determine life events. Individuals with an
external locus of control believe that their life is mostly determined by events outside their control. We measure
locus of control using responses to six questions and use factor analysis to create indices of internal and external
loci of control. Youths are coded as having external locus of control if they have a score in the top quartile of
the distribution of the external index. All questions on personality traits in Next Steps are reported in the Online
Appendix.

Table 1 provides descriptive statistics for each of the relevant control variables used in the analysis, for
the sample pooled across all waves and treated as a cross section. The first column relates to all observations,
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while subsequent ones relate to subsets defined by various noncognitive skills and degrees of religiosity (e. g.
the sample includes 9,544 individuals with external locus of control (LOC) and so on). The sample size in
this table (53,549 observations) is different from the ones from Table 2 to Table 5 because individuals with
missing outcome observations, missing religiosity, or missing school identifiers (depending on models) have
to be dropped in the estimation. However, we provide descriptive statistics for the general sample, rather than
for different outcome samples (i. e. the number of missing observations varies for each outcome).

4
Authenticated | smendoli@uow.edu.au author's copy

Download Date | 6/16/19 1:09 AM

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
DE GRUYTER Mendolia et al.

Ta
bl

e
1:

M
ea

ns
(S
td

D
ev

s)
of

in
de

pe
nd

en
tv

ar
ia

bl
es

fo
rs

ub
gr

ou
ps

of
es

tim
at

io
n

sa
m

pl
e,

by
pe

rs
on

al
ity

tr
ai

ts
an

d
re

lig
io

si
ty

.

W
ho

le
sa

m
pl

e
Ex

te
rn

al
LO

C
In

te
rn

al
LO

C
Lo

w
se

lf
-e

st
ee

m
H

ig
h

se
lf

-e
st

ee
m

H
ig

h
w

or
k

et
hi

c
Lo

w
w

or
k

et
hi

c
R

el
ig

io
n

ve
ry

im
po

rt
an

t

N
o

re
lig

io
n

or
no

ta
ta

ll
im

po
rt

an
t

A
ve

ra
ge

K
S2

sc
or

e
27

.0
(4

.0
)

25
.6

(4
.2

)
27

.3
(3

.9
)

26
.9

(4
.1

)
27

.1
(4

.0
)

27
.4

(3
.8

)
27

.1
(3

.7
)

25
.9

(4
.5

)
27

.7
(3

.6
)

A
ve

ra
ge

IM
D

sc
or

e
25

.3
(1

7.
7)

28
.3

(1
8.

2)
26

.8
(1

7.
8)

25
.0

(1
7.

4)
25

.4
(1

7.
8)

27
.2

(1
8.

4)
23

.8
(1

7.
4)

35
.6

(1
7.

7)
20

.6
(1

5.
9)

C
hi

ld
re

n
in

th
e

fa
m

ily
2.

1
(1

.1
)

2.
2

(1
.2

)
2.

1
(1

.1
)

2.
1

(1
.1

)
2.

1
(1

.1
)

2.
2

(1
.1

)
2.

9
(1

.1
)

2.
6

(1
.4

)
1.

9
(0

.9
)

M
ot

he
r’s

ag
e

42
.9

7
(5

.6
0)

42
.7

(5
.7

)
43

.3
(5

.4
)

43
.2

(5
.6

)
42

.9
(5

.6
)

42
.9

(5
.5

)
43

.1
(5

.6
)

43
.0

(6
.0

)
43

.3
(5

.2
)

M
ot

he
rh

as
a

de
gr

ee
(%

)
10

.3
7.

9
10

.5
11

.7
9.

9
10

.3
11

.3
7.

3
10

.4
M

ot
he

rh
as

ot
he

rH
E

(%
)

11
.8

9.
3

11
.1

12
.5

11
.6

10
.9

11
.1

7.
8

14
.4

M
ot

he
rs

en
io

rh
ig

h
sc

ho
ol

(%
)

12
.0

11
.7

12
.7

11
.7

12
.1

11
.2

12
.9

6.
1

14
.4

M
ot

he
rh

ig
h

sc
ho

ol
gr

ad
es

A
–C

(%
)

25
.8

22
.9

25
.4

24
.9

26
.1

23
.9

27
.1

13
.6

31
.4

M
ot

he
rq

ua
l.

le
ve

l ≤
 1

(%
)

8.
1

9.
4

7.
6

7.
9

8.
2

7.
3

9.
4

3.
7

9.
6

M
ot

he
rh

as
ot

he
rq

ua
l.

(%
)

2.
5

2.
9

3.
3

2.
9

2.
4

2.
7

2.
5

3.
0

2.
4

M
ot

he
rh

as
no

ed
uc

at
io

n
(%

)
25

.1
31

.7
26

.3
24

.4
26

.4
30

.0
21

.8
55

.5
13

.1

Si
ng

le
m

ot
he

r(
%

)
23

.3
26

.1
22

.4
25

.1
25

.3
19

.3
25

.7
16

.0
21

.9
M

ot
he

ra
ge

 ≤
 20

at
bi

rt
h

(%
)

6.
1

7.
6

7.
5

6.
2

6.
2

6.
1

5.
7

6.
9

4.
8

M
al

e
(%

)
50

.6
53

.3
53

.3
40

.0
54

.0
46

.8
53

.5
48

.1
48

.6
Bl

ac
k

(%
)

6.
6

6.
7

8.
6

6.
2

6.
7

9.
9

3.
9

16
.0

3.
1

A
si

an
(%

)
17

.1
19

.7
21

.4
16

.9
17

26
.8

11
.0

60
.1

3.
1

M
ix

ed
(%

)
7.

2
7.

6
7.

5
8.

3
6.

8
7.

1
7.

0
8.

7
5.

2
M

ot
he

ru
ne

m
pl

oy
ed

(%
)

1.
6

1.
8

1.
9

1.
9

1.
5

1.
7

1.
6

1.
7

1.
3

M
ot

he
ro

ut
of

la
bo

rf
or

ce
(%

)
30

.8
36

.4
32

.6
31

.0
30

.7
34

.9
27

.6
60

.5
19

.5

Ta
ke

sp
riv

at
e

le
ss

on
s(

%
)

11
.4

9.
5

12
.0

12
.3

11
.1

14
.6

9.
9

14
.2

10
.8

En
gl

is
h

is
fir

st
la

ng
ua

ge
(%

)
94

.0
93

.5
95

.8
94

.5
93

.0
92

.2
97

.0
78

.2
98

.9

In
co

m
e <

 £1
1,

40
0

(%
)

22
.2

16
.3

21
.4

22
.9

19
.0

21
.2

24
.5

8.
5

28
.5

£1
1,

40
0 <

 in
co

m
e <

 £3
1,

20
0

(%
)

33
.7

35
.9

33
.9

33
.9

33
.6

34
.5

33
.6

31
.0

35
.3

In
co

m
e >

 £3
1,

20
0

(%
)

19
.2

22
.3

19
.9

19
.7

22
.2

19
.6

19
.5

22
.5

15
.8

N
53

,5
49

9,
54

4
6,

63
6

13
,6

25
39

,9
24

9,
74

4
11

,9
17

9,
99

0
10

,8
52

5
Authenticated | smendoli@uow.edu.au author's copy

Download Date | 6/16/19 1:09 AM

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
Mendolia et al. DE GRUYTER

N
ot

e:
St

an
da

rd
de

vi
at

io
ns

in
br

ac
ke

ts
.K

S2
is

a
na

tio
na

lt
es

ts
co

re
at

ag
e

10
.I

M
D

is
an

in
de

x
of

ne
ig

hb
or

ho
od

de
pr

iv
at

io
n.

In
co

m
e

is
in

20
04

pr
ic

es
.L

ev
el

1
qu

al
ifi

ca
tio

ns
in

cl
ud

e
G

C
SE

(a
ta

ge
16

)p
as

si
ng

gr
ad

es
A

–C
;l

ev
el

1
ce

rt
ifi

ca
te

;l
ev

el
1

aw
ar

d;
le

ve
l1

na
tio

na
l

qu
al

ifi
ca

tio
ns

(a
ll

lo
w

er
le

ve
lq

ua
lifi

ca
tio

ns
th

an
ju

ni
or

hi
gh

sc
ho

ol
).

Th
e

sa
m

pl
e

si
ze

in
cl

ud
es

al
li

nd
iv

id
ua

ls
in

w
av

es
1–

4
w

ith
no

m
is

si
ng

re
lig

io
si

ty
in

fo
rm

at
io

n.
D

iff
er

en
tc

ol
um

ns
in

cl
ud

e
su

bg
ro

up
so

fi
nd

iv
id

ua
ls

by
ob

se
rv

ab
le

ch
ar

ac
te

ris
tic

s(
e.

 g
.9

,5
44

in
di

vi
du

al
s

w
ith

ex
te

rn
al

LO
C

an
d

so
on

).
Sa

m
pl

e
si

ze
si

n
Ta

bl
e

1–
Ta

bl
e

5
in

th
e

m
ai

n
te

xt
ar

e
di

ffe
re

nt
as

in
di

vi
du

al
sw

ith
m

is
si

ng
in

fo
rm

at
io

n
ar

e
dr

op
pe

d
ac

ro
ss

va
rio

us
m

od
el

s.
N

re
pr

es
en

ts
nu

m
be

ro
fo

bs
er

va
tio

ns
(p

er
so

n 
× 

w
av

e)
.

6
Authenticated | smendoli@uow.edu.au author's copy

Download Date | 6/16/19 1:09 AM

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
DE GRUYTER Mendolia et al.

Children who say that religion is very important in their daily lives tend to have a lower Key Stage 2 (KS2)
scores (test scores at age 10), live in more deprived neighborhoods, have more siblings, are much less likely to
have a well-educated mother, but more likely to live in a high-income household.

Figure 1 shows the distribution of religiosity in the estimation sample. In particular, we present percentages
of youths in the survey who report that religion is not important at all, not very important, fairly important, and
very important in each wave. Over 40 % of youths in the sample report no religion/religion is not important
at all. The proportions declaring not very, fairly, and very important are close to 20 % for each category. In
Appendix (Figure A1 and A2), we report the degree of religiosity by age and by religious affiliation. Figure A1
shows that there is limited variation in religiosity with age, and Figure A2 shows that Muslim youths exhibit
the highest degree of religiosity.

Figure 1: Intrinsic religiosity in the estimation sample (percent).
Note: Sample size = 53,549 observations.

Figure 2 reports outcomes by religiosity. Not surprisingly, there is a strong negative association between
risky behaviors and high levels of religiosity, compared to average. For example, the average proportion of
youths aged 14–17 who have had sexual intercourse is around 25 %, but this percentage declines drastically to
10 % for youths with high levels of religiosity and increases to 30 % among youths with no religion (or religion
not important at all). A similar pattern is observed for all risky behaviors.

Figure 2: Outcomes by religiosity (percent).
Note: Sample size = 53,549 observations (percentages are calculated excluding individuals with missing observations on
each outcome).

Similarly, Figure 3 presents outcomes by personality traits. Individuals with high work ethic are much less
likely to engage in each risky behavior.
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Figure 3: Outcomes by personality traits (percent).
Note: Sample size = 53,549 observations (percentages are calculated excluding individuals with missing observations on
each outcome).

Lastly, Figure 4 presents the proportion on individuals with different personality traits, in the whole sample,
and by religiosity. For example, there is about 22 % of individuals with high work ethic in the sample, but this
proportion is higher among the individuals who show high religiosity (around 35 %). However, there is no
particular overall pattern for low self-esteem and external locus of control.

Figure 4: Personality traits by religiosity (in percent).
Note: Sample size = 53,549 observations (percentages are calculated excluding individuals with missing observations on
each personality trait).

A possible limitation of our study is that individuals may not provide sincere answers to the religiosity
questions. This is relevant here because respondents are interviewed face-to-face (albeit computer-assisted),
and there may be a social expectation to respond in a certain way. In this case, however, it is not altogether
clear that the respondents would be inclined to over- or underestimate the importance of religion in their lives.
Many developed countries are effectively secularized and people may prefer not to profess a religion. This is
essentially an issue of measurement error, and there is an expectation that this will underestimate the impact
of this variable. While these are self-reported answers to a computer-assisted interview where the parent can
be present, the differences in these distributions of religiosity responses are not very sensitive to whether the
parent is present or not.

Indeed, the relevant literature that has investigated religiosity (see, e. g. Fletcher and Kumar 2014; Frue-
hwirth, Iyer, and Zhang forthcoming) shows that measures of self-reported (or intrinsic) religiosity are less
likely to be socially influenced or sanctioned than extrinsic measures, such as church attendance and prayer.
Furthermore, previous studies have suggested that it is important to separately consider believing (measured
through prayer and religious importance) from other measures of religiosity. The rationale for this is that the
way in which religiosity is measured has been shown to affect individual outcomes differently (Iyer 2016).
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Finally, we include a variety of control variables in our analysis, such as parental characteristics, religious af-
filiation, and individual personality traits, as these may correlate with the likelihood of providing truthful
answers.

4 Empirical Model

We begin by estimating an OLS model to control observable confounders:

ℎ𝑖𝑗𝑡 = 𝛼 + 𝛽𝑟𝑖𝑗𝑡 + 𝛾′p𝑖𝑗𝑡 + 𝛿′x𝑖𝑗𝑡 + 𝜀𝑖𝑗𝑡, (1)

where ℎ𝑖𝑗𝑡 represents a risky health behavior for individual 𝑖 in school 𝑗 at time 𝑡; 𝑟𝑖𝑗𝑡 is an individual’s reported
intrinsic religiosity; p𝑖𝑗𝑡 is a vector of psychological traits; x𝑖𝑗𝑡 is a vector of child and family characteristics,
including religious denomination, for an individual; and 𝜀𝑖𝑗𝑡 is the unobservable determinant of the health
behavior, which we assume can be decomposed into a school FE and an idiosyncratic component.

The vector of covariates includes the individual’s age (binary variables), ethnicity, results in test scores at
age 10, maternal education and employment, whether the child lives with a single mother, maternal age and
age at birth, whether English is the first language in the family, whether the child receives private lessons,
the presence of older siblings, and the index of multiple deprivation score.11 We extend the model to include
household annual income recorded in 2004 prices at Wave 1.

In the presence of unobserved confounders, OLS is an inconsistent estimator of the population-level pa-
rameter of interest, which is the association between religiosity and personality traits and risky health behav-
iors. However, this is a rich dataset, and by including an extended list of control variables, we can make some
progress toward reducing the bias caused by unobserved heterogeneity. That said, we caution against inferring
causality from the estimated models that do not contain time-invariant FEs, but we do emphasize instead the
robustness of the statistically significant relationships that arise.

We also include school FEs in the estimation in order to take into consideration the fact that individuals
attending the same school are likely to have common unobserved characteristics that do not vary over time that
may influence their propensity to engage in risky behaviors. These typically include indicators of socioeconomic
status not otherwise captured by the control variables in the vector x𝑖𝑗𝑡, environmental factors, as well as school-
specific characteristics such as religious denomination, teacher quality, and disciplinary policies.12

OLS estimates could be biased because of unobserved characteristics that simultaneously affect religiosity
and the propensity to engage in risky health behaviors. However, Next Steps is a longitudinal dataset, and ques-
tions concerning intrinsic religiosity and our outcome variables of interest are asked repeatedly. This allows us
to leverage “within” (i. e. person-specific) variation in the levels of religiosity between individuals and estimate
an individual FEs model that can be written as

ℎ𝑖𝑗𝑡 = 𝛼 + 𝛽𝑟𝑖𝑗𝑡 + 𝛾′p𝑖𝑗𝑡 + 𝛿′x𝑖𝑗𝑡 + 𝜇𝑖 + 𝜀𝑖𝑗𝑡, (2)

where 𝜇𝑖 represents a set of time-invariant individual characteristics.
Unfortunately, FE estimation is not a panacea. In the “within” model with individual FEs, the causal in-

terpretation of 𝛽 relies on the assumption that the time-dependent error term 𝜀𝑖𝑗𝑡 is independent of changes
in religiosity and risky behaviors, conditional on the regressors, p𝑖𝑗𝑡 and x𝑖𝑗𝑡, and the individual FE. This as-
sumption fails if there are unobserved random shocks that affect both risky behaviors and religiosity. For this
reason, we control a wide set of characteristics to test the sensitivity of our main findings, and we use IPWRA
treatment-effect estimation to show the stability of the main results using different estimation techniques.

In particular, we examine the role of multiple personality traits and different combinations of personal-
ity traits and religiosity using IPWRA treatment-effect estimation based on the implementation in Cattaneo,
Drukker, and Holland (2013).13 Specifically, the probability of “treatment” (in this context, having a certain
level of religiosity, or a combination of religiosity and personality traits) is estimated using a multinomial
logit specification. The inverse of these predicted probabilities is used as weights in a second-stage regression
(Wooldridge 2007, 2010; Imbens and Wooldridge 2009).

The IPWRA estimator has the “double robustness property” (Wooldridge 2007, 2010) in that only one of the
two equations in the model must be correctly specified to consistently estimate the parameters of interest. In
practice, estimates in the second stage (the risky behavior equation) are robust to misspecification of the first
stage (the multinomial logit model of treatment propensities) provided that the second stage is correctly spec-
ified. Similarly, estimates from the first stage are robust to the second step, provided the weighting is correctly
specified.
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Nonetheless, like OLS, estimation by IPWRA relies on the conditional-independence assumption in order
to identify the effect of religiosity on health risk behaviors. If we have enough information on the observable
differences between youths with and without the treatments, we can heavily weight treated observations that
have similar observables to untreated individuals and obtain unbiased estimates of the causal relationship
between religiosity and health risk behaviors (Mendolia and Walker 2015). Technically, the estimator weights
similar observations across treatment groups highly, relying less on the functional-form assumption embedded
in the regression step. Indeed, by putting disproportionate weight on control observations that are most like
treated observations, IPWRA reduces the reliance on functional form that OLS imposes.

5 Results

The estimation results from the model including school FEs are presented in Table 2, followed by results, which
account for individual-level FEs in Table 2. We then present results from the estimation of the relationship
between multiple traits and various levels of religiosity (on one side) and the propensity to engage in risky
health behaviors (on the other side) in Table 3 and Table 4.14 Standard errors are clustered at the individual level
throughout to account for individual-specific correlation across the four waves of the longitudinal dataset. The
results presented are based on unweighted regressions; the use of survey weights produced similar estimates.

Table 2: Religiosity and behavioral health outcomes (least squares with school fixed effects).

Ever had
sexual
intercourse

Ever tried
cannabis

Ever drunk
alcohol

Drinks at
least once a
month

Ever
smoked

Ever
involved in
a fight

Religion is not
very important

−0.006
(0.009)

−0.029
(0.007)***

−0.018
(0.007)**

−0.020
(0.008)**

−0.030
(0.007)***

−0.036
(0.007)***

Religion is
fairly important

−0.075
(0.010)***

−0.072
(0.007)***

−0.090
(0.008)***

−0.079
(0.008)***

−0.072
(0.008)***

−0.059
(0.008)***

Religion is
very important

−0.140
(0.012)***

−0.108
(0.009)***

−0.189
(0.009)***

−0.118
(0.010)***

−0.094
(0.009)***

−0.087
(0.009)***

N 33,886 49,774 49,156 47,725 38,264 38,568

Omitted group: no religion or religion is not important at all. Included covariates: Individual’s gender, age, religious affiliation; KS2 test
score, high work ethics, low self-esteem, external locus of control, ethnicity, English as first language, takes private lessons, mother’s
education, mother’s age single mother, mother’s employment status; mother younger than 20 at birth; IMD score; number of children in
the family presence of older siblings; income groups in wave 1 (annual income > £31,200; between £11,400 and £31,200; and <£11,400
omitted). *Indicates significant at 10 % level, **at 5 %, and ***1 %. N represents number of observations (person × wave).

Table 3: Religiosity and behavioral health outcomes (least squares with individual fixed effects).

Ever had
sexual
intercourse

Ever tried
cannabis

Ever drunk
alcohol

Drinks at
least once a
month

Ever
smoked

Ever
involved in a
fight

Religion is not very
important

−0.002 (0.011) −0.010 (0.008) −0.005 (0.009) −0.014 (0.011) −0.002
(0.008)

−0.002 (0.010)

Religion is fairly
important

−0.023
(0.014)*

−0.008 (0.010) −0.028
(0.012)**

−0.018 (0.013) −0.022
(0.011)**

−0.017 (0.012)

Religion is very
important

−0.019 (0.017) −0.014 (0.013) −0.049
(0.015)***

−0.013 (0.017) −0.024
(0.013)*

−0.025
(0.015)*

N 33,886 49,774 49,156 47,725 38,264 38,568

Omitted group: no religion or religion is not important at all. Included covariates: Religious affiliation; mother’s education, single mother,
age binary variables, mother’s employment status; number of children in the family. *Indicates significant at 10 % level, **at 5 %, and
***1 %. N represents number of observations (person × wave).

Table 4: Religiosity and behavioral health outcomes (treatment-effect ipwra).
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DE GRUYTER Mendolia et al.

Had
sexual
inter-
course

Ever
tried
cannabis

Ever
drunk
alcohol

Drinks
at least
once a
month

Ever
smoked

Ever
involved
in a fight

Religion is not
very important

−0.0196
(0.013)

−0.0169
(0.008)*

−0.019
(0.014)

−0.0196
(0.013)

−0.0202
(0.010)*

−0.0205
(0.014)

Religion fairly
important

−0.084
(0.012)***

−0.062
(0.007)***

−0.116
(0.012)***

−0.095
(0.011)***

−0.073
(0.008)***

−0.0511
(0.012)***

Religion very
important

−0.193
(0.015)***

−0.095
(0.0099)***

−0.227
(0.015)***

−0.154
(0.014)***

−0.068
(0.011)***

−0.073
(0.014)***

N 33,431 49,720 49,102 47,672 38,223 38,525

Omitted group: No religion or religion is not important at all. Covariates: gender, age, religious affiliation; KS2 test score, high work
ethics, low self esteem, external locus of control, ethnicity, English as first language, takes private lessons, mother’s education, mother’s
age single mother, mother’s employment status; mother under than 20 at birth; IMD score; number of children in the family presence of
older siblings; income groups in wave 1 (annual income > £31,200; between £11,400 and £31,200; and <£11,400 omitted). *Indicates
significant at 10 %, **5 %, and ***1 %. N represents number of observations (person × wave).

The strongest associations are found when using school-level FEs (Table 2). In particular, individuals who
declare that religion is fairly important or very important in their lives are significantly less likely to engage in
sexual activity at ages 14–17 (−7 p.p. for fairly important and −14 p.p. for very important compared to a mean
of 25 %); to have tried alcohol (−9 and −19 p.p. compared to a mean of 63 %); or being regular drinkers (−8
and −12 p.p. with a mean of 38 %); to have tried cannabis (−7 and −11 p.p. with a mean of 19 %); or cigarette
smoking (−7 and −9 p.p. with a mean of 13 %); and to have ever been involved in a fight (−6 and −9 p.p. with
a mean of 13 %).15 The reference category in all cases are adolescents who either do not profess any religion
or say that religion is not important at all in their lives. Appendix Table A2 presents the results analyzing the
associations between all the other independent variables and risky health behaviors.

Table 3 presents results from the model with individual FEs. This model relies on youth-specific variation
across waves of religiosity and risky behaviors to identify the effects. As mentioned previously, the credibility
of the estimates using the within variation turns on whether time-varying characteristics matter in determining
behavioral health outcomes and religiosity. In Table A1 in Appendix, we report the within-standard deviation
in the variable which measures the importance of religion in the adolescent’s life (0.325, which is likely to be
large enough to allow reliable FE estimates to be obtained). We also report a transition matrix, showing changes
in individuals’ religiosity between time t − 1 and t.

The results in Table 3 are, unsurprisingly, smaller in magnitude than those in Table 2, and some coefficients
lose their statistical significance. This could be due to higher measurement error in the FE regression or to the
fact that we now control individual time-invariant characteristics, which could affect religiosity and risky be-
haviors. However, these results are consistent with the narrative that increased intrinsic religiosity is associated
with less risky health behavior. In particular, high intrinsic religiosity remains a statistically significant deter-
minant of the reduced likelihood in ever having sexual intercourse (−2 p.p.), ever having drunk alcohol (−3
to −5 p.p.), ever having smoked (−2 p.p.), and ever having been involved in a fight (−2.5 p.p.). The decrease
in statistical significance of these results is likely due to the limited within-individual variation in the level of
religiosity. The statistically significant relationship between religiosity and cannabis initiation in OLS is en-
tirely absent from the individual FEs estimates. The list of included covariates is smaller in this model, as only
time-varying individual characteristics can be included in a model with individual FEs.

Together with Table 2, this set of results indicates that unobserved, individual-level, time-invariant het-
erogeneity matters substantially for the probability of engaging in risky health behaviors. This is perhaps not
surprising given the strong selection effects that pervade religious choice, the intensity of practice, and the
strength of one’s beliefs. That said, to the extent that the estimation approach is able to take this into account,
intrinsic religiosity evidently has an independent impact on the propensity to have early initiation of sexual
intercourse, alcohol, smoking, and physical violence.

Two other results, available on request, are worth noting. First, the estimated coefficients are similar in size
and significance for boys and girls with only a few exceptions, particularly for the association between religiosity
on smoking. Second, religiosity seems to be relevant for females only in this regard. In terms of differences across
religious affiliation, we find that Muslim, Hindu, and Sikh boys and girls are less likely to engage in risky health
behaviors, and particularly in early sexual activity and underage drinking.

In addition, we ran sensitivity tests including additional covariates in the model, such as maternal disability
and individual’s health status. In the face of intimations of mortality, one might expect the afflicted to grasp at a
supernatural who can lend succor. We also tested whether an indicator for attending a religious school matters.
These results also do not change enough to warrant comment and are available on request. Lastly, we estimate
two additional models including lags and leads of religiosity. Results are reported in Appendix (Table A3 and
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A4) and show that leads of religiosity never have any impact on risky behaviors, while lags significantly affect
them.

Notably, all our results are consistent with previous findings using US data (Fletcher and Kumar 2014; Gru-
ber 2005; Mellor and Freeborn 2011). The most directly comparable analyses to our own are the work by Sinha,
Canaan, and Galles (2007) and the study by Fletcher and Kumar (2014). Our results are consistent with this
existing literature, but substantially complement this evidence by explicitly taking into account individual un-
observed heterogeneity and the role of multiple combinations of religiosity and personality traits.

Table 4 and Table 5 present results from the treatment effects with IPWRA estimator. The number of ob-
servations in these tables is slightly lower than the one from the previous tables since individuals with low
propensity scores are automatically eliminated from the sample by the estimation method to guarantee model
convergence.
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In Table 4, we use IPWRA treatment-effect estimation to explore the separate role of different levels of re-
ligiosity (controlling for personality traits and other observables, similarly to the OLS model with school FEs,
estimated in Table 1). The results indicate that individuals with high religiosity are substantially less likely to
engage in all risky behaviors. The estimated coefficients of religion being very important are nontrivial and
statistically significant: −7 p.p for having been involved in a fight and smoking, −15 p.p. for regularly drinking
alcohol, and −20 p.p. for engaging in early sexual activity.

In Table 5, we use IPWRA treatment-effect estimation to analyze different combinations of work ethics, self-
esteem, and intrinsic religiosity. High religiosity is defined here as an individual who declares that religion
is fairly or very important for him/her, high work ethic is defined as individuals in the top two quartiles of
the work ethic index, and high self-esteem is defined as the complement of our indicator for low self-esteem.16

The omitted group is children with low self-esteem, low work-ethic, and low religiosity. We think of this as
the riskiest combination of characteristics, and any departure from this would imply less risky behavior – that
is, our priority is that all coefficients in Table 4 should be negative. Remarkably, all 42 parameters satisfy this
condition, and all but one are statistically significant.

Comparing row 1 with 2, 4 with 5, and 6 with 7, it is clear that high religiosity is highly protective for all
risk behaviors, except for fighting where the reduction is small (apart from the first case where the reduction is
larger). When we analyze the combination of high work ethic, high self-esteem, and high intrinsic religiosity,
we find that individuals who have the three positive traits are best protected in the case of all six outcome
behaviors. The combination of high religiosity and one of the positive traits (high self-esteem or high work
ethic) is also quite protective, with estimates from −13 to −25 p.p. For every combination of personality traits,
switching from low-to-high religiosity generates a large protective effect. These results suggest that religiosity
may play a substantial role in protecting adolescents, and possibly an even stronger role than other important
traits, such as self-esteem or work ethic.

6 Conclusion

We estimate the relationship between intrinsic religiosity on the probability of engaging in a range of risky
health behaviors. We use information from a longitudinal dataset of English teenagers, controlling for school
and individual-level heterogeneity. In addition, we examine the role of noncognitive personality as well as
religion. Our results indicate that intrinsic religiosity may provide important protection against engaging in
risky health behaviors.

Our study focuses on the intrinsic aspect of religion and, therefore, highlights the importance of individ-
ual beliefs and personal choices rather than participation in religious activities (i. e. extrinsic religiosity). This
aspect of religion is likely to have an important overlap with personality traits such as work ethic, self-esteem,
and locus of control. The results suggest that religiosity has an important protective effect especially for those
with the weakest psychological traits. This suggests that there is potentially a role for nonmarket institutions
such as religion (or, more specifically, the values that are emphasized in religion) to play in managing the neg-
ative impacts that could arise out of risky health behaviors. From a policy perspective, there is a potential to
focus on positive changes in personality traits (especially work ethic and self-esteem), and the development of
these positive traits might even be encouraged and facilitated through a collaboration between educational and
religious institutions.

There are a number of channels through which religiosity can impact the likelihood to engage in risky health
behaviors, including increased social interaction, support network, and higher degree of self-control (Gruber
2005; McCullough and Willoughby 2009; Pirutinski 2014).

Identifying the causal pathways that make up the transmission mechanism through which religiosity op-
erates on risky behaviors is beyond the scope of this paper. We, therefore, cannot say any more than it appears
that religiosity does affect risky behaviors but we cannot investigate why it does.

One may also consider extracting what is essential in religion that creates these positive behavioral out-
comes, so as to form policies that extend the benefits to those adolescents who do not profess a religious belief.
For instance, having religious beliefs may impact on one’s “goal selection, goal pursuit, and goal management”
(McCullough and Willoughby 2009), or it may influence abilities for self-monitoring and self-regulation. These
skills could form part of a wider foundation for secular morality. Thus, the scope for policy is not limited to
those that may be wielded by the members and leaders of religious organizations. If it were possible to distil the
essence of religiosity, as far as risky behavior is concerned, then there would be room for improving outcomes
for children even in the absence of encouraging religion. Future research could explore possible mediators. In
this context, it may be possible to find exogenous variation in attending a faith school (e. g. distance from a re-
ligious school), which might then illuminate how school choice and admission mechanisms might be changed.
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Indeed, exploring peer effects in religiosity might suggest how children with high religiosity could be better
distributed across schools.
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Notes
1 See Hungerman (2014) and the references therein, particularly those listed in his first footnote.
2 As in Iannaccone (1998), and much of the literature, we remain silent on the “validity of religious beliefs or authenticity of religious
institutions.”
3 See Cawley and Ruhm (2011) for a review of the findings in these areas.
4 See Gruber (2000) for an analysis of youth risky health behavior from an economic perspective and Cawley and Ruhm (2011) for an
analysis of economic concepts that relate to health behaviors.
5 One could argue that intrinsic religiosity may be affected by external factors as well; but, since it is essentially private or hidden, it more
likely represents an individual’s true feelings about religion.
6 See Heckman, Stixrud, and Urzua (2006), Chiteji (2010), Cobb-Clark, Kassenboehmer, and Schurer (2014), and Mendolia and Walker
(2014), showing that personality traits have a substantial effect on the probability of engaging in risky health behaviors.
7 Nonetheless, a recent paper by Bryan, Choi, and Karlan (2018) does exactly that.
8 The number of observation varies in the different models, depending on the number of missing values in each outcome considered.
9 People who believe that they have a significant influence on their life outcomes are characterized as having an internal locus of control.
10 Next Steps does not include “Big Five personality traits” questions (openness to experience, conscientiousness, extraversion, agreeable-
ness, and neuroticism) commonly used in similar analyses (see Almlund et al. 2011).
11 The IMD is a government-produced statistic that indicates the relative deprivation of small areas in England. The index is based on a
variety of socioeconomic characteristics, such as income, employment, education, health, and so on, associated with a local area.
12 The majority of students in the sample attend government schools with no religious affiliation, but the sample also includes a small
proportion of Catholic schools (around 7 %) and Church of England schools (around 5 %). Individuals in the sample come from over 650
schools, and there are, on average, 32 observations from each.
13 These estimates are calculated using the teffects ipwra routine in Stata (StataCorp 2017).
14 See Mendolia and Walker (2014) for an analysis of the impact of personality traits on health risk behaviors. This previous study shows
that individuals with external locus of control, low self-esteem, or with low levels of work ethics seem more likely to engage in risky health
behaviors.
15 For brevity, the estimated impacts are rounded to the nearest integer when reported outside the tables.
16 We simplify the definitions of high/low religiosity in order to achieve sensible cell sizes, which allow the model to converge. We do not
consider external locus of control in these combinations, as the effect of this trait decreases once we control religiosity.
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