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Abstract

The aim of this paper is to publish at least something, which is, however, not that bad...

1 Introduction

The Morse index theorem is a famous result in differential geometry, relating the Morse index of
a geodesic on a Riemannian manifold to its number of conjugate points (cf. [?]). It was proved
by Marston Morse in the forties and since then has been generalized into various directions.
After introducing coordinates, the Morse-index theorem turns out to be a result about Dirichlet
boundary value problems for strongly elliptic systems of ordinary differential equations of second
order. More precisely, the equations are of the form

(1)

where S : [0,1] — M (n;R) is a smooth path of symmetric matrices for some n € N. If we now
set the Morse index piprorse(S) to be the number of negative eigenvalues of the boundary value
problem (1) counted with multiplicities and

m(t) = dim{u: [0,¢] = R" : —u"(z) + S(z)u(x) =0, u(0) = u(t) = 0}, (2)

then the Morse index theorem states that

,uMorse(S) = Z m<t) (3)

te(0,1]

Instants ¢ € I such that m(¢t) > 0 are called conjugate and (3) implies in particular that they are
finite in number.

. Smale showed in [?] that an equality like (3) continues to be true in the more general case of
general strongly elliptic second order partial differential equations as follows: let M be a smooth
compact manifold with non empty boundary OM, F a Riemannian vector bundle over M and
p¢ M — M a continuous curve of smooth embeddings such that ¢y = i¢d and My C M, for
s>t Let L :Tg(E) — I'(E) be a strongly elliptic selfadjoint differential operator of order 2k,
where I'g(E) denotes the subspace of those elements of I'(E) that vanish on the boundary of M.
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Note that L has a finite Morse index by the strong ellipticity assumption. Moreover, we obtain
differential operators L; : T'g(Eps,) — T'(Eag,) by restricting L to E |y, and we denote

m(t) = dim{u € To(E}) : Lyu = 0}.

Now Smale’s theorem states that under a certain “unique continuation property” of the operators
L, the corresponding equality (3) still holds. Later Uhlenbeck [?] and Swanson [?] gave alternative
proofs of Smale’s result using abstract Hilbert space theory and intersection theory in symplectic
Hilbert spaces respectively. However, all the constructions mentiones so far use strongly the
assumption of Dirichlet boundary conditions, which permit an extension of functions in the Sobolev
spaces H*(M,), t € (0,1) to H*(M) by 0.

A completely different variation of Morse’s classical result is inspired by physical applications
and concerns the corresponding statement for geodesics in Lorentzian manifolds, the models of
space-time in general relativity theory. Complete results in case of so called light-like and time-
like geodesics can be found for example in the book [?]. Fifteen years ago, Helfer studied the
same question for the remaining space-like geodesics and, moreover, geodesics in arbitrary semi-
Riemannian manifolds [?]. His results yield that it is not even possible to make sense of the values
involved in the classical Morse-index theorem (3) in this generality since the ordinary Morse index
is infinite and conjugate points may accumulate. Starting with Helfers work, considerable amount
of research has been done in order to extend the Morse-index theorem to geodesics in arbitrary
semi-Riemannian manifolds (cf. PICCIONE +REFERENCES). A new approach to this problem
was proposed by Musso, Pejsachowicz and the first author in [?], where topological tools like
spectral flow and the winding number were used in order to give a meaning to the Morse index
and the conjugate index in the semi-Riemannian setting. Subsequently, the second author gave
an alternative proof of their version of the Morse theorem using the Atiyah-Janich bundle and
K-theoretic methods [?]. This makes the Morse-index theorem reminiscent of the Atiyah-Singer
index theorem for selfadjoint elliptic operators.

Recently, Smale’s theorem was extended for scalar equations to more general boundary conditions
under the additional assumption that the manifold M is a star-shaped domain €2 with respect to
the origin in some Euclidean space R™V and the shrinking ¢ is the canonical contraction to 0 € R,
Deng and Jones considered in [?] bounded perturbations of the Laplace equation for boundary
value problems which are either similar to the Dirichlet- or the Neumann problem. HOWEVER;
THERE IS A GAP! The first author extended their results in collaboration with Dalbono for the
classical Dirichlet and Neumann problem to the case of general scalar second order elliptic partial
differential equations [DP12]. The novelty in these investigations is that now, except for the case
of the classical Dirichlet condition as treated by Smale in [?], conjugate points can accumulate
as in the case of semi-Riemannian geodesics and hence the right hand side in [?] does no longer
makes sense, while the left hand side is still well defined. Deng and Jones overcome this problem
in [?] by using a Maslov index for curves of Lagrangian subspaces in a symplectic Hilbert space
consisting of functions on the boundary of €2.

Note that compared to (1), the equations considered in [?] and [DP12] correspond for Dirichlet
boundary conditions to the case of geodesics in one-dimensional manifolds. The aim of this work
is to extend their ideas to systems of partial differential equations which are formally of the type
(1). More precisely, let @ € RY be a bounded and smooth domain which is star-shaped with
respect to the origin 0 € RV for some N € N. We denote henceforth the boundary of Q by I'. Let
us consider for some k € N homogenous systems of second-order differential equations

Lu(z) + S(z)u(x) =0, (4)

where u : Q — RF,



: w0

J is a diagonal matrix having entries -1, and S : @ — S(k;R) is a smooth map of symmetric
matrices.

We consider the classical Dirichlet and Neumann problem for the equation (4). Accordingly, we
study boundary value problems of the form

Lu(z) + S(z)u(z) =0, x2€Q
P(u|r,0u|r) =0,

where

l
Pu= (ul,...,ul,anulﬂ,...,anuk)

and O,u; = (n, Vu;), where n denotes the outward normal to the boundary 9f.

Note that the boundary value problems (5) are selfadjoint. Our aim is to construct three indices
which are obtained by shrinking the domain €2 into a point in the canonical way.

The paper is structured as follows: In the second section we consider the weak formulations of
the equations (5) and we introduce the spectral index which is defined by means of the spectral
flow. In the third section we define the Maslov index for (5), where we follow the ideas of Deng
and Jones from [?]. In the fourth section we state and prove our main theorem on the equality
of these indices. In the fifth section we discuss briefly bifurcation for semi-linear systems under
shrinking of the star-shaped domain in connection with the non-vanishing of our indices for the
linearised equations. Finally, there are two appendices. In the first one we recall some facts about
the Fredholm Lagrangian Grassmannian of symplectic Hilbert spaces and the Maslov index. In the
second one we recall the definition of the spectral flow for bounded selfadjoint Fredholm operators
and a construction of Robbin and Salamon from [RS95] which we strongly use in our proofs.

2 Weak formulation and the generalised Morse index

Let us consider a boundary value problem of the form (5). The bilinear form in the weak formu-
lation of (5) is given by

N
B(u,v) = /QZ(JDiu(z),D,;u(x))dz+/Q<S(x)u(:1:),v(x)>dx, u,v € B, (6)

where

E=H}(Q) @ - H(Q) e HY(Q) o H(Q) C HY(Q,RY).

By assumption the domain € is star-shaped with respect to 0 € RY. In what follows we denote
by Q= {tz € Q: z € Q}, t € (0,1], the shrinked domain and we consider the restriction of the
boundary value problem (5) to €, that is,

Lu(z) + S(z)u(z) =0, ze
Pl(u, Opu)(x) =0, x € 0,



DEFINITION 2.1 We call t € (0,1] a conjugate instant for the equation (5) if the boundary value
problem (7) admits a non trivial solution.

REMARK 2.2 It was already shown by Smale in [Sma65] that conjugate points are isolated for
the Dirichlet problem and our theorem & below will give a new proof of this fact (cf. also OUR
WORK IN PROGRESS). In contrast, it is easily seen that conjugate instants can accumulate for
the Neumann problem. Indeed, if there exists to € (0,1] such that S |Qt05 0, then every instant in
(0,%o] is conjugate.

It is easily seen by rescaling that (7) is equivalent to

1
t—gLu(m) + S(tzx)u(x) =0, xz€Q
P(u, Opu(x)) =0, x€ 00

and as in (6) the bilinear forms of the weak formulations are given by

N
By(u,v) = %2 /Q S~ (IDiu(a), Diola)) do -+ /Q (Sto)u(@),v(@) de, woeE  (9)

Henceforth we will denote L, the Riesz representation of By, that is, the unique bounded selfadjoint
operator L; on F, such that

Bi(u,v) = (Lyu,v)p, u,v € E.
REMARK 2.3 explain why we do not just multiply the equation by t2.
LEMMA 2.4 Ly, t € (0,1], define Fredholm operators on E.

Proof. Has to be written but is clear....relatively...
Before we can define the spectral index, we need to introduce a technical assumption.

(A) There exist v, ¢y > 0 such that o(L;) N (—v,0) =0 for all 0 < ¢ < 1.

In what follows we denote by C' the Riesz representation of the L? scalar product on F, i.e.

<uaU>L2(Q,Rk) = <C’U/,’U>E, u,v € E7

and we consider for 6 € R

L (u) = Ly(u) 4 6Cu.
Note that L? is a selfadjoint Fredholm operator.

LEMMA 2.5 Let the boundary value problem (5) admit only the trivial solution and assume that
(A) holds. Then there exists &g > 0 such that L{ = L° and L3 are invertible for all § € (0,4,)
and

sf (L9, [to, 1]) = sf (LS, [t1, 1))

for all 6,6 € (0,80) and 0 < t1 < tg.



Proof. Since (5) has no non-trivial solutions, we know that there exists §y > 0 such that L°
is invertible for all § € (—do, dp). Moreover, Ly, is non-negative by (A) and hence L, is positive
for all § > 0. This shows the first assertion. The second assertion now follows immediately from
the properties of the spectral flow as stated in theorem B.1.

INTRODUCE au!!!

DEFINITION 2.6 Assume that the boundary value problem (5) admits only the trivial solution and
that assumption (A) holds. Then the generalised Morse index of u is defined by

MMO’I'SC(U) = —sf (h6a [t07 1])7
where to € (0,1] is chosen as in (A).

Let us consider the special case that J is the identity; i.e., the differential operator L is
positive. Then the Morse index of L = L; is finite and we obtain the following result. WRITE
SOMETHING ON THE COMPONENTS OF THE SPACE OF SELFADJOINT FREDHOLM
OPERATORS...

LEMMA 2.7 If J is the identity, assumption (A) holds and (5) admits only the trivial solution,
then

HMorse (ﬂ) = iMorse(h1)~

3 The spectral index and the Maslov index

The aim of this section is to define the spectral index and the Maslov index for the boundary
value problems (5). We introduce in a first section the spectral index which is defined as spectral
flow of a path of unbounded selfadjoint Fredholm operators. In a second section we introduce
a symplectic Hilbert space § and show that the space of solutions of (4) induces a Lagrangian
subspace of 8. Finally, we consider (4) on the shrinked domains £, t € (0, 1], and obtain a curve
of Lagrangian subspaces which we use in order to define the Maslov index of (5).

3.1 The spectral index
We consider the differential equations (7) and define a path of differential operators by

A% D ={uec H*(Q,R*): P'(u,d,u) =0} c L*(Q,R*) —» L*(Q,R*), te(0,1],
defined by

1
(Alu)(x) = t—ZLu(a:) + S(tx)u(x) + 6 u(x).
Compact resolvent etc.... We observe at first:

LEMMA 3.1 If the boundary value problem (5) admits only the trivial solution and assumption (A)
holds, then there exists to, 00 > 0 such that Ay, + 61 and Ay + 61 are invertible for all 0 < § < dg,
0<t; <<ty and

sf (A°, [t1,1]) = sf (A%, [to, 1]).

Proof.
By the previous lemma we obtain that the following definition is possible, because it does not
depend on the particular choice of § and tg.



DEFINITION 3.2 Assume that (5) has only the trivial solution and (A) holds. Then the spectral
index of w is defined by

fspec(W) = sf (»A67 [to, 1]),
where ,tq > 0 are sufficiently small.

Let us recall that the Morse index of (5) is the number of negative eigenvalues of this equation
counted with multiplicities; i.e., the sum of the dimensions of all subspaces of L?(£2, R¥) such that

Lu(z) + S(z)u(z) = Au(z), xe€Q
Pl(u |p,(’)nu |F) =0

for some A < 0. If J is the identity then the Morse index is finite and it obviously coincides with
the Morse index of the differential operator A; as defined in 7777APPENDIX.

LEMMA 3.3 If J is the identity, assumption (A) holds and (5) admits only the trivial solution,
then

Hspec (ﬂ) - iMorse (-Al ) .

3.2 Definition of the Maslov index

Let us consider the differential operator L and recall that L is closed and symmetric on the domain

Doin = {u € H*(Q) : u |o= Opu |o= 0}.
In what follows, we will denote by L,,;, the restriction of L to D,,;, and we denote by L4 :=
(Lmin)* the adjoint of Ly,i,. It is well known (cf. ??7) that L, is given by the operator L on
the domain

Dinar = {u € L*(Q,R¥) : Lu € L*(Q,R")}.

If we consider the latter space with the graph scalar product

<u7v> = <ua v>L2(Q,Rk) + <L*ua L*U>L2(Q,JR"‘)’ U,V € Dmag,

then this is a Hilbert space and D,,;, is a closed subspace in it. Consequently, the quotient space
B = Dpax/Dmin is a Hilbert space. In what follows, we denote by 7 the quotient map from D4,
to 5. We define a bilinear form on § by

w: /8 X 6 — R7 UJ(’Y(U),’Y(U)) = <L*uav>L2(Q,Rk) - <uaL*U>L2(Q,Rk)'
Note that this is well defined...

LEMMA 3.4 w is a symplectic form on B.

Proof.

Let us now show that our domain space D C H?((2) is a Lagrangian subspace of j......

In what follows, we denote by a slight misuse of notation by S; the “bounded operator on
L?(92,R¥) which is defined by

S, : L2(Q,RY) — L2(Q,RY),  (Siu)(zx) =2 S(t - z)u(x).

We consider Ly = y(ker(L* + S;)) C 8, t € I. Note that from the very definition L; N~(D) # {0}
if and only if ker A = 0. The following proposition will give the possibility to define the Maslov
index of @.

PROPOSITION 3.5 Ly is an element of FL.(py(B) and the path L : I — FLpy(B) is smooth.
Proof. Rather long, but understandable...



4 The main results

After having constructed the indices of the boundary value problems (5), we now can state our
main theorem.

THEOREM 1 Let the equation (5) admit only the trivial solution and assume that (A) holds. Then

ﬂMorse(ﬂ) = ;U’spec(ﬂ) = MMCLS(E) € Z.

We now derive various corollaries of this theorem. Let us at first consider the case that J is
the identity matrix. We obtain from Lemma 77?7 and Lemma 7777: HAS TO BE MODIFIED....

THEOREM 2 Let the equation (5) admit only the trivial solution and assume that (A) holds. Then
the Morse index of u is given by

ﬂspec(ﬂ) = UMas (ﬂ)
In the case that we have in addition Dirichlet boundary conditions, we will prove in addition

THEOREM 3 Let the equation (5) admit only the trivial solution for the Dirichlet problen. Then
the Morse index of (5) is given by

Mspec(ﬂ) = UMas (H) = Z m(ﬂ?

tel

where

m(t) = dim{u € H} () : u solves(7)} = dim ker h;.

Note that this in particular implies that there are only finitely many conjugate instants. More-
over, recall that this fact and the equality of the Morse index and the sum in theorem 3 were
already obtained by Smale in [Sma65].

GEODESICS IN SEMI RIEMANNIAN AND RIEMANNIAN

5 Proofs

make some comments on possible generalisations of our arguments to broader classes of boundary
conditions.

Step 1: Equality of Morse and spectral index

According to the definition we have

,U/Morse(ﬂ) = —sf (h67 [t07 1])

where

N
hl[u) = /QZUDN’ Dju) dx + /Q(tQS(tw) u,u) de + 5||u||%2(9) Vit € [to, 1], u € E.
i=1

The crossing form I'(h%,t) is defined as the restriction of the derivative of h! with respect to ¢ to
the subspace ker hf. In particular, for each u € ker hg it is easy to show that the crossing form is
given by



DR, 1)) = 5 /QZ (JDiz, Diz) dm + /(S(t:c)z,z) da, (10)

Now consider the unbounded selfadjoint operators A? acting on L?(2) with domains D(A9) = D

Ro[u] = (Alu,u), u € D (11)

and hence a function u is a crossing for h? if and only if it belongs to the kernel of the corresponding
unbounded operator A?. According to theorem B.3 A? has only regular crossings for almost all
§ € R and it follows from (11) that the crossing forms of A° coincide with the ones of h°. Hence
in what follows we can assume without loss of generality that k% has only regular crossing points,
which accordingly are in particular finite in number. Moreover, we conclude from propositions
B.3 and B.2

Pspec(W) = —sf (Aé) = sf (hé) Wdorse ().

CORRECT AND EXTEND THE COMPUTATIONS!!

Step 2: Equality of spectral and Maslov index

According to our first step of the proof, we can assume without loss of generality that k% has only
regular crossings. We now fix a regular crossing point ¢ € (0,1) and our aim is to compute the
crossing form (10) more explicitely.

We assume that z = (21,...,2;) € ker h9. In particular, z solves (4), namely

1~
—t—zAz—l—S(tw)z—i—éz:O in Q.

For every s € (0, 1] we set

Clearly 2! = 2 and, for every s, we get
1 ~
—s—z(Azz)(w) + S(sx)zl(z) + 5zt (x) = 0, xcQ (12)

which follows from the fact that (% LAz = (Az ) and S(sx) = S(t 5F).
If we now differentiate the equation (12) Wlth respect to s and evaluate in s = ¢, we obtain

- 1~ . 1 . J.
t—gAz(w) - t—SAz(w) + S(tx)z(x) + ;S(tm) Z(x) + T4= 0, (13)

where we denote

Z(x) = dis ls=t 2(sx) = ((Vz1,2),...,(Vzg, x)). (14)

Taking scalar products with z in (13) and integrating over €2, we infer

0= t23 (Az, z)dm—t%/ﬂ(ﬁz’,z>dm+/9(5(tm)z,z)dm+%/Q(S(tx)z',@ dac—l—%/gé(é,z)dx.



By applying Green’s formula three times, we obtain

N
__t%/Z<Diz,Djz>dx+/Q(S'(tx)z,z>dx—tlg/ﬂ(ﬁz,z'}dx—l—%/@(S(tx)z,@dx

2
/52,,2 dw—i—— (2,0p2) dT" + —
r t* Jr

1
(z,0p2) dT" — t—S/ (z,0,,2) dI.
r

Since z € ker h, we conclude

(15)
1 2 1 .
-—3 <z Onz)dl — — (z, Onz)dl + 7). (z,0,2) dl
and accordingly we obtain
5 1 ) 1 .
I'(h,t) = —3 (2,0p2) dT + 3 (z,0p2) dT. (16)
r r

Our next aim is to calculate the crossing form T'(1°, i;t) of the Maslov index at the regular
crossing point ¢, where p is the Lagrangian subspace (D). We will show that the quadratic form
I'(1%, u;t) coincides up to a positive constant with I'(h, ).

By definition, I(t) N # {0}. In order to write the explicit expression of T'(I, u;t), we consider
a Lagrangian subspace v which is transversal to [(¢). Then there exists a differentiable path of
bounded operators ¢ : I(t) — v so that I(s) = graph¢s for every s in a suitable small neighborhood
of t. In other words, given y € I(t), then ¢;(y) is the unique vector such that

bs(y) Ev, Y+ os(y) €U(s).
Let us recall that T'(l, u; t) is the quadratic form associated with

d
dSst

Q(z,y) = w(z,¢s(y)),  Vo,yellt)np

Fix y € I(t) N p, then y = Z;(z) = (21,0, |r), where z solves the equation (??). As before,
we can immediately prove that z! solves equation (12). If we define X (s) := v(2!), we note that
X(s) € I(s). Hence, X(s) = ¢(s )+¢( (s)), with ¢(s) € I(t). Observe that X(t) = y = c(t).
Taking into account that ¢(t) + ¢ (¢(t)) € I(t), we get

w(X (1), %(t)) = w(y, &(t) + Ge(&(t)) + du(e(1))) = w(y, de(y))-

Hence,

Dst) = | (. 0u(0) = w(X (1), Tx 1)
ds ls=t ds (17)
d
—o (v 5| o).

d
From I v(z7) = v(2) and the fact that z, Z are smooth, we conclude
Sls

r(ﬁ,u;t):—tlz/<z',anz>+tiz/<z,anz'> dr = (0(h° 1),
r T

Accordingly the crossing forms coincide up to the positive factor % with F(h‘;,t), and by the

propositions B.2 and A.13 this shows the equality of the spectral and the Maslov index.



Step 3: Conjugate instants of the Dirichlet problem

For the Dirichlet problem we obtain from (16) Check and
explain!

1 1
L(h,t)[2] = —f/ (2,0p2)dl’ = ——/ ((x,V2),0,2) dT
t3 Jr 3 Jp
1 2
=—= T
5 [[Nelllonel?ar <o

Accordingly, the crossing form T'(h9,,t) is negative-definite for any § and so in particular for § = 0.
Hence any crossing t of hp is regular, the crossings are isolated and the contribution to the spectral
index at each crossing is precisely the dimension of the kernel, i.e. the multiplicity m(¢) of the
conjugate instant.

A remark on the proof

It is clear that the results (15) and (17) can also be used to show the equality of the crossing forms
for the Maslov index and the spectral index for more general boundary conditions. However, in
this case the unbounded operators in the first step of our proof have varying domains and the
perturbation result B.3 is no longer valid. Hence one can only show the equality of corresponding
spectral and Maslov indices under the additional assumption that all crossings are regular.

Geodesics

6 Bifurcation

Let f:Q x R¥ — R* be a € function. We assume henceforth that there are constants a,b and
r, with » > 1, such that

|f(x,u)| < a+blul” and |Ouf(x,u)| < a+blul", V(x,u) € Q x RF.

Consider the functional & : H}(Q) — R given by

E(u) = %hD(u) - /QF(a:,u) dzx

where CHECK THIS CAREFULLY/ IT DOES NOT MAKE SENSE HERE F(x,5) = [ (f(w, 0)o, 0) do.
LEMMA 6.1 The functional & is €% on the Hilbert space H} ().

Proof. The proof is standard and follows by the fact that the embedding HJ(Q2) — L9(R) is
continuous for ¢ > 1. (It is enough to apply [AP95, Theorem 2.6] to f and 9, f).

O
We now consider the Dirichlet problem for the semi-linear equation
—Au(z) + S(z)u(z) + flz,u(z) =0, zecQ
(18)
u(z) =0, zel
and its linearisation at 0 € H} ()
—Au(z) + S(z)u(z) + G(z)u(z) =0, z € (19)

u(z) =0, zel,

where G(z) =.

10



LEMMA 6.2 The critical points of & are the weak solutions u € HE(Q) of the problem (18).

Proof. In fact by an elementary computation, we infer

<Vé"(u),v>th(u,v)—/Q<f(1:,u),v>d:£, Yu,v € Hy(Q).

O
We now consider the family of domains Q;, t € (0, 1] induced by shrinking the star-shaped domain
Q and the induced family of boundary value problems

—Au(z) + S(z)u(z) + flz,u(z) =0, = (20)
07

u(z) = zely

and we assume henceforth that f(z,0) =0, z € Q.

DEFINITION 6.3 We call t* € (0,1] a bifurcation point if there exists a sequence {(tn,un)}nen €
(0,1] x H (,)) such that u,, solves (20) fort =t,, u, # 0 € H}(Q,), n €N, and lunll 0.,y =
0, n — oo.

The main result of this section reads as follows.

THEOREM 6.4 Assume that the linearised boundary value problem (19) admits only the trivial
solution. If one of the indices in theorem 3 does not vanish, then there exists a bifurcation point
t* € (0,1] for the equation (18). Moreover, the bifurcation points are precisely the conjugate points.

After rescaling, the boundary value problem (20) can be written as

—Au(z) + 2S(tx)u(z) + 2 f(tz,u(z)) = x €

Oa
u(x)=0, zel @)

and we note that t* is a bifurcation point for (20) if and only if there exists a sequence { (5, tn) }nen €
(0,1] x H}(Q) such that u, # 0 solves (21) and u,, — 0, n — cc.
As above one can check that solutions of (21) are precisely the critical points of the functional

&(u) = %hat(u) + P(tmu), te (0]

and that the Hessians at the critical point 0 € H}(2) are given by

hess(0)uJé.n] = hp.o(€.m) — / (gt 0)€, 1) da.

We now infer from theorem 3 that hp,. is non-invertible if and only if ¢* is a conjugate point and,
since we are considering Dirichlet boundary conditions, that parorse(hess(0)ix1e) # pnrorse(hess(0)_e)
for any sufficiently small e > 0. According to [FPR99, Corollary 2], this implies that ¢* is a bifur-
cation point of the equation (21) and hence for (20) as well.

A Fredholm Lagrangian Grassmannian and Maslov index

In this section we recall some facts about the Fredholm Lagrangian Grassmannian and the con-
struction of the Maslov index in the infinite dimensional setting. Our basic references are [Fur04,
DN06, DN08, DJ10].

Let H be a real separable Hilbert space of infinite dimension equipped with a (strong) sym-
plectic form, i.e. a skew-symmetric, bounded bilinear form w which is non-degenerate in the sense
that it induces an isomorphism between H and its dual space H*.

11



DEFINITION A.1 A subspace L of the symplectic space (H,w) is called isotropic if w|p = 0, i.e.
w(p,q) =0 for all p,q € L. A Lagrangian subspace is a mazimal closed isotropic subspace of H.

Let A(H) denote the set of all Lagrangian subspaces of H which is called the Lagrangian
Grassmannian. A(H) is an infinite dimensional Banach manifold modeled on the Banach space
of all bounded selfadjoint operators (cf. [Fur04]).

DEFINITION A.2 Given two closed subspaces p,n of H, the pair (1, n) is called a Fredholm pair if
dim(pNn) < 400 and codim(p+n) < +oo. (22)

Note that many authors require in the definition of a Fredholm pair also the sum p+n C H to
be closed. However, it is not hard to show that this property follows from (22) (cf. KATO).

DEFINITION A.3 The Fredholm Lagrangian Grassmannian with respect to the Lagrangian subspace
w€ A(H) is defined as

FL(H):={neAH): (1,n) is a Fredholm pair},

and the subset
My(H) ={ne FL  (H): nnpu#{0}},

is called the Maslov cycle with respect to p.

We denote by Gl.(H) the Fredholm group of H consisting of all compact perturbations of the
identity which are invertible. Moreover, we define the Fredholm symplectic group Sp.(H) as the
group of all ¥ € Gl .(H) such that U*w = w (cf. [Swa78a, Swa78b] for further details).

DEFINITION A.4 Let L C H be a closed subspace. We define the reduced Fredholm Grassmannian
Fred ,cs(L) as the orbit of L under the action of the group Gl.(H). Moreover, if L € A(H) is
a Lagrangian subspace, then the reduced Fredholm Lagrangian Grassmannian %#.Z ..s(L) is the
orbit of L under the group Sp.(H).

It is easily seen from the definition that Fred ,..s(L) C Fred 1, (H) for any closed subspace L C H
and, accordingly, #.Z .es(L) C F.L (H)if L € A(H).
A.1 Some useful criteria

The aim of this section is to collect some useful facts about the (reduced) Lagrangian Grassmannian
which we frequently use in our arguments.

We begin by recalling some elementary facts about Lagrangian subspaces which can be found in
[DJ10, Section 3.

LEMMA A.5 Let (H,w) be a symplectic Hilbert space.

i) Let £ € A(H) be a Lagrangian subspace of H. If u € Fred ,.s(§) and v € Fred ,.s(u), then
v € Fred ,.5(§).

it) For u,n € A(H), if dim(pu Nn) is finite dimensional and p + n is closed, then (u,n) is a
Fredholm pair.

i) Let £ € A(H) and ) € Fred 5(§). If w vanishes on n, then n € A(H).
For the following result we also refer to [DJ10, Section 3].

LEMMA A.6 Let u,n be two closed subspaces of H. If (n, ) is a Fredholm pair and § € Fred ,..5(n),
then (&, p) is a Fredholm pair.
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The following well known lemma is often helpful for checking that an isotropic subspace is
actually Lagrangian (cf. BOOSS).

LEMMA A.7 Let Lg,L1 C H be isotropic subspaces of the symplectic Hilbert space H such that
H=1Ly+ Li. Then Lo, L, € A(H)

We fix a direct sum decomposition H = H, & H_, where Hy, H_ are infinite-dimensional
orthogonal closed subspaces. The following result can be found in [DN06, Lemma6].

LEMMA A.8 A closed subspace Hy C H belongs to Fred ,..s(H_) if and only if there exists a (not
necessarily invertible) compact perturbation of the identity A = Id + K and Hy € Fred ,.s(H-)
such that:

o im(A)+ Hy = H,
° A_l(HQ) = H,.

Finally, for the differentiability of curves in Fred ,.s(H_) we need the following lemma. For its
proof we refer to [DN06, Lemma 9].

LEMMA A.9 Let I 3 A S(A\) := 1 + K()\) € Z(H) be of class €* for some k € N, where K(\)
is a compact operator for each A and assume that

im(S(\)+H_- =H, vael.
Then we have
1. S(\)"Y(H_) € Fred s (H-), for each X € I;
2. The map U : 13 X U(N\) :=SA)"L(H_) € Fred yes(H_) is of class €*.

A.2 The infinite dimensional version of the Maslov index

and it provides an explicite isomorphism between the fundamental group m(A(V)) and the in-
tegers. Heuristically, the Maslov index COUNTS SOMETHING AND SO IS A QUITE POOR
GUY! In contrast, it can be shown from Kuiper’s theorem [Kui65] that A(H) is a contractible
space if H is an infinite dimensional symplectic Hilbert space (cf. e.g. [Nic95]) and hence no
non-trivial homotopy invariants can arise. However, it can be shown that = (#.Z ,(H)) = Z for
any p € A(H) and an explicite isomorphism is provided by the Maslov indez, which we now want
to introduce briefly. Our reference in this section is [Fur04].

Let (H,w) be a symplectic Hilbert space and let u € A(H) be a fixed Lagrangian subspace. We
cannot give a detailed account on the construction of the Maslov index, which is quite elaborate,
but instead we introduce it axiomatically. To this aim we fix a generator | € m (.2 ,,(H)).

THEOREM A.10 There exists precisely one integer valued map inas on the set of all paths v :
la,b] = FZ ,(H) having ends outside .#,, which satisfies the following properties:

1. intas(l, s [a, b)) = 1.
2. if~(t) & A, (H) for each t € [a,b], then inas(7v, 1, [a,b]) = 0;

3. ify i a, ] = FL(H) and v : [c,b] = FL nu(H) are two continuous curves such that
the concatenation 1 * y2 exists, then

Z-Mas(fyl * Y2, WUy [aa b]) = Z'Mas(’Yla M,y [aa b]) + iMas (’727 M, [aa b])

where * denotes the concatenation.
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4. If H :[0,1] x [a,b] = FZL ,,(H) is continuous and H(X, a), H(\,b) ¢ 4, for all X € [0,1],
then iyias(H (0, ),u, a,b]) = imas(H(L, ), 1, [a, b]).

5. Let £ € FL ves(1). Then inas(y, s [a,0]) — imas(7, &, [a,b]) depends only on the endpoints.

The interpretation of infas(l, i, [@,b]) is as in the finite case the number of intersections of [
with ).

DEFINITION A.11 Let v : [a,b] = F.& ,(H) be a €' path. We say that t* € [a,b] is a crossing
instant for the curve v, if y(t*) € M, (H).

Let t* ba a crosiing for the path v : [a,b] = .#.Z ,(H) and let v be a Lagrangian subspace which
is transversal to y(t*). Since transversality is an open condition, there exists &€ > 0 such that
the Lagrangian subspace ~(t) is transversal to v for each |t — t*| < e. Therefore, we can find a
% 1-family of bounded operators ¢; : v(t*) — v so that

7(t) = Graph(¢), te (1" —¢,t" +¢).
The crossing form Q(t*) at the instant ¢ = ¢* is the bilinear form on ~(¢*) N p, defined by

d

Q) y) = %,

(Iad)t(y))v I,yev(t*)ﬂﬂ

It can be shown that Q(t*) does not depend on the choice of v. Crossing forms are fundamental
for us, since they give a way to compute the local contribution to the Maslov index as we will
introduce now.

DEFINITION A.12 The crossing t* € (a,b) will be called regular if Q(t*)|+)nu s non-degenerate.
A curve vy : [a,b] = FL ,(H) is called regular if each crossing instant is regular.

It is easy to see that regular crossings are isolated and hence on a compact interval are finite
in number.

PROPOSITION A.13 (Localization property) Let v : [a,b] = F.& ,,(H) be a €* path. If t* € (a,b)
is a regular crossing instant of v, then there exists § > 0 such that

Z’Mas(’yv M, [t* - 67 t* + 6]) = SlgnQ(t*)7
where sign denotes the signature.

Note that accordingly the Maslov index of a regular ¢! curve v : [a,b] — F.& ,(H) having
ends outside .#, is given by

Z-Mas(fYa My [a7 b]) = Z sign Q(t*)' (23)

trey = (Ay)

B The spectral flow

In this section we introduce the concept of spectral flow of paths of Fredholm quadratic forms
acting on a Hilbert space as in [MPP05, FPR99] and for a certain class of paths of unbounded
selfadjoint Fredholm operators as in [RS95]. We will give axiomatic definitions as for the Maslov
index in the previous section.

We consider a bounded quadratic form ¢: H — R and we let b = b;: H x H — R be the
bounded symmetric bilinear form such that g(u) = b(u,u), v € H. By the Riesz representation
theorem there exists a bounded selfadjoint operator A, : H — H such that b,(u,v) = (Au, v),
u,v € H. We call ¢: H — R a Fredholm quadratic form if A, is Fredholm; i.e., ker 4, is of
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finite dimension and RanA, is closed. Recall that the space Q(H) of bounded quadratic forms
is a Banach space with respect to the norm ||g|| = sup {|g(u)| : ||u|| = 1}. The subset Qp(H) of
all Fredholm quadratic forms is an open subset of Q(H) which is stable under perturbations by
weakly continuous quadratic forms. A quadratic form ¢ € Qr(H) is called non-degenerate if the
corresponding Riesz representation A, is invertible. The following characterisation of the spectral

THEOREM B.1 There exists prcisely one integer values map sf, which is defined for any path
q: [a,b] = Q(H) having non-degenerate ends, such that

i) If h :]0,1] x [a,b] = Qr(H) is such that h(\,0) and h(\, 1) are non-degenerate for all
€ [0,1], then
st (h(ov ')7 [av bD =sf (h(la ')» [(L, b])

it) If g+ is non-degenerate for all t € [a,b], then sf (g, [a,b]) =0

iii) Let ¢*,q* : [a,b] — Qp(H) be two paths having invertible ends such that g} = q2. Then
sf (¢' * ¢, [a,0]) = sf (¢", [a, b]) + sf (¢* [a, b))
W) If parorse(qe) < 0o for all t € [a,b], then
st (¢, [a,0]) = prtorse(da) = tarorse(an)-

As for the Maslov index, the spectral flow can be calculated explicitely for paths which are
sufficiently regular. If a path q: [a,b] = Qp(H) is differentiable at ¢, then the derivative ¢(t) with
respect to ¢t is again a quadratic form. We call ¢ a crossing instant if ¢(¢) is degenerate and we say
that the crossing instant ¢ is regular if the crossing form T'(g,t), defined by

F(q7 t) = q(t) |ker q(t)s

is non-degenerate.

PROPOSITION B.2 If all crossing instants t; of the path q are reqular, then they are finite in
number and

f (g, [a,b]) Zblgn (g, t; (24)

Finally, we want to introduce briefly the construction of the spectral flow of Robbin and
Salamon in [RS95], which is in particular important for us due to a perturbation result that we
will state below. We assume as before that H is a searable Hilbert space. Let W C H be a Hilbert
space in its own right with a compact and dense injection W — H. Let FS(W,H) C L(W, H)
denote the space of all bounded operators which are selfadjoint when regarded as unbounded
operators on H with dense domain W. Note that each operator in FS(W, H) has a compact
resolvent and hence is in particular Fredholm. In [RS95] the spectral flow sf (A, [a,b]) for paths
A : [a,b] — FS(W, H) having invertible ends is constructed by intersection theory and it is
characterised axiomatically as in theorem B.1. For details we refer to [RS95].

Now let A : [a,b] = FS(W, H) be a ¢! path having invertible ends. As before, we call t* € [a, b]
a crossing instant of A if ker Ay # {0}. Moreover, t* is called a regular crossing if the crossing
form

D(A, t")u = (Apu,u)g, u € ker A

is non-degenerate on ker A.
The following result can be found in [RS95, Theorem 4.2, Lemma 4.7].
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THEOREM B.3 Let A: [a,b] — FS(W, H) be a €' path having invertible ends.

i) For almost all § € R the path A+ dId has only regular crossings.

it) If A has only regular crossings, then they are finite in number and the spectral flow is given
by
st (A, [a,b]) = Z signT'(A, t).

tel
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