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Abstract: A common challenge in multimedia data understanding is the unsupervised discovery of
recurring patterns, or motifs, in time series data. The discovery of motifs in uni-variate time series
is a well studied problem and, while being a relatively new area of research, there are also several
proposals for multi-variate motif discovery. Unfortunately, motif search among multiple variates is
an expensive process, as the potential number of sub-spaces in which a pattern can occur increases
exponentially with the number of variates. Consequently, many multi-variate motif search algorithms
make simplifying assumptions, such as searching for motifs across all variates individually, assuming
that the motifs are of the same length, or that they occur on a fixed subset of variates. In this paper,
we are interested in addressing a relatively broad form of multi-variate motif detection, which seeks
frequently occurring patterns (of possibly differing lengths) in sub-spaces of a multi-variate time
series. In particular, we aim to leverage contextual information to help select contextually salient
patterns and identify the most frequent patterns among all. Based on these goals, we first introduce
the contextually salient multi-variate motif (CS-motif) discovery problem and then propose a salient
multi-variate motif (SMM) algorithm that, unlike existing methods, is able to seek a broad range of
patterns in multi-variate time series.

Keywords: multi-variate time series; motifs detection; recurring pattern

Key Contribution: In this paper we propose a strategy for identifying motifs composed from instances
having variable scopes in dependency and time, breaking the classical definition of motifs.

1. Introduction

A key challenge in multimedia (e.g., video [1,2] and sensor [3]) data mining is the
unsupervised discovery of recurring patterns in time series data. In this paper, we focus on
the efficient and accurate identification of frequently recurrent patterns, motifs, in multi-
variate time series. The discovery of such motifs in uni-variate time series is a well-studied
problem [4]. However, in most multimedia applications, the resulting time series are
multi-variate; therefore, applications require multi-variate motifs.

1.1. Multi-Variate Motif Search

As further discussed in the related works section, there are several proposals for multi-
variate motif discovery [5]. In [6], the multi-variate time series is first projected into a
single dimension using principle component analysis (PCA) and then uni-variate motifs
are identified on this representation. In [7], multi-dimensional motifs are grouped based
on predefined temporal proximity using neighbor distance. The authors of [8] first convert
each time-series into a symbolic representation and seek co-occurring motif instances across
variates. The authors of [9] construct a data structure known as matrix-profile for each variate
and then cluster temporally overlapping sub-sequences across variates.
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1.2. Key Questions

In this paper, we note that, in addition to relying on different data structures and
algorithms to seek motifs, existing algorithms make very constraining assumptions about
what constitutes a re-occurring multi-variate pattern. While most authors agree that a
pattern does not need to be exactly repeated and some variations can be allowed, several
questions remain:

• Do the instances of a recurring pattern need to cover the same sub-set of variates
(Figure 1, dribbling action), or can they occur on a different subsets of variates (Figure 2,
climbing action)?

• Can the re-occurring pattern stretch or shrink in time, due to variations in speed, or
does it have to be, more or less, the same length as the original?

• Is there a lower bound on the number of times a pattern repeats, before being marked
as a motif, or is repeating once sufficient?

• Does any re-occurring pattern count as a motif, or do these patterns have to satisfy
some additional constraints, such as being concentrated on a set of variates which are
contextually related (such as sensors on the same arm)?

Most existing algorithms provide only answers to a subset of these questions; the
repeated pattern is assumed to occur on the same set of variates, the duration of the
repeated instances is constrained to be more or less identical and any pair of repeating
patterns is returned as a motif, irrespective of whether the variates have any contextually
relevant relationships.

 

 

S

Figure 1. In this motion capture snippet (from MoCap [10]), the repeated pattern (dribble action)
is focused on the sensors corresponding to the right arm; note that not all dribble actions were
performed at the same speed.

LEFT ARM

SENSORS

RIGHT ARM SENSORS

Figure 2. In this motion snippet (from MoCap [10]), the repeated pattern (climbing action) occurs on
different sets of variates—alternately on sensors on the right and left arms.

1.3. Our Contributions: Contextually Salient Motifs

In contrast to prior works, in this paper, we aim to address a relatively broader form
of multi-variate pattern detection problems. In particular, we argue that a useful definition of
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multi-variate motifs must allow for significant variations in the duration as well as in the subset
of variates that are involved in the repeated pattern. Therefore, we seek frequently occurring
patterns that are possibly of differing lengths and possibly covering different variates.

While relaxing the above constraints in motif discovery, we observe that not all repeated
patterns are useful and argue that a stronger constraint is needed to filter out meaningless
repetitions to ensure that the motifs have minimal noise and redundancy in the detected
patterns. In particular, we introduce contextually salient motifs (CS-motifs) consisting of
multi-variate patterns that are meaningful, considering the available metadata (or context).
While such metadata is often available in many multimedia applications (i.e., multimedia
sensing and motion capture—see Figure 3), unfortunately, existing motif extraction algo-
rithms largely ignore them. Therefore, a key benefit of the proposed contextually salient motifs
(SMM) algorithm is that, unlike existing uni-variate methods, the proposed scheme will be
able to seek a broad range of patterns in commonly occurring multi-variate time series data.

Given these, we first formally define the frequent, contextually salient, multi-variate motif
discovery problem (Section 3); then, in Section 4, we introduce a salient multi-variate motif
(SMM) algorithm for seeking such motifs. The proposed algorithm first identifies contex-
tually salient multi-variate patterns in relevant sub-spaces of the given time series. These
contextually salient patterns are then appropriately clustered and pruned to identify fre-
quently occurring patterns. The experimental evaluations, presented in Section 5, illustrate
the effectiveness of the proposed SMM algorithm in identifying frequent, contextually
salient, multi-variate motifs (CS-motifs) in a given multi-variate time series.
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(a) Motion capture context/metadata
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(b) Metadata-supported multi-variate time series.

Figure 3. (a) Motion capture involves capturing the positions of multiple sensors placed on the
human body (the positioning of the sensors are taken from [10]); (b) consequently, the resulting
multi-variate time series needs to be interpreted within the context of the metadata describing the
relationships among the sensor variates.

2. Related Works

In this section, we first discuss related work in motif discovery and then focus on the
literature on multivariate motif discovery, which is also the main focus of this paper.
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2.1. Motifs

Motif discovery is an important task in multimedia analysis, motivated by the recent
increase in applications with sensory data [7] and other sequence-based applications, such
as gene analysis [11]. The authors of [12] defined the problem as searching for the most
common non-overlapping subsequences. Motifs, if used properly, have been shown to
be a powerful tool for various time series analysis applications, such as summarization,
classification and visualization [13–17]. Ref. [5] is a survey on the recent motif discovery
approaches. The two main research challenges in motif discovery are scalability and accuracy. For
uni-variate time series, most of the works in literature focus on the problem of computa-
tional complexity and include symbolic signatures (i.e., approximate representations), such
as SAX [18], and other approximate methods to locate motifs. For example, the authors
of [19] proposed to use a random projection-based algorithm originally used for analyzing
DNA sequences. A second scalability challenge regards the memory requirement; many of
the existing algorithms are quadratic in space and time, as a collision matrix needs to be
maintained in the main memory [19]. The authors of [20] showed that the motif discovery
can be affected by slight deformations in the data (e.g., linear stretching of the pattern
length) and introduced a scaling-invariant algorithm, building on the approach proposed
in [19], but using scale-free distance computation. The impact of having a multi-scale
approach to indexing was investigated in [21], where it is allowed to have motif signatures
(SAX words) of different resolutions (as opposed to considering motifs of different lengths).
Recently, researchers have also investigated related problems, including finding a few top
motifs, and developed pruning algorithms to boost efficiency (top-1 motifs [22] and top-n
motifs [23]). Other approaches include considering a priori information in terms of the
probable locations of the motifs [24], in particular leveraging a change point detection
algorithm to associate a change score to each point in the time series. A matrix profile is a
data structure that supports efficient all-pair-similarity search in uni-variate time series [25];
intuitively, the matrix profile data structure enables one to identify the most similar pairs
of subsequences (of a given length) in a given time series.

2.2. Multi-Variate Motifs

The state-of-the-art approaches for multi-variate (multi-dimensional) motif discovery
often belong to one of two categories. (a) Symbolization: For searching uni-variate motifs,
first convert the input time series data into a symbolic form and then apply symbolic mining
techniques to discover motifs [18]. This can also be extended to multi-variate series by
applying symbolization onto vectors. In [6], the multi-variate time series is first projected
into a single dimension using PCA; then, the SAX representation is extracted and, finally,
the motifs on this uni-variate series are discovered using minimum description language
(MDL [26]). (b) Direct search avoids the symbolization process and motifs are searched
directly on the time series data. In [27], once single variate motifs are identified, multi-
variate motifs are constructed combining those single variate motifs based on their overlaps
in time and variates. In [6,28,29], the authors leverage logical (AND and OR) operators to
concatenate collision matrices extracted from sub-sequence matching in each variate. This
helps discover motifs of same length, but has poor accuracy if a pattern can be stretched or
contracted. Other approaches include similarity matrix-based approaches and density-estimation-
based techniques [30,31].

Motif search in sub-spaces is an expensive process, as the potential number of sub-
spaces in which a pattern can occur increases exponentially with the number of variates.
A possible simplification of the multi-variate motif search is to seek concurrent motifs
across all dimensions. In [7], the motif grouping process is based on a predefined temporal
proximity using neighbor distance. After the identification of neighbor data points using
scope information along the temporal dimension, motifs computed from these neighbor
points are stored in a motif bag (treated as potential multi-dimensional motifs). An alter-
native model is to track recurring groups of temporal relations among co-occurring motif
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instances where SAX is first applied on each dimension, followed by a grammar induction
approach to identify re-occurring patterns [8].

In [9], the concept of matrix profiles introduced in [25] was extended to multi-variate
time series. The algorithm essentially constructs matrix profiles separately for each variate;
then, it clusters, in a bottom-up fashion, temporally overlapping pairs of sub-sequences
across different variates to find the most similar multi-variate subsequences in the data.
While this algorithm is quite efficient, it has several limitations. Firstly, the algorithm
returns pairs of similar sub-sequences and, to identify the most frequent patterns, one
still has to do additional post-processing. Secondly, the algorithm takes the length of the
sub-sequence as given; further, it is limited with patterns that are of the same length and
are re-occurring on the same set of variates.

3. Problem Definition

In this section, we formally define the frequently recurring, contextually salient, multi-
variate motif search problem.

3.1. Uni-Variate Motifs and Local Saliency

We first start with uni-variate definitions.

Definition 1 (Uni-Variate Time Series). A uni-variate time series T = (d1, d2, ..., dN) is a
temporally ordered sequence of values. Here, N denotes the length of the time series and di ∈ R.
We also denote the center of the time series as center(T ) = bN+1

2 c.

Definition 2 (Subsequence of a Time Series). A subsequence S = (di, di+1, ..., dj) of a time
series T (of length N) is a consecutive subset of values from T ; here, we have 1 ≤ i < j ≤ N, while
di and dj are the observations at ti and tj, respectively. We denote the center of the subsequence as

center(S) = b j+i
2 c and the length of the subsequence as length(S) = j− i + 1.

Now, we define local salience value of a subsequence relative to a distance function ∆.

Definition 3 (Local Salience Value of a Subsequence). Given a subsequence S = (di, di+1, ..., dj)
of a time series T (of length N), we refer to the value

ls(S) = ∆(S , hal f (S>)).

as the local salience value of the subsequence S . Here,

• S> is a sub-sequence of double length, centered at the same time instance as S (i.e., center(S) =
center(S>));

• hal f () is a function that subsamples a time series into half its length.

Intuitively, high local salience of a subsequence S implies that it is well defined in
(in the sense of being different from) its temporal neighborhood (Figure 4). Note that this
definition is very general and does not impose any constraints on the nature of the ∆
function or the lengths of the subsequences.

Then, a locally salient subsequence has the highest local salience value in its immediate
neighborhood in time and temporal scale.

Definition 4 (Locally Salient Subsequence). Let subsequence Sc,l = (di, di+1, ..., dj) of a time
series T be such that c = center(S) and l = length(S). Sc,l is said to be a locally salient
subsequence if

ls(Sc,l) > MAX


ls(S∗c−1,l), (S∗c,l), ls(S∗c+1,l)

ls(Sc−1,l), ls(Sc+1,l)
ls(S+c−1,l), (S+c,l), ls(S+c+1,l)

,

where
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• S∗ = double(S⊥);
• S+ = hal f (S>);
• S> is a sub-sequence of double length, centered at the same time instance as S (i.e., center(S) =

center(S>));
• S⊥ is a sub-sequence of half length, centered at the same time instance as S ;
• double() is a function that supersamples a time series into double length;
• hal f () is a function that subsamples a time series into half its length.

𝑆!𝑆
𝑆

𝑆!

ℎ𝑎𝑙𝑓(𝑆!)

𝑆
≠

Figure 4. Local salience of a subsequence S implies that it is well defined in its immediate neighbor-
hood; S is different from a larger subsequence centered around the same time point.

Intuitively, a subsequence is locally salient if it has the highest local salience value
among all its neighboring subsequences in time and scale. Given this, we now can define
recurring sub-sequences that are locally salient with respect to their temporal contexts.

Definition 5 (Recurring LS-Pattern). A locally salient sub-sequence S0 of a time series T of
length l ≤ N is said to be a (k, l, ε)-recurring locally salient (LS) sub-sequence, relative to a distance
function ∆, if there are k− 1 other locally salient sub-sequences S1, . . . ,Sk−1 of T such that

∀1≤i≤k−1∆(S0,Si) ≤ ε

and, for all 0 ≤ i ≤ k− 1, Si length(Si) ≥ l. Then, the set recPat = {S0, . . . ,Sk−1} is referred
to as a (k, l, ε)-recurring LS-pattern.

This leads us to the definition of locally salient motifs on univariate time series.

Definition 6 (LS-Motif). Let the set recPat = {S0, . . . ,Sk−1} be a (k, l, ε)-recurring LS-pattern
of time series T. We refer to this as a (k, l, ε) LS-Motif if the set is maximal, i.e., there is no
(k′, l, ε)-recurring LS-pattern recPat′ such that k′ > k and recPat′ ⊃ recPat.

Note that, if a motif is locally salient with respect to its local temporal context, then it
is not only maximal in terms of the size of the set of repeating patterns, but it is also well
defined in its immediate temporal neighborhood.

3.2. Multi-Variate Motifs and Contextual Saliency

We now extend the above definitions to multi-variate time series.

Definition 7 (Multi-Variate Time Series and their Context). A Multi-Variate Time Series
T = (T1, T2, ..., TM) is a set of M uni-variate time series with the same sampling rate and the
same length N. We denote the temporal length of T as length(T) and its variate width (i.e., the
number of variates) as width(T) (= M). We refer to C, an M×M matrix denoting the known
relationships among the M variates, as the context of T.

The contextual relationship matrix, C, is application-specific and can be visualized
in the form of a graph capturing the relationships among variates, as visualized in
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Figures 2 and 3. Note that, if such contextual relationships are not known, then C = 1M×M,
i.e., it is a matrix where all variates are equally related to all other variates.

Definition 8 (Subsequence of a Multi-Variate Series). Let T be a multi-variate time series
with M variates of length N. A multi-variate subsequence S of this series is a set of P uni-variate
subsequences S1, . . . ,SP such that each subsequence Si starts at the same time and has the same
length as the other subsequences, but is on a distinct variate set relative to the rest. We denote the
temporal length of S as length(S) and its variate width as width(S) = P. We further define the
temporal scope tScope(S) of the subsequence as the temporal interval from the first time instant
to the last. Similarly, the variate scope, vScope(S), of the subsequence is defined as the set of P
variates that make up this multi-variate subsequence.

Given the above definitions of multi-variate time series and sub-sequences and a
multi-variate distance function ∆C(), which also takes into account the variate context C,
when comparing multi-variate sub-sequences, we can extend the definitions of salience to
multi-variate data.

Definition 9 (Contextual Salience Value of a Multi-Variate Subsequence). Let subsequence S
be a multi-variate subsequence of T. The contextual salience value of S is defined as

cs(S) = ∆C(S, compressC(S>,C, vScope(S))),

where

• S>,C is a multi-variate subsequence with the same center and length as S, but has twice as large a
variate width topologically centered around vScope(S), based on the variate context C;

• compressC(S, v_scope) is a function that compresses a given multi-variate time series from
its original variate scope down to the variate scope defined by v_scope ⊆ vScope(S).

Intuitively, high contextual salience of a subsequence S implies that it is well defined in
(in the sense of being different from) its contextual neighborhood. Note that this definition
is very general and does not impose any constraints on the nature of the ∆C function or the
definitions of S>,C and compressC(S, v_scope).

Then, a contextually salient subsequence has the highest local salience and contextual
salience values in its immediate neighborhood in time and variate scales and we can define
recurring sub-sequences that are contextually salient with respect to their temporal and variate
contexts.

Definition 10 (Recurring CS-Pattern). A contextually salient sub-sequence S0 of a time series
T of length l ≤ N is said to be (k, l, ε)-recurring locally salient (LS) sub-sequence, relative to a
distance function ∆ if there are k− 1 other contextually salient sub-sequences S1, . . . ,Sk−1 of T
such that

∀1≤i≤k−1∆(S0,Si) ≤ ε

and, for all 0 ≤ i ≤ k− 1, length(Si) ≥ l. Then, the set recPat = {S0, . . . ,Sk−1} is referred to as
a (k, l, ε)-recurring CS-pattern.

Then, the definition of contextually salient motifs (or CS-motifs) trivially follows from
this.

Definition 11 (CS-motif). Let the set recPat = {S0, . . . ,Sk−1} be a (k, l, ε)-recurring CS-
pattern of the multi-variate time series T. We refer to this as a (k, l, ε) CS-motif if the set is maximal,
i.e., there is no (k′, l, ε)-recurring CS-pattern recPat′ such that k′ > k and recPat′ ⊃ recPat.

Note that, depending on how the distance function ∆C deals with variate alignment
(e.g., whether it enforces that the sub-sequences have the same variate scopes and how it
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takes into account the contextual information C), we can obtain different types of CS-motifs
(Figures 1 and 2).

3.3. Problem Statement

We now introduce the problem we address in this paper.

Problem 1 (CS-motif Discovery in Multi-Variate Time Series). Let T be a multi-variate time
series (with variate context C). Let l denote the size of the smallest temporal scope of the target
motifs and let ε be the similarity bound as defined above. Given these, let M be the set of all
(ki, l, ε)-motifs, where ki denotes the recurrence counts of the pattern in recPati ∈ M. Then, our
goal is to identify (ki, l, ε)-motifs (or CS-motifs) with the highest recurrence counts inM.

4. SMM: Contextually Salient Multi-Variate Motif (CS-motif) Discovery

In this section, we present a novel approach to identify frequently recurring, contextu-
ally salient, multi-variate motifs. To deal with the underlying complexity of the problem and
also to achieve the necessary flexibility in the type of motifs we are able to discover, we pro-
pose a salient multi-variate subsequence (SMS)-based motif-search mechanism (Figure 5).
The proposed motif extraction process consists of two major steps. (a) Multi-variate pattern
extraction and description: Salient multi-variate patterns that represent the areas of multi-
variate time series with high local saliency are identified. Here, a key challenge is to consider
the context information to identify multi-variate features (of different temporal lengths
and variate scopes) that are contextually meaningful (Section 4.1). (b) Multi-variate pattern
clustering and pruning: In this step, we cluster patterns obtained in the previous step into
recurring patterns. Since the sizes and the numbers of the recurring patterns are not known
ahead of time, we need to leverage an adaptive clustering strategy, which not only automat-
ically identifies the number of similarity clusters in the data, but also prunes away those
multi-variate patterns that do not belong to any of the identified clusters. We discuss this
process in Section 4.2.
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Figure 5. Overview of the SMM for contextually salient multi-variate motif discovery.

4.1. Salient Multi-Variate Sub-Sequences (SMSs)

We note that a significant amount of waste in processing can be avoided and noise
can be reduced if motif search can be directed towards parts of a given time series that are
likely to contain contextually interesting motifs. Furthermore, we argue that time series
data often carry structural evidences in the form of salient temporal features and that
these can help focus the motif search process on parts of the time series that may contain
contextually salient patterns. The proposed salient multi-variate motif (SMM) algorithm
locates salient multi-variate temporal sub-sequences (of varying sizes) using a two-step
scale-invariant feature search mechanism. In its first step, the algorithm creates scale-space
of the given multi-variate time series which reflects its varying granularities; then, it
identifies multi-variate subsequences where differences between the sub-sequent time
and/or variate granularities are large. In its second step, the algorithm selects, among these
sub-sequences, those that are likely to correspond to intervals with interesting patterns and
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extracts small-footprint descriptors for each of these salient sub-sequences. This approach
has several advantages:

• Firstly, the scale-space extrema detection process in the first step ensures that only
those subsequences that are significantly different from their neighbors (both in time
and variates) are considered as candidate patterns for motifs. Consequently, the overall
efficiency of the process is significantly improved by being selective during motif
search.

• Secondly, since the process identifies subsequences of different temporal and variate
scopes, we can potentially avoid fixing the motif patterns’ sizes in advance.

• The process can also take into account the contextual information that may describe
the relationships among the variates.

However, enabling these advantages requires an efficient multi-scale search mecha-
nism to locate salient multi-variate sub-sequences of a given multi-variate time series. In
particular, we search for these sub-sequences using an SIFT-like [32,33] process that also
takes into account the contextual information such as the metadata graph associated with
the variates of the series (Figure 3).

4.1.1. Scale-Spaces of Multi-Variate Time Series

Intuitively, each contextually salient feature fi extracted from a multi-variate time
series is a triple 〈Ti, Vi, Di〉, where Ti = [ti,start, ti,end] is a time interval (i.e., temporal scope),
Vi is a subset of the variates that make up the time series (i.e., variate scope) and Di is a
fixed-length vector describing the local gradient distribution as a function of the underlying
metadata. The algorithm to identify these sub-sequences relies on a two-step process. The
first stage identifies salient multi-variate sub-sequences across multiple scales (created
in a way that takes into account the relationships among the variates). To achieve this,
a scale-space representation of the multi-variate series is constructed through iterative
smoothing (across time and metadata graph) which creates different resolutions of the
input series (Figure 6); then, sub-sequences of interest with the largest variations with
respect to their neighbors in both time and variates are located on this scale-space. Once
these multi-variate sub-sequences are identified, a gradient histogram is associated to each
sub-sequence as a descriptor to support indexing and search.
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Figure 6. Scale-space construction through iterative smoothing in time and variates (details in Figure 7).

Temporal and Variate Smoothing

As we can see in Figure 6, the process requires the series to be repeatedly smoothed
across both time and variates. While Gaussian smoothing across time is a well-understood
process (involving the convolution of the time series with a Gaussian filter G(t, σ) =
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1√
2πσ

e
−t2

2σ2 for a smoothing parameter σ), the same cannot be said for smoothing across
variates, because, while time is totally ordered (enabling convolution), the graph is not—
therefore, convolution filters cannot be applied directly.

We handle this by (a) defining, for each variate vl , two functions f rwdG(vl , δ) and
bkwdG(vl , δ), as the forward and backward neighbors of vl at a distance at most δ on the
metadata graph; given these functions, which (partially) order the variates relative to vl , (b)
we apply, for each vl , Gaussian smoothing across variates centered around vl (the values of
variates at the same distance from vl are averaged).

Given a multi-variate time series T and a metadata graph C, the smoothing process
with temporal-smoothing parameter σt and variate smoothing parameter σv results into
scale-space M, where the entry M[st, sv](ti, vj) corresponds to the series at time ti for
variate vj, smoothed st times temporally and sv times across variates of graph C. Increasing
the smoothing rates along time and along variates reduces the details in the time series by
taking into account the available metadata (Figure 7). Once the scale space is created, the
contextually salient 〈st, svti, vj〉 quadruples can be identified by comparingM[st, sv](ti, vj)
to its neighbors (across time, variates and both) and by selecting the quadruples with the
largest differences from their neighbors. In Section 4.1.2, we further discuss how these
contextually salient subsequences are identified.
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Figure 7. Increasing the temporal and variate smoothing rate reduces the details across (by taking
into account the available metadata). (a) Original series; (b) Smoothed (and reduced) series.

Descriptor Creation for Multi-Variate Sub-Sequences

Note that each quadruple 〈st, sv, ti, vj〉 represents a temporal interval (i.e., temporal
scope, [ti− 3× st× σt, ti + 3× st× σt]) centered around time instance ti and a set of variates
(i.e., variate scope) centered around variate vj—in other words, each quadruple can be
considered as a contextually salient multi-variate sub-sequence of the input time series T.
Once these contextually salient sub-sequences are identified, the next step is to create a
descriptor for the sub-sequences to enable their comparisons. While these sub-sequences
can be compared using any technique (including multi-variate DTW or others, see [34]),
in this paper, we again follow an SIFT-like technique and extract a gradient histogram
to be used as a local descriptor; in particular, for each contextually salient 〈st, sv, ti, vj〉
quadruple, we consider the neighborhood ofM[st, sv](ti, vj) covered by the corresponding
temporal and variate scopes and centered around time ti and variate vj and, given this
neighborhood, the feature descriptor is created as a c-directional gradient histogram of this
matrix, sampling the gradient magnitudes around the salient point using a 2a× 2b grid,
where a, b and c are user-provided parameters, superimposed on the neighborhood. To give
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less emphasis to gradients that are far from the point 〈vi, tj〉, a Gaussian weighting function
is used to reduce the magnitude of the elements furthest from 〈vi, tj〉. This process leads to
a feature descriptor vector of length 2a× 2b× c. The descriptor size must be selected in a
way that reflects the temporal characteristics of the time series. If a multi-variate time series
contains many similar features, it might be more advantageous to use large descriptors
that can better discriminate; these large descriptors would not only include information
that describes the corresponding features, but would also describe the temporal contexts in
which these features are located.

4.1.2. Identifying Contextually Salient Sub-Sequences

Let 〈st, sv, ti, vj〉 be a quadruple in the state-space visualized in Figure 6. As discussed
above, here, st and sv are the two parameters that control the amount of smoothing across
time and variates, respectively, and ti and vj are the time instance and variate on which
a multi-variate sub-sequence is centered. To identify whether this quadruple represents
a contextually salient sub-sequence or not, we need to compare it to its 80 (= 34 − 1)
neighbors across time, variates and two scale spaces (with three neighbors along each of
these four dimensions). In this paper, we note that we can use two alternative measures of
comparison to identify contextually salient sub-sequences, described below.

Smoothing-Based Contextual Saliency

We define smoothing-based local saliency CSS(st, sv, ti, vj) as follows:

= max (
∣∣M[st + 1, sv](ti, vj)−M[st, sv](ti, vj)

∣∣,∣∣M[st, sv + 1](ti, vj)−M[st, sv](ti, vj)
∣∣,∣∣M[st + 1, sv + 1](ti, vj)−M[st, sv](ti, vj)

∣∣).
Intuitively, CSS measures the absolute difference between the smoothed entries at

different scales around the quadruple 〈st, sv, ti, vj〉. If CSS(st, sv, ti, vj) is larger than the
CSS values corresponding to some Θ% (for some user-provided Θ ∼ 100) of the neighbors
of the quadruple 〈st, sv, ti, vj〉 in the state space, then we can say that the multi-variate
sub-sequence represented by this quadruple is (maximally) different from its neighbors.

Entropy-Based Contextual Saliency

Note that the above definition of local saliency compares the actual values of the series
smoothed at different degrees. Alternatively, we can define an entropy-based contextual
saliency CSE(st, sv, ti, vj) by replacingM with E , where E [st, sv](ti, vj) is the Shannon en-
tropy defined within the (3σt, 3σv) neighborhood of the smoothed (and suitably discretized)
seriesM[st, sv] around the time instance ti and variate vj. Since each neighborhood of a
smoothed series corresponds to a multi-variate subsequence, intuitively, CSE measures
how different the entropy of a given sub-sequence is relative to the version of the series
further smoothed in time and/or in variates.

4.2. Frequently Recurring Motif Search

Once the salient multi-variate sub-sequences of the given multi-variate time series
are identified and collected, the next step is to cluster these sub-sequences into recurring
patterns, a motif bag. Since the number of distinct motifs in the time series or the number of
sub-sequences in each of these motifs may not be known ahead of time, we need to leverage
an adaptive clustering strategy, which not only automatically identifies the number of
similarity clusters in the data, but also prunes away those multi-variate patterns that do
not belong to any of the identified clusters.

To search for the matching motifs across the same or different variate groups, we
propose the two following strategies under two different scenarios:

1. Finding motifs across the same variate groups, by considering all the features ex-
tracted from a multi-variate time series. This requires a three-step process: (a) We
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create groups of features existing in the same or a similar variate scope; the results are
clusters of features sharing the same or a similar variate scope. (b) To identify groups
of features with similar behaviors, in each of the groups we apply one cluster (adaptive
K-means). (c) In each group of these features, a pruning process is applied to clean the
outlier instances from the clusters using standard deviation from the feature centroid.

2. Targeting motifs across multiple (potentially different) variate groups. Considering
all the features extracted from a multi variate time series, we apply the following steps:
(a) First, a clustering technique is applied; in our results, we use adaptive K-means.
The clustering process would allow us to identify groups of instances with similar
behaviors across potentially different variate groups. (b) For each cluster identified,
a pruning step is applied, which takes each cluster centroid and the corresponding
standard deviation into consideration. This would allow the proposed framework to
arrive at bags of motifs, each containing instances from multiple variate sets. (c) The
final step is sub-clustering (we group instances in each motif bag Mi having a similar
or the same variate scope), which would be applied to the search for motifs existing
on the same variate groups.

While any clustering approach (e.g., density-based clustering, such as DBScan [35])
can be used for this purpose, in our implementation, we use an adaptive K-mean strategy,
based on the Euclidean distance of the sub-sequence descriptors. Depending on the type of
motifs being searched, additional constraints (such as being of a similar length, or being
aligned along similar sets of variates) are considered when forming and maintaining the
clusters. Intuitively, each of these clusters represents a potential motif. However, these
clusters may contain sub-sequences that do not share the same pattern and, thus, do not
belong to the corresponding motif. In order to eliminate these spurious sub-sequences,
prune outliers from each cluster. More specifically, the pruning step works in the following
way: for each cluster Ch we identify the mean descriptor and the standard deviation

Dmean,h = AVG
subseqi∈Ch

(Di),

sdevh = STDEV
subseqi∈Ch

(∆(Di, Dmean,h)),

of the distances of the sub-sequences in the cluster from this mean descriptor. Once these
are computed, we eliminate any sub-sequence subseqi in Ch, such that

∆(Di, Dmean,h) > 3× sdevh.

Intuitively, assuming that the cluster represents a single motif pattern and that the
distances of the descriptors (corresponding to a motif pattern) from the mean descriptor
follow a normal distribution, this would help eliminate those sub-sequences that have less
than 0.03% likelihood of being part of the corresponding motif. Once the initial descriptor-
based clusters are obtained, we further partition these clusters based on variate overlaps.
However, this is an optional step.

A major advantage of this approach is that we can control what type of re-occurring
patterns constitute a motif. In particular, in addition to being able to control things such as
whether identified motifs have a certain periodicity or an energy (or entropy) difference
relative to the whole of the series, we can also control:

• The degree of variate alignment. As we have seen in the Introduction, Figure 1, while, in
some applications, we may wish to ensure that the repeating patterns occur on the
same set of variates, in some others, it might be acceptable that re-occurring patterns
cover different subsets of variates (Figure 2);

• The degree of length alignment. Again, as stated in the Introduction, Figure 1, while, in
some applications, we may wish to ensure that the repeating patterns have the same
length, in some others, it might be acceptable that re-occurring patterns are of different
lengths.
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We experimentally validate the above in the next section.

5. Experimental Evaluation

In this section, we report the results of the experiments that aim to assess the effective-
ness of the proposed motif search strategy.

5.1. Datasets

To evaluate the proposed motif detection technique, we rely on three datasets—the
key characteristics of these datasets are outlined in Table 1:

• The motion capture (MoCap) dataset [10] consists of movement records from sensors
placed on subjects’ bodies as they perform 8 types of tasks. We use the Acclaim-Skeleton-
File/Acclaim Motion Capture (ASF/AMC) data format, where the original coordinate
readings are converted into 62 joint angles’ data. We treat the readings for each joint
angle as a different uni-variate time series. The hierarchical spatial distribution (e.g.,
left foot, right foot, left leg, etc.) of the joint angles on the body is used to create the
underlying correlation matrix used as contextual metadata.

• The building energy dataset consists of energy simulations generated through the Ener-
gyPlus simulation software [36]. In this case, the variate context is defined based on
the topology of the building being simulated.

• The BirdSong dataset [37] consists of Mel-frequency cepstral coefficient (MFCC) features
for different bird calls. Each MFCC coefficient captures the short-term power spectrum
of a sound for a given frequency band. The original dataset contains 13 MFCC coef-
ficients (i.e., variates) for 154 bird calls of 8 classes, with the average time length of
397 time stamps. For our experiments, we convert these into the frequency domain and
produce a multi-variate time-series composed of 52 variates. The context is defined in
terms of the proximity of the constituent frequencies; in particular, we consider them
to be equally spaced on the Mel scale.

Note that, as reported in Table 1, the contextual metadata are more strongly defined
for the motion capture and building energy datasets, where the spatial proximity and
connections among body and building components are used to capture the context. The
contextual metadata is less strongly defined for the birdsong dataset.

Table 1. Characteristics of the datasets.

Dataset # Variates # Time Series # Classes Contextual Strength

MoCap [10] 62 184 8 high
Building energy [36] 27 100 n/a high

Birdsong [37] 52 154 8 low

Samples of these time series are visualized in Figure 8—note that the repeated patterns
are also discernible to the naked eye in these samples.
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(a)

(b)

(c)

Figure 8. Heatmap visualization of sample time series: each row corresponds to a different variate
(best viewed in color). (a) MOCAP sample. (b) Building energy sample. (c) BirdSong sample.

5.2. Motifs Used as Ground Truth

For a fair evaluation, as is common in the literature, we inject true motifs onto time
series generated through random walks. Then, the injected motifs are used as labeled
ground truth (Ground truth data are available at https://drive.google.com/drive/folders/
1NBvywswb1wzryIwhIW2xiS17ns_xF03J?usp=sharing, accessed on 20 May 2021). In order
to ensure that the simulated series are meaningful representations of the original time series,
we first compute the average displacement for the series and, at each step of the random
walk, we make a move bounded by a percentage of the original average displacement. In
the experiments, we considered 10, 25, 50, 75 and 100% average displacement. In addition,
we considered a (0–1) random walk where the average displacement was bounded simply
by 1 unit (this corresponds to a mostly idle motion pattern).

The ground truth motifs are created and injected as follows:

1. First, we identify and extract multi-variate dominant behaviors/patterns in the form
of RMT features (robust multivariate time-series feature) from the series in a given
dataset.

2. Then, we select a random set of distinct patterns to be injected as motifs.
3. Next, we generate a set of multi-variate random walks to be used as the motif-free

time series; to ensure that the generated series closely match the characteristics of the
original series, we perform the following operations:

• We compute, from each motif pattern, the value of average displacement;
• We scale the generated random walks to match a specific percentage of the

average displacement of the motif patterns for making the motif instances injected
consistent within the global behavior over the time series.

4. We finally inject the selected patterns onto the created motif-free random walks.

https://drive.google.com/drive/folders/1NBvywswb1wzryIwhIW2xiS17ns_xF03J?usp=sharing
https://drive.google.com/drive/folders/1NBvywswb1wzryIwhIW2xiS17ns_xF03J?usp=sharing
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We record, as ground truth, the variates on which the patterns have been injected
along with the temporal scopes of the pattern insertions. Table 2 provides an outline of the
characteristics of the time series that are generated through the above process:

• Number of motifs (m): this is the number of motifs inserted into a single multivariate
series;

• Recurrence count (k): this is the number of patterns inserted for each motif;
• Length flexibility (f): for a given motif, we allowed the length of its subsequences to

vary— f denotes the lowerbound on the length of the subsequences as a percentage of
the original pattern.

Table 2. Experimental settings; default values are highlighted in bold.

Parameters Values

number of motifs (m) 1, 2, 3
recurrence count (k) 5, 10, 15

length flexibility percentage ( f ) 50, 75, 100
average displacement scaling percentage 10, 50, 75, 100

In addition to the above, we considered alternative variate alignment and placement
strategies for the injected motifs; motifs are inserted either on the original variates (v-aligned;
default), or on variates that are structurally similar to the original ones (v-structure).

In the experiments reported in this section, we compare the proposed SMM algorithm
to one of the most recent multi-variate motif proposals, the matrix-profile strategy [25],
which we refer to, in this section, as matrix profile with clustering (MPC). Note that the
original matrix-profile algorithm identifies recurring pairs of multi-variate subsequences;
given all the recurring sub-sequences extracted from the series, we apply an adaptive
k-medoids strategy (similar to the one applied for SMM, Section 4.2, but using the distance
measure presented in [25] instead of descriptor distances) on these subsequences to obtain
the corresponding frequently recurring patterns. The MPC algorithm takes, as input, a
target window size (set to 60 for Energy and MoCap, 32 for BirdSong), corresponding to
the default length of patterns inserted (considering each possible dataset) into the series, as
described above. For SMM, we consider both the smoothing-based (SMM-s) and entropy-
based (SMM-e) strategies and set the target temporal scales between 30 and 60 units for
MoCap and Energy Datasets and between 16 and 32 in the case of BirdSong.

5.3. Evaluation Criteria

To evaluate the identified motifs, we consider both temporal and variate alignments.

Definition 12 (Variate Overlap). Given two multivariate subsequences S1(v1, t1) and S2(v2, t2)
from a multivariate time series T(v, t), where v1, v2 ⊆ v, the variate overlap between S1(v1, t1)

and S2(v2, t2) is VO(S1, S2) =
|v1∩v2|
|v1∪v2|

.

Definition 13 (Time Overlap). Given two multivariate subsequences S1(v1, t1) and S2(v2, t2)
from a multivariate time series T(v, t), where t1, t2 and t are set of consecutive temporal intervals
such that t1, t2 ⊆ v, the time overlap between S1(v1, t1) and S2(v2, t2) is TO(S1, S2) =

|t1∩t2|
|t1∪t2|

.

Definition 14 (Instance Overlap). Given two multivariate subsequences S1(v1, t1) and S2(v2, t2)
from a multivariate time series T(v, t), the instance overlap between S1(v1, t1) and S2(v2, t2) is
IO(S1, S2) = TO(S1, S2) ∗VO(S1, S2).

To evaluate the motif extraction algorithms, we use precision, recall and f -score accura-
cies. Let a time series have m ground truth motifs (M1 through Mm) inserted as ground
truth, each with k recurring subsequences (Mi = {msi,1, . . . , msi,k}). Let also the motif
search identify c clusters (C1 through Cc), where Cj = {csj,1, . . . , csj,|Cj |}.
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Definition 15 (Cluster-Motif Precision). This is defined as the ratio of subsequences in a cluster
Cj, corresponding to motif Mi:

preci,j =
(

∑
cs∈Cj

in(cs, Mi)
)
/|Cj|.

Definition 16 (Cluster-Motif Recall). This is defined as the ratio of subsequences in motif Mi
that are in cluster Cj:

recalli,j =
(

∑
ms∈Mi

in(ms, Cj)
)
/|Mi|.

Above, in() is a function which checks if a given subsequence occurs in a given set of
subsequences and returns a value between 0 and 1, depending on how good a match is
located (for simplicity of the discussion, we assume that in() ∈ {0, 1}). Given these, we
define the f score for a cluster-motif pair.

Definition 17 (F-Score for a Cluster-Motif Pair). The f-score for the cluster Cj and the motif Mi
is defined as

f scorei,j = (2× preci,j × recalli,j)/(preci,j + recalli,j).

Note that our goal is that (a) each motif occurs in one and only one cluster and (b) each
cluster contains recurring patterns from one motif. Therefore, given the above, we define
the overall accuracy relative to motif Mi as follows:

acci =
∑Cj s.t. recalli,j 6=0 f scorei,j

count({Cj | recalli,j 6= 0}) .

The overall accuracy is the average accuracy for all inserted motifs:

acc = AVG
1≤i≤m

(acci).

In the results presented in the next subsection, any cluster that does not include at
least one multi-variate subsequence with a minimum degree (50%, 75%, 90%, or 100%) of
overlap with a true motif pattern is ignored as being a cluster that does not relate to the
ground-truth motif.

Each experiment was executed on 40 random settings and the averages are reported.

5.4. Indicative Sample Result

Before we present a detailed analysis of the results, we first provide a sample result to
underline the key difference between the proposed SMM and the competitors. In Figure 9a,
we present a multi-variate time series from the MoCap dataset [10] and the motifs identified
on this series by SMM and MPC algorithms. The figure also lists the sensors involved in
the recurring patterns. As we see in this figure, SMM motifs are superior:

• The motif identified by the SMM approach consists of data from sensors that are
logically related in the context of action recognition. In contrast, the motif identified
by the MPC approach is highly noisy; since it aims to maximize the coverage (rather
than maximizing their contextual relevance), the number of sensors’ pattern includes
many irrelevant sensors.

• As a side effect of this, while SMM is able to identify 3 instances of the repeated
pattern, MPC is able to identify only 2 occurrences; extra sensors prevent the effective
clustering of the patterns thus resulting in lower recall.



Appl. Sci. 2021, 11, 10873 17 of 24

0 100 200 300 400 500

60

0

70

0

V
a
ri
a
te

Varaite ID  

30 rradius

29 rhumerus-3

28 rhumerus-2

27 rhumerus-1

26 rclavicle-2

25 rclavicle-1

16 lowerneck

7 lowerback

5 hips upper rig t

3 hips low rig t

1 groin right

SMM

(a)
MPC

(b)

Figure 9. Sample motifs identified by the proposed SMM approach and a competitor (MPC [25]).
The motifs extracted by SMM are contextually meaningful, whereas MPC’s motifs (obtained without
considering the metadata associated with the time series) are noisy. (a) Sample SMM motif—note that
the repeating pattern is detected on sensors at the same (right) side of the body. (b) Corresponding
motif identified by a competitor—some sensors included in the motif include those that are irrelevant
to the action; the motif also misses one recurring instance.

5.5. Results for the Mocap and Energy Datasets
5.5.1. Accuracy

InTable 3, before presenting the detailed accuracy results—from Tables 4–6—, we
present a set of representative results, comparing accuracies for the SMM-s and MPC
algorithms, on a sample scenario (one motif extracted from each series and inserted into
10 random walk time series) based on the MoCap dataset. We use the bold fonts to highlight
the best results among the alternatives. As we see in this table, SMM-s leads to a significantly
higher precision and overall higher accuracy values. The table also shows that SMM-based
approaches are significantly more robust (to instance overlap bounds) than MPC. This
means that, as we are targeting motifs that consist of more complete sub-sequences, the
proposed SMM technique can provide robust accuracies, while the accuracies of MPC drop
as the lower bound gets higher.

Default Scenario. We start presenting the detailed accuracy results by considering
the default scenario in which we have a pattern composed of the same repeated action, or
event, happening at different speeds. The results are presented in Table 4. As we can see in
the table, under the default settings and under a wide range of random walk and instance
overlap thresholds, SMM provides significantly higher accuracies than its competitor.
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Table 3. Precision, recall and F-scores for series with one motif (M1) from MoCap, for varying target
overlaps (average displacement 10%).

Precision Recall F-Score

Instances SMM-s MPC SMM-s MPC SMM-s MPC

Overlap M1 M1 M1 M1 M1 M1

50% 0.84 0.54 0.52 0.51 0.61 0.45
75% 0.87 0.53 0.57 0.54 0.65 0.45
90% 0.92 0.51 0.64 0.49 0.71 0.43

100% 0.87 0.34 0.62 0.34 0.68 0.311

Table 4. F-scores for time series with one motif (M1), for varying target overlaps considering multiple
scales of random walk (default parameters).

F-Score MoCap (1 Motif k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.61 0.45 0.59 0.32 0.56 0.33 0.53 0.33
75% 0.65 0.45 0.64 0.28 0.61 0.26 0.56 0.25
90% 0.71 0.43 0.69 0.22 0.66 0.22 0.62 0.21

100% 0.68 0.31 0.65 0.17 0.62 0.16 0.58 0.15

F-Score Energy (1 Motif k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.62 0.38 0.51 0.35 0.46 0.33 0.43 0.31
75% 0.52 0.27 0.41 0.22 0.37 0.21 0.35 0.19
90% 0.45 0.17 0.37 0.14 0.33 0.13 0.31 0.10

100% 0.38 0.09 0.31 0.08 0.28 0.07 0.27 0.06

F-Score MoCap (2 Motifs k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.59 0.45 0.55 0.37 0.50 0.33 0.46 0.32
75% 0.62 0.42 0.56 0.28 0.52 0.25 0.48 0.25
90% 0.67 0.32 0.61 0.24 0.57 0.22 0.51 0.23

100% 0.62 0.24 0.55 0.19 0.52 0.17 0.47 0.18

F-Score Energy (2 Motifs k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.58 0.35 0.47 0.29 0.44 0.27 0.42 0.27
75% 0.47 0.21 0.37 0.17 0.35 0.16 0.34 0.16
90% 0.43 0.12 0.35 0.1 0.32 0.08 0.31 0.08

100% 0.37 0.07 0.30 0.05 0.28 0.05 0.26 0.05

F-Score MoCap (3 Motifs k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.57 0.48 0.52 0.42 0.47 0.38 0.44 0.35
75% 0.61 0.43 0.56 0.31 0.51 0.27 0.47 0.25
90% 0.63 0.34 0.58 0.25 0.52 0.23 0.49 0.21

100% 0.56 0.23 0.51 0.20 0.47 0.19 0.43 0.18

F-Score Energy (3 Motifs k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.55 0.37 0.46 0.29 0.43 0.26 0.41 0.24
75% 0.44 0.19 0.36 0.15 0.34 0.14 0.33 0.13
90% 0.40 0.09 0.33 0.07 0.30 0.07 0.29 0.06

100% 0.34 0.05 0.29 0.04 0.27 0.03 0.25 0.03
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Varying Motif Instance Counts and Length Flexibilities. In Table 5, we present the
results under differing motif instance counts and varying length flexibilities. Comparing
the results reported in this table with the default results in Table 4, we can seen that both
algorithms are similarly robust against repeating motif instance counts; on the other hand,
the results indicate that SMM-s is significantly more accurate than MPC when subsequence
lengths are allowed to be flexible ( f = 50–100%).

Table 5. F-scores for time series with recurring patterns for varying number of recurrence counts
using MoCap (default parameters, various k).

F-Score MoCap (1 Motif k = 5, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.69 0.33 0.70 0.30 0.66 0.33 0.57 0.32
75% 0.74 0.31 0.73 0.25 0.67 0.24 0.57 0.22
90% 0.75 0.27 0.74 0.19 0.68 0.20 0.57 0.17
100% 0.70 0.18 0.67 0.15 0.61 0.15 0.51 0.14

F-Score Energy (1 Motif k = 5, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.66 0.14 0.60 0.17 0.50 0.15 0.43 0.14
75% 0.52 0.10 0.45 0.11 0.37 0.09 0.32 0.09
90% 0.45 0.07 0.41 0.07 0.34 0.06 0.29 0.07
100% 0.34 0.05 0.30 0.06 0.24 0.05 0.20 0.05

F-Score MoCap (1 Motif k = 15, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.80 0.55 0.66 0.49 0.59 0.49 0.55 0.48
75% 0.60 0.56 0.51 0.48 0.47 0.43 0.45 0.40
90% 0.53 0.48 0.47 0.38 0.44 0.32 0.43 0.26
100% 0.41 0.14 0.37 0.14 0.35 0.14 0.34 0.13

F-Score Energy (1 Motif k = 15, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.62 0.29 0.57 0.30 0.50 0.31 0.41 0.28
75% 0.53 0.23 0.47 0.24 0.41 0.23 0.36 0.19
90% 0.47 0.16 0.42 0.18 0.37 0.16 0.32 0.12
100% 0.41 0.06 0.37 0.09 0.32 0.09 0.28 0.07

Varying the Degree of Variate Alignment. In this set of experiments, we relax one
other constraint; motif instances can be discovered across different variates (e.g., left and right
arms). Table 6 compares the accuracies for time series where the recurring patterns are
variate-aligned (or v-aligned) vs. those where the motifs can appear on different (structurally
compatible) subsets of variates (i.e., v-structure). As we would expect, the overall accuracy
is higher when the patterns occur on the same variates (i.e., the v-structure has somewhat
lower results than the default v-aligned case); but, critically, MPC performs poorly when the
recurring patterns are not variate-aligned. In contrast, SMM-s is able to identify a larger
number of such patterns.
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Table 6. F-scores for time series with recurring patterns that are variate-aligned (v-aligned) vs. non-
variate-aligned (v-structure) from MoCap and Energy.

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

V-ALIGNED: F-Score v- MoCap (1 Motif k = 10, f = 50–100%)

50% 0.61 0.45 0.59 0.32 0.56 0.33 0.53 0.33
75% 0.65 0.45 0.64 0.28 0.61 0.26 0.56 0.25
90% 0.71 0.43 0.69 0.22 0.66 0.22 0.62 0.21
100% 0.68 0.31 0.65 0.17 0.62 0.16 0.58 0.15

V-STRUCTURE: F-Score MoCap (1 Motif k = 10, f = 50–100%)

50% 0.46 0.25 0.42 0.24 0.38 0.23 0.34 0.24
75% 0.46 0.23 0.41 0.18 0.37 0.16 0.31 0.16
90% 0.47 0.10 0.41 0.08 0.37 0.08 0.31 0.09
100% 0.43 0.00 0.38 0.00 0.33 0.00 0.27 0.00

V-ALIGNED: F-Score MoCap (1 Motif k = 10, f = 100%)

50% 0.78 0.63 0.79 0.60 0.74 0.61 0.64 0.61
75% 0.81 0.62 0.84 0.60 0.82 0.61 0.73 0.60
90% 0.79 0.58 0.83 0.58 0.79 0.60 0.71 0.57
100% 0.64 0.45 0.65 0.45 0.63 0.44 0.55 0.43

V-STRUCTURE: F-Score MoCap (1 Motif k = 10, f = 100%)

50% 0.54 0.29 0.50 0.30 0.45 0.30 0.39 0.30
75% 0.52 0.27 0.47 0.27 0.41 0.26 0.38 0.25
90% 0.51 0.21 0.45 0.22 0.39 0.23 0.35 0.21
100% 0.40 0.00 0.34 0.00 0.28 0.00 0.24 0.00

V-ALIGNED: F-Score Energy (1 Motif k = 10, f = 50–100%)

50% 0.62 0.38 0.51 0.35 0.46 0.33 0.43 0.31
75% 0.52 0.27 0.41 0.22 0.37 0.21 0.35 0.19
90% 0.45 0.17 0.37 0.14 0.33 0.13 0.31 0.10
100% 0.38 0.09 0.31 0.08 0.28 0.07 0.27 0.06

V-STRUCTURE: F-Score Energy (1 Motif k = 10, f = 50–100%)

50% 0.51 0.15 0.42 0.16 0.32 0.13 0.29 0.11
75% 0.41 0.07 0.33 0.06 0.27 0.06 0.25 0.05
90% 0.32 0.02 0.25 0.02 0.19 0.02 0.19 0.02
100% 0.28 0.00 0.22 0.00 0.16 0.00 0.16 0.00

V-ALIGNED: F-Score Energy (1 Motif k = 10, f = 100%)

50% 0.77 0.48 0.59 0.49 0.55 0.48 0.46 0.45
75% 0.58 0.47 0.47 0.43 0.45 0.40 0.40 0.34
90% 0.52 0.40 0.44 0.32 0.43 0.26 0.38 0.23
100% 0.41 0.12 0.35 0.14 0.34 0.13 0.30 0.13

V-STRUCTURE: F-Score Energy (1 Motif k = 10, f = 100%)

50% 0.67 0.26 0.52 0.27 0.41 0.27 0.35 0.26
75% 0.64 0.23 0.60 0.21 0.55 0.19 0.38 0.13
90% 0.48 0.09 0.54 0.07 0.53 0.07 0.35 0.05
100% 0.48 0.00 0.54 0.00 0.53 0.00 0.35 0.00

Scalability against the Number of Motifs. In all the results presented so far, the time
series has a single unique motif. In the next set of experiments, we (significantly) increase
the number of (MoCap) motifs injected to each multi-variate series to 10. Note that the
injected motifs may include common patterns that can potentially confuse the motif search
algorithms. Table 7 presents the results. As we can see in this table, MPC performs poorly
when multiple motifs may interact on the same multi-variate series, whereas the proposed
SMS algorithm is quite robust also in this respect.
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Table 7. F-scores for time series with 10 recurring patterns that are aligned from MoCap.

F-Score MoCap v-Structure (10 Motif k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.53 0.14 0.53 0.14 0.53 0.14 0.53 0.14
75% 0.54 0.12 0.54 0.12 0.54 0.12 0.54 0.12
90% 0.55 0.07 0.55 0.08 0.55 0.08 0.55 0.08
100% 0.49 0.05 0.48 0.05 0.48 0.05 0.48 0.05

5.5.2. Efficiency

We report the execution times for SMM-s and MPC algorithms, both implemented
in Matlab 2015.b on Intel(R) Core(TM), i7-7700HQ CPU at 2.80 GHz, 4 cores, with 16 GB
RAM. We report the execution times for the default configuration:

• SMM-s took 6.67 s for one time series (of length 2500) to locate motifs. Roughly 97%
of this (6.48 s) was spent on locating salient multi-variate subsequences (SMSs) and
the rest (0.19 s) was spent on identifying frequently recurring patterns.

• In contrast, MPC took 68.2 s for the same series. Roughly 57.7% of this (39.3 s) was
spent on locating matching sub-sequence pairs and the rest (28.8 s) was spent on
identifying frequent patterns.

Note that, in this configuration, SMM-s is 10× faster than MPC, because it limits the
motif search to salient sub-sequences and it creates descriptors that are efficient to compare.

5.6. Results for the BirdSong Dataset

Finally, we report the experiment results for the Birdsong dataset [37]. As described
earlier in this section, in this dataset, the contextual relationships among the variates (fre-
quency bands) are relatively weak and we expect relatively lower benefits from contextual
saliency in motif search.

Indeed, as we can see in Table 8, when we seek motifs on the same variates, MPC is
a better choice for identifying same length–same variate patterns. On the other hand, as
we can see in Table 9, when the motifs are sought in different (coherent) variate groups
and present possibly different speeds (corresponding to different temporal lengths), the
proposed SMS approach significantly outperforms the competitor even for this dataset.

Table 8. F-scores for time series with recurring patterns that are not variate-aligned from BirdSong.

F-Score BirdSong (1 Motif k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.61 0.47 0.60 0.41 0.56 0.40 0.48 0.38
75% 0.58 0.49 0.57 0.40 0.55 0.40 0.47 0.36
90% 0.65 0.50 0.64 0.45 0.58 0.43 0.48 0.36

100% 0.55 0.53 0.55 0.52 0.49 0.46 0.38 0.36

F-Score BirdSong (1 Motif k =10, f = 100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.89 0.76 0.85 0.82 0.75 0.79 0.59 0.77
75% 0.91 0.77 0.92 0.82 0.83 0.80 0.61 0.78
90% 0.85 0.77 0.83 0.82 0.68 0.80 0.49 0.79

100% 0.42 0.76 0.39 0.82 0.33 0.80 0.22 0.78
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Table 9. F-scores for time series with recurring patterns that are not variate-aligned from BirdSong.

F-Score BirdSong v-Structure (1 Motif k = 10, f = 50–100%)

Instances RW 10% RW 50% RW 75% RW 100%

Overlap SMM-s MPC SMM-s MPC SMM-s MPC SMM-s MPC

50% 0.48 0.23 0.48 0.25 0.45 0.27 0.38 0.24
75% 0.41 0.16 0.40 0.17 0.40 0.18 0.35 0.13
90% 0.34 0.15 0.32 0.15 0.32 0.15 0.25 0.12

100% 0.28 0.14 0.27 0.14 0.26 0.13 0.19 0.11

6. Conclusions

In this paper, we propose a context-aware frequently recurring, multi-variate motif search
framework for multi-variate temporal multimedia applications. The proposed salient multi-
variate motif (SMM) algorithm first identifies salient multi-variate sub-sequences in the
given time series and uses their locations and sizes to guide the motif search process. Motifs
do occur in many multi-variate multimedia datasets:

• Visual media data: Visual media (images, videos) often contain repeated patterns that
can be analyzed to classify the activity in the video, to identify real-world events, or
to render the video content searchable. Sample applications include gesture detection,
manufacturing and texture analysis;

• Audio media data: Audio data also often contain repeated patterns that are analyzed to
classify the audio, to identify events, or to index the audio content. Sample applica-
tions include zoology and audio surveillance;

• Other sensory media data: The use of multi-variate sensory media is increasing in many
smart-media applications, including healthcare, robotics, transportation and energy.

As we experimentally show in the paper, this approach enables us to control the
types (e.g., variate- and length-aligned) of multi-variate motifs we search and significantly
improves the quality and effectiveness of motif search. On the other side, we would like to
highlight that the number of patterns considered is typical in the motif search literature,
as, in many applications, one searches for a few dominant patterns in the input media.
However, we would also like to highlight that, as we can see in Tables 1–3 in the paper,
independent of the number of motifs, the proposed SMM is more accurate than the state-
of-the-art competitor, MPC. As reported in the paper, SMM is also much faster than MPC.
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