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Abstract: The European Union (EU) aims to increase the efficiency and productivity of the construc-
tion industry. The EU suggests pairing Building Information Modeling with other digitalization
technologies to seize the full potential of the digital transition. Meanwhile, industrial applications of
Natural Language Processing (NLP) have emerged. The growth of NLP is affecting the construction
industry. However, the potential of NLP and the combination of an NLP and BIM approach is still
unexplored. The study tries to address this lack by applying a scientometric analysis to explore the
state of the art of NLP in the AECO sector, and the combined applications of NLP and BIM. Science
mapping is used to analyze 254 bibliographic records from Scopus Database analyzing the structure
and dynamics of the domain by drawing a picture of the body of knowledge. NLP in AECO, and its
pairing with BIM domain and applications, are investigated by representing: Conceptual, Intellectual,
and Social structure. The highest number of NLP applications in AECO are in the fields of Project,
Safety, and Risk Management. Attempts at combining NLP and BIM mainly concern the Auto-
mated Compliance Checking and semantic BIM enrichment goals. Artificial intelligence, learning
algorithms, and ontologies emerge as the most widespread and promising technological drivers.

Keywords: computational linguistic; artificial intelligence; semantic; BIM; science mapping; co-
occurrence networks

1. Introduction
1.1. European Union Digitalization Strategy

The digitalization of the European market is one of the main objectives set by the
European Union (EU). The digitalization of industrial sectors and production processes
aims to increase and maximize the efficiency and potential growth of the digital economy
in the European common market. The EU digitalization strategy regards, in particular,
Architecture, Engineering, Construction, and Owner-operated (AECO) industry, as one
of the pillars of EU economy [1]. However, the AECO sector is slowly adopting Digital
Technologies and embracing Digital Innovation compared to other industrial sectors (e.g.,
manufacturing and telecommunication) [2]. To seize the full potential of digitalization of
the construction sector, the EU Commission recommends combining Building Information
Modelling (BIM) with other digitalization technologies [1]. In the last decade, BIM has
become widespread in AECO industry [3,4]. BIM refers to the “use of a shared digital
representation of a built asset to facilitate design, construction and operation processes to
form a reliable basis for decisions” [5]
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1.2. Document-Based and Model-Based Approaches

The construction process deals with several different and complex forms of informa-
tion that are exchanged and modified by the actors involved, and much of it is captured,
exchanged, and delivered using documents [6]. In AECO projects “Documents are inter-
faces, used to access and navigate through collections of information” [7]; thus, the sector can
be defined as a document-centric industry [8,9]. As a consequence, a huge amount of
unstructured data and information are produced and shared via natural language [6,7,10],
such as documents and reports which require the need for specific techniques to be pro-
cessed and digitally managed [11]. On the other hand, the adoption of BIM methodology
tends to shift the sector toward a model-based approach, which is focused on the devel-
opment and exchange of digital artifacts and models. Despite the widespread use of BIM
approaches, AECO information flow is still mainly based on the production and exchange
of documents [8,12,13]. Human natural language, written or spoken, is pervasive and the
most communicative way to define and share knowledge. However, natural language is
unstructured per se and difficult to be digitally managed [14]. Unstructured sources of
information, such as text documents, are still essential components of design and construc-
tion projects [8]. The adoption of BIM in AECO industry is, in fact, an insufficient condition
to leverage the value of BIM data and information [15].

1.3. Seizing the Full Potential of Digitalization: Pairing BIM with NLP Technology

As stated above, to seize the full potential of digitalization of the construction sec-
tor, it is necessary to combine BIM with other digitalization technologies [1]. Since the
construction industry is an information-intensive sector, based on the transmission of
textual documents [6,8], Natural Language Processing (NLP) can be applied to overcome
the document-based nature of the sector. NLP is an interdisciplinary field which aims to
process natural human languages using computers [16]. NLP, or computational linguistic,
is an interdisciplinary field of computer science and linguistics, and a sub-field of Artificial
Intelligence (AI). It is defined as the scientific and engineering discipline concerned with
understanding written and spoken language from a computational perspective. It aims to
represent human language through a formal and machine-readable language [17]. Infor-
mation expressed in a formal and machine-readable form can be processed, queried, and
retrieved by computers similarly to how the alpha-numerical parameters and information
are managed via BIM methods and tools. Consequently, the application of NLP in the
construction industry may have the capability and potential to enhance and optimize the
information flow, thus supporting an effective and efficient management of construction
projects [18].

1.4. Goal Setting and Article Structure

The proposed study investigates the knowledge domain of NLP studies and applica-
tions in the AECO domain, including the identification and analysis of possible links and
integration between BIM and NLP methods through scientific mapping and data visualiza-
tion techniques. Science mapping allows to depict a picture of the body of knowledge to
understand the structure and dynamics of the NLP topic in AECO industry and existing
links with a BIM approach. Existing applications and research studies are investigated,
helping to identify key themes and trends, visualizing the influence of articles, sources, and
authors, and uncovering existing relations between countries, affiliations, and researchers.
Data-driven analyses and data visualization techniques are applied to identify gaps, appli-
cations, technological drivers, and latest developments of NLP in AECO, and to investigate
how NLP and BIM can be linked and can mutually improve their performances.

The manuscript is structured into five main sections: the introduction section is
followed by an overview of NLP definitions, fields of application, and latest developments,
the third section describes the methodology adopted to collect and analyze the bibliographic
data sample, followed by a section about the discussion of the results, and a final section of
conclusions and limitations of the research is provided.
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2. Natural Language Processing Overview and Evolution
2.1. Linguistic and Natural Language Processing: Definition and Application Areas

Linguistics is the study of the nature, structure, and variation in human language,
including: (I) phonology, which concerns the use of sounds in a particular language; (II)
morphology, which concerns the structure, formation, and meaning of words; (III) syntax,
which concerns the way in which words can be combined together to form (grammati-
cal) sentences and represents the sentence structure itself; (IV) semantics, which explains
how lexical meaning is combined morphologically and syntactically to form the mean-
ing of a sentence; (V) pragmatics, which is about the use of language in context, where
context includes both the linguistic and situational context of an utterance, and refers to
understanding [19].

The practical goals of the NLP research field are several and diverse [20,21], however
NLP research can be summarized into five main areas [22,23]:

• Natural Language Understanding (NLU);
• Natural Language Generation (NLG);
• Speech or Voice Recognition;
• Machine Translation (MT);
• Automatic Text Summarization (ATS);
• Spelling Correction and Grammar Checking;
• Information Retrieval and Extraction (IR and IE);
• Question Answering Systems or Dialogue Agents (i.e., chatbot);
• Deep analysis of texts or spoken language for topic, sentiment, or other psychologi-

cal attributes.

The ultimate goal of NLP is the design of systems able to mimic human-like ability
in dialogue, in acquiring and gaining knowledge from human language and text [20].
In general, NLP techniques can be applied to convert unstructured sources of data into
machine-readable and processable data and information. In this way, computers can be
used to explore and manipulate natural language text or speech [24,25].

2.2. NLP History and Evolution: From Rule-Based to Pre-Trained Models

The first revolution of traditional linguistic concepts coincided with the publication of
the book “Syntactic Structures” by Noam Chomsky in 1957 [26]. With his writing, Chomsky
theorized that to allow a machine to understand natural language, the structure of the
sentence itself must be changed. To this end, Chomsky proposed a language for the
translation of natural language sentences into machine language [26]. In 1964, ELIZA,
the first rudimentary chatbot in history, was born. ELIZA was designed to imitate the
responses of a Rogerian psychotherapist [27]. However, after twelve years of research
in the field, the results obtained through NLP were not comparable in quality and cost-
effectiveness to the manual ones performed by humans. At the end of the 1960’s, research
on artificial intelligence applied to natural language processing was abandoned for at
least 10 years until the early 80’s. The new phase was characterized by the use of new
concepts and the abandonment of previous theories. The new NLP systems were based on
pure statistical systems and no longer on rule-based systems. There was a shift from the
so-called rule-based approach to the approach based on statistical models and text corpora
supported by the increasing computational power and the rise of the Machine-Learning
algorithm. The 1980–1990 decade is known as the period of statistical NLP revolution [28].
At the beginning of the 2000s, the first neural language model based on Recurrent Neural
Networks (RNN) was proposed [29]. An artificial neural network (ANN) is a nonlinear
model that mimics the neural structure of the human brain in a biologically inspired
way [30]. The model is capable of learning to perform different tasks. An artificial neural
network is based on artificial neurons (processing elements) and it is organized into three
interconnected layers: an input layer, a hidden layer composed by more than one layer, and
an output layer [31]. It is demonstrated that the deep learning NLP framework has better
performances than most of previous state-of-the-art approaches in several NLP tasks [32].
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The deep learning NLP approach relies on Convolutional Neural Networks (CNNs) and
Recurrent or Recursive Neural Networks (RNNs).

Summarizing, the NLP evolution can be broken down into three main phases from
1970 to 2010:

• Rule-based systems: systems based on complex sets of manual written rules.

# Pros: the system has a high level of interpretability;
# Cons: it is not accurate and flexible. A rule-based system is too deterministic to

manage noisy and ambiguous text data since human language is per se prone
to error and incomplete.

• Statistical inference systems: systems based on statistical models.

# Pros: statistical NLP affords rapid prototyping, the model is semi-automatically
constructed from linguistically annotated resources, for that reason they are
cheaper than rule-based systems [33];

# Cons: statistical systems are robust systems which means that an output is
always produced regardless of the quality of the input, consequently these
systems require a more careful analysis of the quality of the input [34].

• Deep learning approach: systems based on deep learning algorithm and neural network.

# Pros: they can efficiently manage the sparsity and non-structuring of learn-
ing data, respecting the complexity, articulation, and multidimensionality of
human language, furthermore, they can solve most non-trivial NLP problems;

# Cons: low explainability of the models since there is no way to investigate
and explain the structure of the net after the training task. The phenomenon
is called black-box effect [35]. Moreover, one of the biggest issues of the deep
learning approach is the shortage of training data, since they require a huge
amount of data to be trained [36].

2.3. Latest Developments: Contextual Pre-Trained Models, the Transformers Mechanism

A subset of language models, namely the pre-trained models, were developed to
overcome the shortage of training data typical of the deep learning approach. In addition,
language modeling is believed to be one of the main challenges in several NLP tasks.
Natural language modeling is effectively addressed by such pre-trained models [37]. In
fact, pre-trained models are general purpose language models trained using online text
corpora (e.g., Wikipedia): such a technique is defined as pre-training [38]. Pre-Trained
Models on large corpora can learn universal language representations, avoiding training a
new model from scratch. General pre-trained models can then be fine-tuned for specific
NLP tasks: this technique is called transfer-learning [39].

Pre-trained language model representations can be context-free or contextual, and
contextual representations can be unidirectional or bidirectional. Context-free models do
not take into account the words near a given word. On the other hand, contextual models
generate a representation of each term considering the other words in the sentence by
relating the meaning of a word with the entire sentence. The importance of bidirectional
pre-training for language representations has been widely demonstrated [36]. In late 2018,
Google released BERT (Bidirectional Encoder Representations from Transformers), a new
technique for contextual pre-training. The BERT algorithm is based on Transformers, a
type of neural network architecture optimized for processing texts that learns contextual
relations between words. BERT and, in general, Transformers-based models, are currently
the state of the art for several NLP tasks, allowing the same pre-trained model to success-
fully tackle a broad set of NLP tasks [36]. Transformers-based language pre-trained models
can represent the characteristics of word usage such as syntax and how words are used in
various contexts [40]. A list of the main Transformers-based pre trained language models
is provided as follows:

• BERT (Bidirectional Encoder Representations from Transformers);
• ULMFiT (Universal Language Model Fine-Tuning);
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• OpenAI’s GPT-2 and GPT-3 (Generative Pre-Trained Transformer).

3. Methodology

The research methodology is structured into the following phases: (I) science mapping
methods and tools selection; (II) query methods and criteria; (III) data cleaning; (IV)
scientometric analysis; (V) analysis and discussion of the results (Figure 1).
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3.1. Science Mapping Methods and Tools Selection

The study proposes a scientometric literature review based on data visualization.
Science mapping methods and tools are applied to analyze the current scientific literature
on NLP in the AECO field and NLP and BIM combined applications. Science mapping
purpose is the analysis and visual description of a scientific knowledge domain. In order
to represent a specific knowledge domain, a collection of intellectual contributions should
be gathered and analyzed [41]. Significant patterns and trends in the scientific literature
and bibliographic data can be uncovered by science mapping. Scientometric methods
include: longitudinal and cross temporal trends, keyword co-occurrence analysis, co-
citation and co-authorship analysis [42], document co-citation analysis [43], and other
analyses. Visualization techniques include network visualization [44], and visualizations
of temporal and geo-localization structures [45]. Metrics and indicators of research impact
are also considered [46].

An analysis of the main science mapping tools has been conducted. Each tool has
its own limitations and strengths. Therefore, an analysis and a comparison among tools
are necessary. Studies which compare science mapping tools have already been per-
formed [47,48]. Specifically, Moral-Muñoz et al. provide a complete overview and compar-
ison of the features of the main science mapping tools, as summarized in Table 1.
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Table 1. Science mapping tool features (adapted from Moral-Muñoz et al. [48]).

Tool Comparison Matrix

Science Mapping Tool
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Network analysis

Thematic yes yes yes yes yes yes yes yes
Author yes yes yes yes yes yes yes yes

Reference yes yes yes yes yes yes yes yes yes
Other yes yes yes yes yes yes yes yes

Geospatial yes yes yes yes yes

Other analysis Burst detection yes yes yes
Spectrogram yes

Map visualization

Network yes yes yes yes yes yes yes
Geospatial yes yes yes yes
Temporal yes yes yes
Cluster yes yes yes

Evolution yes yes
Overlay yes yes yes yes
Density yes yes yes yes

Tree ring yes yes yes
Other yes yes yes

BiblioShiny [49], VosViewer, and Gephi are identified as the most suitable tools for the
scientometric analysis. BiblioShiny incorporates all the analyses that the other tools allow
to perform separately. Furthermore, it allows obtaining multiple visualizations and graphs
directly from the web-based interface. The interface menu follows the science mapping
analysis workflow and, thus, coding skills are not needed. VosViewer [50] has fewer
features compared to BiblioShiny; however, it allows producing enlightening visualization
of network relationships. Therefore, the scientometric analysis is performed using both
BiblioShiny and VosViewer. Gephi software is used to calculate specific metrics such as
the Degree centrality value, which measures the relative influence of a keyword upon the
other keywords.

3.2. Query Methods and Criteria

The research was conducted at the end of December 2020, following a systematic liter-
ature review method. Specific criteria were established before the search phase: the search
was restricted to full-English text articles published and stored in the Scopus Database (DB)
only. The most reputable scientific DB available are Web of Science (WOS core collection)
and Scopus. Both DBs are recognized as the most complete and reliable data source in sev-
eral scientific fields [51–53]. The two DBs show overlaps in publications and bibliometric
data. However, Scopus has a larger coverage of scientific production than WoS. Moreover,
Scopus has a faster indexing process than WoS [54]. For these reasons, recent publications
can be retrieved in Scopus, improving the scientometric analysis with more updated data.
As stated, bibliometric data from the two DBs are strongly related. In addition, Scopus
allows for detecting, in a more accurate way, the different researchers through citation
count and h-index [55]. It is also demonstrated that there are no significant differences in
the bibliometric analysis results coming from the two DBs [56]. According to the rationales
given above, the proposed scientometric analysis is based on bibliometric data gathered
from Scopus only. Consequently, the study does not merge the data from WoS and Scopus
or other Databases. The choice does not affect the validity of the scientometric investigation,
as explained above. Moreover, many previous scientometric studies have been based on
Scopus, and Scopus has been recognized as a better choice for interdisciplinary research
topics, such as NLP in AECO and NLP and BIM, than Web of Science [57,58].

A list of keywords to query the DB has been defined, which allowed the selection
of a sample of publications and the related bibliometric meta-data corresponding to the
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boundaries of the knowledge domain of NLP in AECO, and BIM and NLP combined
applications, as detailed in Figure 2. Keywords have been selected from previous related
scientometric studies [59]. Boolean operators and wild cards are used to compose a
keywords string to query the Scopus DB. Wild cards are shortcut characters (i.e., the
asterisk *) which allows the inclusion of spelling variations and derivatives of the keywords
without having to type each one individually. The string used to collect the data form the
DB is provided as follows:

• (“Civil engineering” OR “Construction engineering” OR “Architectural engineer-
ing” OR “Construction industry” OR “Construction management” OR “Construction
sector” OR “BIM” OR “Building information model*”) AND (“Natural Language
Processing” OR “NLP” OR “Text mining” OR “Computational linguistic” OR “Infor-
mation retrieval” OR “Text analy*”).
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The first query string represents the AECO field and the BIM subtopic. The keywords
list has been defined based on previous review studies on BIM and AECO topics [53,60–62].
The second query string represents the NLP topic. The most common synonyms of NLP
are used to collect an adequate number of publications. Keywords are again selected based
on previous studies on the topic of NLP [63]. The first set of articles has been filtered by
subject area, excluding the knowledge fields not related to AECO. A set of 254 publications
has been identified, and all the useful bibliographic data, necessary for the analysis, have
been downloaded from Scopus DB.

3.3. Data Cleaning

Before running the analyses, similar keywords and synonyms have been normalized
by merging different variants of the same keyword (Table 2). The lexical variants and
synonyms of BIM, NLP, and construction sector topics have been merged into a single term
to clean the dataset from noisy data. On the other hand, keywords not belonging to those
topics have not been modified to preserve the heterogeneity of the sample and to better
represent the complexity of knowledge related to the main topics.

The data cleaning activity has been performed by two of the co-authors of the paper
to improve the normalization of synonyms and lexical variants of the keywords. The
data set collected and cleaned has been analyzed through BiblioShiny to provide the main
descriptive information about the data sample (Table 3).
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Table 2. Synonyms and lexical variants normalization.

Topic Synonyms Normalized Term

Building Information Modeling

building information model-bim

bim

bim
building information model

building information modeling
building information modeling (bim)

building information modelling

Industry Foundation Classes
industry foundation classes (ifc)

ifcindustry foundation classes—ifc
industry foundation classes

Natural Language Processing

computational linguistics

nlpnatural language processing
natural language processing systems

nlp systems

Construction sector

constructions sectors

construction industryconstruction
constructions

construction sector

Table 3. Descriptive information about the dataset.

Main Information about the Data Set

Timespan 1989:2020
Sources 64

Documents 254
Average years from publication 11.4

Average citations per documents 12.77
Average citations per year per doc 1.662

References 6169

Document types

Article 141
Conference paper 113

Document contents

Indexed keywords 1725
Author’s keywords 473

Authors

Authors 551
Author appearances 700

Authors of single-authored documents 31
Authors of multi-authored documents 520

Authors collaboration

Single-authored documents 33
Documents per Author 0.461
Authors per Document 2.17

Co-Authors per Documents 2.76
Collaboration Index 2.35

4. Results and Discussion

The results and discussion section is divided into sub-paragraphs, each containing
a brief description of the scientometric task performed, the results obtained, and the
related discussion.
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4.1. Temporal Trends
4.1.1. First Application and Annual Scientific Production Trend

The first NLP application on the AECO field appeared in 1989 with an article titled
“Knowledge Processing for Construction Management Data Base,” published in the Journal
of Construction Engineering and Management. It should be noted that the 1980–1990
decade is known as the period of statistical NLP revolution [28]. In the wake of the statistical
revolution, NLP statistical systems, which were cheaper and more flexible than the previous
rule-based systems [33], were developed and tested in industry during the decade. The
authors Logcher et al. aimed to design a data-base query system to help construction
managers retrieve useful information to support the decision making process [64]. In
their system architecture, the authors proposed a language analyzer (or natural language
processor) to facilitate information retrieval and access by allowing the user to query the
database in near-natural language. The natural language processor can be considered the
first rudimentary application of NLP systems in the construction industry.

Temporal data show that the research topic has been around for 31 years, with an
average Annual Growth Rate of 4.71%. Figure 3 shows the temporal trend of the research
topic from 1989 to 2020. The research production about the topic is characterized by several
fluctuations. However, the graph shows an upward trend throughout the years, with a
sizable increase in research production in the more recent years. A primary increase in
scientific production can be seen around 1997, a second around 2005, and a third around
2011, with a clear reduction in the number of publications in 2014 and a subsequent steady
and gradual increase of interest in the research community from 2015 onward.

Buildings 2021, 11, x FOR PEER REVIEW 10 of 35 
 

topic from 1989 to 2020. The research production about the topic is characterized by sev-
eral fluctuations. However, the graph shows an upward trend throughout the years, with 
a sizable increase in research production in the more recent years. A primary increase in 
scientific production can be seen around 1997, a second around 2005, and a third around 
2011, with a clear reduction in the number of publications in 2014 and a subsequent steady 
and gradual increase of interest in the research community from 2015 onward. 

 
Figure 3. Annual Scientific Production. 

The concurrent need for AECO to manage unstructured data, in order to obtain use-
ful insights to support the decisions making process, and the recent applications of NLP 
for knowledge acquisition and information retrieval, can be a factor for the rising interest 
in the topics, as also stated by Bilal et al. 2016 [65]. 

4.1.2. Average Citation per Year Trend 
In the collected data set, one or more articles published in 2015 gather the highest 

number of average total citation per year, as shown in Figure 4. The trend of average cita-
tion per year seems not to match the trend of scientific production with a positive fluctu-
ation in the year 2015 and a steady decrease towards 2020. The misalignment between the 
two trends can be caused by the high degree of innovativeness of the NLP theme in the 
construction sector, which is investigated by a limited number of research groups. More-
over, the analysis of the size and degree of collaboration between researchers, reported in 
detail in the following Section 4.5.3, shows the presence of small research groups with a 
small network of relationships. Small size and a limited number of collaborations could 
be the causes of the low impact on the scientific community in terms of citations. 

Figure 3. Annual Scientific Production.

The concurrent need for AECO to manage unstructured data, in order to obtain useful
insights to support the decisions making process, and the recent applications of NLP for
knowledge acquisition and information retrieval, can be a factor for the rising interest in
the topics, as also stated by Bilal et al. 2016 [65].

4.1.2. Average Citation per Year Trend

In the collected data set, one or more articles published in 2015 gather the highest
number of average total citation per year, as shown in Figure 4. The trend of average
citation per year seems not to match the trend of scientific production with a positive
fluctuation in the year 2015 and a steady decrease towards 2020. The misalignment
between the two trends can be caused by the high degree of innovativeness of the NLP
theme in the construction sector, which is investigated by a limited number of research
groups. Moreover, the analysis of the size and degree of collaboration between researchers,
reported in detail in the following Section 4.5.3, shows the presence of small research groups
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with a small network of relationships. Small size and a limited number of collaborations
could be the causes of the low impact on the scientific community in terms of citations.
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4.2. Conceptual Structure Analysis: Key Research Patterns, Affinity, and Links

The term “conceptual structure” refers to the graphical representation of relations
among concepts (keywords or words) in a sample of publications [66]. The conceptual
structure of a set of documents can be investigated using a network visualization (e.g.,
co-words network, co-occurrence keywords network). Network visualization helps to
understand the topics covered by a research field, defining the most important and recent
topics, the so called research front [67]. Plotting meta-data related to the publication period
similarly allows studying the evolution and the changes of a subject over such a period.

A similar approach to network analysis is the factorial analysis. Factorial analysis is a
data reduction technique which helps to identify subfields of the major topics. Factorial
analysis relies on the dimension reduction algorithm (e.g., correspondence analysis (CA),
Multiple Correspondence Analysis (MCA), Principal Component Analysis (PCA)) [68]. The
factorial analysis approach reduces the dimensionality of data; this parameter refers to how
many attributes/variables are represented in a dataset. Factorial analysis can represent the
dataset in a lower-dimensionality space.

This study adopts a mixed approach to investigate the bibliometric data sample; the
methodology adopted is summarized in Figure 5. The analysis starts providing conceptual
networks (co-occurrence keyword and temporal overlay networks), after which networks
are dimensionally reduced using factorial analysis and the related bi-dimensional matrixes
are plotted. The x and y axes of the bi-dimensional graph are functions of the centrality
and density of the network graphs themselves. The adopted mixed approach allows
representing the several subfields and the thematic evolution of the main topics.
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4.2.1. Co-Occurrence Keywords Network Maps

To perform a scientometric analysis and visualize data via science mapping, VosViewer
was chosen. VosViewer is used to analyze bibliometric network data; in particular, the study
investigates the co-occurrence relations between authors keywords [69]. Co-occurrence
is an above-chance frequency of occurrence of two terms from a text corpus alongside
each other in a certain order. Co-occurrence in the linguistic sense can be interpreted
as an indicator of semantic proximity among topics [70]. Semantic proximity itself can
be visualized in a co-occurrence map to uncover main research interests and topics, as
well as their relationships. The keyword network represents the investigated knowledge
domain and how the different keywords are interconnected [71]. The analysis performed
in VosViewer was set as follows:

• Analysis type: co-occurrence, the relatedness of items (keywords) is determined based
on the number documents in which they occur together;

• Unit of analysis: authors’ keywords;
• Counting methods: full counting methods, meaning that each co-occurrence link has

the same weight;
• Threshold: the minimum number of occurrences of a keyword is 6; from the set of

1936 initial keywords 74 meet the threshold and they are graphically visualized.

A keywords co-occurrence network was produced (Figure 6). The circles represent the
keywords divided into four major clusters (red, blue, yellow, and green) and a minor cluster
(purple), and the lines represent the relations among keywords nodes. As stated, lexical
variants and synonyms have been previously merged during the data cleaning activity
and generic keywords were omitted (i.e., Buildings, Research, User interfaces, Computer
software, Documentation, Managers, Expert systems, Visualization, Websites, Engineering
research, Design/methodology/approach). The network is composed by 74 nodes divided
into five clusters connected via 1340 relation links.

The co-occurrence network shows the presence of five clusters. The most influential,
the red cluster, represents the main applications of NLP and BIM in AECO industry. The
fields with more applications are the Project and the Construction management fields,
the latter closely related to the Information management field. The use of Information
Technology (IT) is also highlighted, as well as tools and methods for the implementation
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of IT in the construction field such as: Database Systems, Computer Simulation, Data
Processing, and Virtual Reality.

Buildings 2021, 11, x FOR PEER REVIEW 13 of 35 
 

 
Figure 6. Co-occurrence keywords network graph. Software: VosViewer version 1.6.15. 

The co-occurrence network shows the presence of five clusters. The most influential, 
the red cluster, represents the main applications of NLP and BIM in AECO industry. The 
fields with more applications are the Project and the Construction management fields, the 
latter closely related to the Information management field. The use of Information Tech-
nology (IT) is also highlighted, as well as tools and methods for the implementation of IT 
in the construction field such as: Database Systems, Computer Simulation, Data Pro-
cessing, and Virtual Reality. 

The blue cluster represents the BIM-related field. The BIM bubble is strongly con-
nected with the Architectural Design theme. The design phase seems to be the phase with 
the largest number of BIM and NLP independent applications. The keyword Ontology 
also belongs to the blue cluster. Ontology is a Semantic Web format, and it can be consid-
ered as the common and shared vocabulary by which knowledge can be represented [72]. 
Ontologies seem to be the most promising way to solve the interoperability issue among 
heterogeneous BIM authoring software applications by making information systems uni-
versally accessible and achieving semantic interoperability [73]. The potential of ontology 
to bring the BIM approach to the semantic web, thus enhancing the interoperability and 
supporting the collaboration among actors, is widely recognized [74,75]. Several studies 
have been conducted in this direction with applications in the built environment field, 
such as: scheduling, cost management and estimation [76,77], smart homes and intelligent 
environment [78], BIM-based approach [79], construction knowledge management [80], 
project collaboration and information exchange [81], facility management [82], property 

Figure 6. Co-occurrence keywords network graph. Software: VosViewer version 1.6.15.

The blue cluster represents the BIM-related field. The BIM bubble is strongly con-
nected with the Architectural Design theme. The design phase seems to be the phase with
the largest number of BIM and NLP independent applications. The keyword Ontology
also belongs to the blue cluster. Ontology is a Semantic Web format, and it can be consid-
ered as the common and shared vocabulary by which knowledge can be represented [72].
Ontologies seem to be the most promising way to solve the interoperability issue among
heterogeneous BIM authoring software applications by making information systems uni-
versally accessible and achieving semantic interoperability [73]. The potential of ontology
to bring the BIM approach to the semantic web, thus enhancing the interoperability and
supporting the collaboration among actors, is widely recognized [74,75]. Several studies
have been conducted in this direction with applications in the built environment field,
such as: scheduling, cost management and estimation [76,77], smart homes and intelligent
environment [78], BIM-based approach [79], construction knowledge management [80],
project collaboration and information exchange [81], facility management [82], property
management [83], building design [84,85], construction code compliance and conformance
checking [86], and building energy efficiency [87].

The Ontology bubble, being a method to enhance collaboration and information
sharing, is connected to the IFC term. IFC (Industry Foundation Classes) is an open data
model and a digital description of the built asset industry. IFC aims to standardize Building
Information Model (BIM) data that are exchanged and shared among software applications
used by the several actors of a design, construction, and facility management process [88].
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In light of this, the knowledge management, and the interoperability keyword itself, belong
to the blue cluster.

The yellow cluster represents the semantic technologies topic; NLP can be described
as a semantic technology itself. Main applications fields such as the Automated Compli-
ance Checking (ACC) and the semantic enrichment of the BIM approach, i.e., the quality,
accessibility and interpretation of the information stored in BIM models [89], are visualized.

The green cluster shows the main fields of application of NLP systems in the con-
struction industry, such as risk management [90,91] and risk assessment [92], and safety
management and safety engineering for accident prevention [93–95]. Main tools and meth-
ods to perform NLP tasks are also visualized in the graph, the most prominent of which
are the following: artificial intelligence, data, and text mining, and learning algorithm with
their declinations (machine learning and deep learning). As stated in Section 1.2, deep
learning algorithms have the highest performances in several NLP tasks [32] and, for that
reason, are widely used and thus underlined in the graph.

The green Natural Language Processing cluster is close to the blue BIM topic and
connected to the yellow cluster of semantic technologies. The three topics: BIM, Semantic,
and NLP seem to be strongly linked and interconnected. The closeness between the three
themes can be explained by the ability of NLP systems to process natural language, which is
semantic information itself, and translate it into a machine-understandable format, such as
ontologies that are widely investigated with various applications to support interoperability
between BIM systems with a focus on semantic interoperability. From this perspective,
NLP, which is a semantic technology, and BIM enriched with semantic information can be
both considered drivers to lead the industry towards the digital transition by bringing the
sector into the Semantic Web [96]. Semantic Web is, in fact, a machine-processable approach
supporting universal information exchange understandable by both machines and humans
working in cooperation [97]. As investigated by Pauwels et al., there is a clear tendency of
the scientific research of investigating and using Semantic Web technologies to solve the
interoperability issue of AECO supporting the digital transition of the industry [98].

In summary, BIM, NLP, the Semantic topic, and their intersections are all part of the
transition process towards the implementation of the Semantic Web which aims to fully
digitalize AECO sector (Figure 7).
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4.2.2. Co-Occurrence Keywords Temporal Overlay Network Maps

VosViewer also allows overlaying temporal meta-data regarding publication years of
the articles related to the keywords displayed in the graph. A temporal overlay data map
is provided in Figure 8.

The cluster representing the main fields of application of NLP and BIM in the con-
struction sector is the most dated, with keywords dating back to the beginning of 2000. The
very first attempts to apply information technology in the construction sector date back
to 1998. NLP, BIM, and Semantic topics clusters gather the most recent keywords with an
average publication year of 2015. The timespan of the keywords of the green, blue, and
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yellow clusters covers a range of 10 years from 2009 to 2019. Table 4 shows the average
publication years of the four main clusters considering each keyword’s publication years.
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Table 4. Cluster topic average publication year.

Color Cluster Main Cluster Topic Keywords Less Recent
Publication

Average
Publication Year

Most Recent
Publication

Red Construction and Information
Management 21 1998 2004 2010

Blue
BIM, Design, Ontology and IFC

(Interoperability format and
Knowledge Management)

16 2009 2013 2016

Yellow Semantic technology and
Automated Compliance Checking 14 2005 2012 2017

Green NLP tools and application in AECO 20 2008 2015 2019

4.2.3. Centrality Node Measurement

The centrality of a node, which corresponds to a keyword, represents the importance of
the topic in the research domain analyzed. In other words, centrality allows hierarchizing
the keywords, applying a simple and direct approach [99]. In this study, centrality is
measured computing the Degree Centrality (DC) which represents the number of links that
a keyword has with the other keywords of the network, giving a measure of the influence of
a keyword upon the others [100]. Main research interests have been ranked based upon the
DC. The influence and importance of a keyword within the network graph is proportional
to the DC value. An additional centrality metric, the Betweenness Centrality (BC), was
calculated in the case where two nodes had the same DC value. The additional metric
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represents influential nodes for highest values, capturing how often a node is in between
others. This quantifies the number of times a node acts as a bridge along the shortest path
between two other nodes [101].

Gephi software was used to calculate the DC of each node. The calculated values of DC
and BC of the first 25 keywords are shown in Figure 9. Information retrieval, Construction
Industry, and Project and Information Management show the highest values for both
Degree Centrality (DC range: 79–87) and Betweenness Centrality (BC range: 135–196);
Architectural Design shows a good Degree Centrality (DC: 78) but a low value for the
Betweenness Centrality (BC: 28) being an influential keyword but not a keyword bridge.
The NLP term has good values for both the metrics (DC: 70, BC: 89) being influential and
bridge keyword in the knowledge domain, likewise BIM Information theory, Semantics,
Data mining and Knowledge management keywords (DC: 73–53, BC: 76–46). DC and BC
values of the analyzed 25 keywords are provided in Table 5.
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Table 5. Degree Centrality and Betweenness Centrality values. Software: Gephi version 0.9.2.

Keywords Degree Centrality Betweenness Centrality

information retrieval 87 196
construction industry 85 156
project management 82 142

information management 79 135
architectural design 78 28

bim 73 46
nlp 70 89

civil engineering 69 50
information theory 64 76

semantics 60 40
construction management 59 52

information technology 59 61
construction projects 56 26

data mining 55 51
buildings 54 22

knowledge based systems 54 35
knowledge management 53 61

ifc 52 44
automation 51 15

artificial intelligence 50 8
learning systems 50 26
world wide web 50 0

classification 48 17
mathematical models 47 30
laws and legislation 46 29



Buildings 2021, 11, 583 16 of 33

4.2.4. Keywords Evolution (1989–2020)

A graph, which shows the trend of keywords over time (from 1989 to 2020) in the
investigated body of knowledge, is provided in Figure 10.
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NLP and BIM keywords have the most quickly growing trend. The upward trend
of the BIM topic started in 2003. The NLP topic has a fluctuation in the four-year period
2005–2009, with a subsequent upward trend starting from 2010. The graph shows a
similar pattern for the Text Mining topic being a subfield of the NLP topic. Information
management related topics have a fluctuation in 2007 with a subsequent downward trend
until 2020. Construction management and information retrieval topics show a steady trend
over time.

4.3. Factorial Approach and Thematic Map: From Network Graph to Bivariate Map

As stated in Section 4.2, factorial analysis allows reducing the dimensionality of
data and represent it in a lower-dimensionality space, in this case in a 2D graph. The
methodology applied to reduce the dimensionality is the Correspondence Analysis (CA).
Keywords are plotted as points with coordinates in a bi-dimensional space: the more the
keywords are similarly distributed in the data set, the closer they are plotted in the bivariate
map. Summarizing, keywords are grouped into the same cluster if they are discussed
together in a large proportion of articles; the opposite, keywords are distant when a small
fraction of papers uses the terms together. The origin of the chart represents the center of
the research field analyzed, namely the large shared topics [102].

4.3.1. Correspondence Analysis and Clustering: Map of Words

The factorial bi-dimensional map (Figure 11) shows three main clusters. The cluster
in blue is identified by the Information Technology keywords and 9 secondary terms,
including terms such as Construction and Project management. The green cluster is
identified by the Construction safety topic and gathers 11 keywords including the NLP
term; NLP application in safety and risk management is one of the most investigated
alongside the Automated Compliance Checking task, and some relevant papers of the
clusters are also listed in Table 6. In the green cluster the following keywords can also be
found: Deep learning, Machine learning, and Artificial intelligence terms which are the
three keywords depicting approaches and tools employed for NLP tasks. The red cluster is
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identified by the Building design terms and is composed of seven keywords, including:
BIM, ifc, and ontology.
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Table 6. Relevant papers about NLP application for Safety and Risk mitigation, and Automated Compliance Checking task.

Topic Brief Description and Main Goal Reference

Risk management NLP based system to analyze the uncertainty of the bidding documents:
predicting risks during the bidding process of construction projects. [103]

Automated Compliance
Checking

Semantic machine learning-based text classification algorithm for classifying
clauses and sub-clauses: enhancing Automated Compliance Checking (ACC). [104]

NLP and deep learning-based approach, converting human-readable building
regulations to computer-readable format: supporting Automated Rule

Checking activity.
[105]

Construction safety

NLP techniques performed on construction accident report databases:
improving efficiency and performance of risk mitigation Case Base Reasoning

(CBR) method.
[90]

Text mining and NLP to analyze construction site accident: preventing
reoccurrence of similar accidents enhancing scientific risk control plans. [106]

Keywords clusters, corresponding to the factorial analysis reduction map (Figure 11),
are marked in the co-occurrence network. Cluster A (green), cluster B (red), and cluster
C (blue) of the factorial analysis reduction map intermingle closely, indicating their close
relation in terms of research themes. Cluster B, the red cluster in the factorial map (BIM,
ontology, and ifc keywords), can be considered a bridge theme, being the connection
between the NLP and Semantic green A cluster, and the Information Technology and
Construction management blue C cluster, as shown in Figure 12.
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4.3.2. Thematic Map Analysis

To analyze the temporal evolution of topics, a thematic map is provided (Figure 13).
BiblioShiny allows, by using a clustering algorithm, gathering different keywords in
investigated topics. Each topic is plotted on a thematic or strategic map [107]. The graph
has two dimensions: on the x-axis, the Callon Centrality and on the y-axis, the Callon
Density [108]. Centrality can be interpreted as the importance of the theme in the entire
knowledge domain, and Density as the maturity level of the themes themselves. According
to the quadrant, it is possible to define four types of themes [108–110]:

• Upper left quadrant: highly developed but isolated themes, very specialized themes
with few connections with other topics;

• Upper right quadrant: motor-themes, themes with high density and high central-
ity values, they are well developed and are core elements of the structure of the
research field;

• Lower left quadrant: emerging or declining themes, themes with low density and low
centrality values, they are weakly developed and currently marginal;

• Lower right quadrant: transversal and general, basic themes, and themes important
to the research field which are nonetheless not developed;

Furthermore, the dimension of the bubbles representing the investigated topics is
proportional to the relative importance of each topic, respectively, to the others.

To investigate the evolution of the topics (trajectory along time), the timespan
(1989–2020) is divided into time-slices according to the annual scientific production
trend analysis (Figure 3):

• First time-slice (1989–2014);
• Second time-slice (2014–2017);
• Third time-slice (2017–2019);
• Fourth time-slice (2019–2020).
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The time slices are chosen to focus on the most recent developments (second time-
slice (2014–2017), third time-slice (2017–2019), and fourth time-slice (2019–2020)). The
knowledge domain is investigated starting from the point of reduction in the number of
publications (2014) and the subsequent steady and gradual increase in interest from 2015
to 2020. To better analyze the obtained results, generic terms, such as construction and
construction industry, are excluded from the thematic map.

The first time-slice (1989–2014) does not report the theme related to NLP. The BIM
theme falls in the upper left quadrant, identified as a highly developed but isolated
theme, very specialized with few connections with other topics. The theme of information
management begins to be considered as a fundamental aspect for the research; however, it is
not yet fully investigated and developed in the period, and the same is true for information
sharing, which is characterized as an emerging topic.

In the second time-slice (2014–2017), the BIM topic moves to the lower left quadrant,
being identified as a declining theme, leaving room for topics such as Augmented Reality
(AR) and artificial neural networks (ANN) in the upper left quadrant of the highly devel-
oped and specialized topics. In the quadrant of themes important for the research field but
not yet developed, the NLP topic and the field of construction safety appear. The scope
related to risk management is defined as a core element of the structure of the research
field in the period 2014–2017.

In the third time-slice (2017–2019), the NLP is identified as an emerging theme, while
two new themes related to the use of deep-learning algorithms and collaborative infor-
mation sharing techniques appear. The theme of information retrieval in the analyzed
three-year period is identified as a motor theme for the structure of the research field.

In the last time-slice (2019–2020), NLP is identified as a motor theme with high density
and high centrality values, which means that it is a well-developed and core element of the
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structure of the research field. Two new topics related to big data analytics and computer
vision appear as highly developed, although isolated, themes.

4.4. Source Impact and Dynamics
4.4.1. Source Ranking and Impact: The Bradford’s Law

To identify the most relevant journals and conferences in the analyzed domain knowl-
edge, a counting of articles divided into sources is provided in Table 7. The analysis of
academic journals and conference articles can be useful for researchers and scholars to find
the most active and up-to-date sources, authors, and research groups.

A further analysis of the source impact is carried out based on Bradford’s Law using
the BiblioShiny online tool. Bradford’s law describes how information is scattered in a field,
based on the distribution of citations [111]. Literally, Bradford’s Law states: “if the journals
are arranged in descending order the number of articles they carried on the subject, then successive
zones of periodicals containing the same number of articles on the subject form the simple geometric
series 1: n1

S: n2
S: n3

S”. Bradford’s Law divides all citations of a subject equally into three
zones; the first zone is called “core zone” and it gathers the highest numbers of citations
with the smallest number of journals. The second zone requires more journals to obtain the
same number of citations, and the third zone more than the second one. Bradford describes
a “decrease in productivity” in the transition from core zone 1 to zone 3 [112]. Bradford’s Law
has influenced the methodology of creating the collections, supporting the organization
and management of bibliographic works, and academic documentation [113]. From this
perspective, Bradford’s Law can be used to identify the most highly cited journals for a
field or subject, helping to categorize core journals in the field, as shown in Figure 14.

The core zone, Zone 1, is composed by 86 articles gathered in three sources, two jour-
nals, and one conference proceeding: Automation in Construction, Journal of Computing
in Civil Engineering, and Proceedings of Congress on Computing in Civil Engineering.
Eighty-six articles grouped in eleven sources compose zone 2, the middle zone, and Zone 3,
the minor zone, gathers eighty-two articles in fifty sources.
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Table 7. First 20 sources ranked by number of articles.

Source Journal Articles Conference Papers

Automation in Construction 41 -

Journal of Computing in Civil Engineering 25 -

Congress on Computing in Civil Engineering - 20

Journal of Construction Engineering and Management 19 -

Computing in Civil Engineering (New York) - 14

Computing in Civil and Building Engineering - 10

Canadian Society for Civil Engineering- Annual Conference - 9

Journal of Management in Engineering 7 -

Engineering, Construction and Architectural Management 6 -

ASCE Construction Congress - 5

Computer-Aided Civil And Infrastructure Engineering 4 -

Construction Innovation 4 -

Electronic Journal of Information Technology in Construction 4 -

ISARC-International Symposium On Automation And Robotics in
Construction - 4

Journal of Civil Engineering and Management 4 -

Journal of Information Technology in Construction 4 -

ASCE International Conference on Computing in Civil Engineering - 4

Towards a Vision for Information Technology in Civil Engineering - 4

Architectural Engineering and Design Management 3 -

Civil Engineering Systems 3

Total 124 70

4.4.2. Source Impacts: H-Index, G-Index, and M-Index

To find the most impactful source, H-index, G-index, and M-index are also calculated
and compared in Table 8:

• H-index, or Hirsch-index, is an author’s or journals’ number of published items (i.e.,
articles), each of which has been cited in others papers at least a number of times
(h) [114];

• G-index, introduced in 2006 is: “an improvement of H-index to measure the global citation
performance of a set of articles. If this set is ranked in decreasing order of the number of
citations that they received, the G-index is the (unique) largest number such that the top g
articles received (together) at least g2 citations” [115];

• M-index is equal to H-index/n, where n is the number of years since the first published
paper of the source [114].

As already shown in core zone 1 of the Bradford’s Law plot, Automation in Con-
struction and Journal of Computing in Civil Engineering are the most impactful journals
considering all the three indexes, H-index, G-index, and M-index. They are followed by the
Journal of Construction Engineering and Management and by the Proceedings of Congress
on Computing in Civil Engineering, the latter also having been identified in the core zone 1
of the Bradford’s Law plot.



Buildings 2021, 11, 583 22 of 33

Table 8. H, G, and M-index sources comparison.

Source: Journal or Conference Proceedings

H
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Automation in Construction 21 35 0.78 41 1227 1994

Journal of Computing in Civil Engineering 14 25 0.54 25 633 1995

Congress on Computing in Civil Engineering 6 9 0.26 20 93 1998

Journal of Construction Engineering and Management 11 19 0.34 19 465 1989

Computing in Civil Engineering (New York) 4 5 0.15 14 37 1994

Computing in Civil and Building Engineering 4 6 0.14 10 38 1993

Canadian Society for Civil Engineering- Annual Conference 1 1 0.06 9 4 2003

Journal of Management in Engineering 6 7 0.19 7 137 1990

Engineering, Construction and Architectural Management 2 6 0.13 6 91 2006

ASCE Construction Congress 2 3 0.08 5 11 1995

Computer-Aided Civil And Infrastructure Engineering 4 4 0.21 4 70 2002

Construction Innovation 3 4 0.17 4 29 2003

Electronic Journal of Information Technology in Construction 3 4 0.17 4 114 2003

ISARC-International Symposium On Automation And Robotics
in Construction 1 1 0.33 4 3 2018

Journal of Civil Engineering and Management 3 4 0.16 4 62 2002

Journal of Information Technology in Construction 2 4 0.25 4 23 2013

ASCE International Conference on Computing in Civil Engineering 1 1 0.06 4 2 2005

Towards a Vision for Information Technology in Civil Engineering 3 4 0.17 4 17 2003

Architectural Engineering and Design Management 2 3 0.67 3 12 2018

Civil Engineering Systems 1 1 0.03 3 3 1989

4.4.3. Source Evolution and Dynamics

Once the sources with the greatest impact on the scientific community with respect to
NLP and BIM topics in the construction industry had been identified, a graph of the trend
of the top five sources in terms of impact was produced to investigate their evolution over
the period 1989–2020 (Figure 15).

Only two out of the identified five sources show an upward trend over the 2009–2019
decade: Automation and Construction and the Journal of Construction Engineering and
Management. In fact, the latest impactful articles about the application of NLP and BIM in
the AECO sector were published in those two Journals.
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4.5. Author Production over Time
4.5.1. Top-Authors’ Productivity: Lotka’s Law (1993–2020)

The frequency of publications per author can be described using Lotka’s Law. Lotka’s
Law states: “as the number of published articles increases, authors producing many publications
become less frequent” [116,117].

Figure 16 shows that only 19 authors are relevant and have an impact on the knowl-
edge domain. The chart allows identifying the significant authors in the analyzed topic.
The scientific production of the most relevant authors is analyzed in the following section.
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4.5.2. Top-Authors’ Production (1993–2020)

In the proposed graph (Figure 17), the scientific production of the core authors is
plotted. The lines represent the author’s scientific production timeline, the bubble size is
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proportional to the numbers of documents published in a certain year, and the bubble color
intensity is proportional to the number of citations per year.

The most active period in terms of publications and citations ranges from 2003 to 2019.
Before that period, Professor L. Y. Liu from the University of Illinois Urbana-Champaign
published an article in 1993 [118]. The latest publications belong to Zhang J. [119], Issa R. R.
A. [120], Hallowell M. R., Tixier A. J.-P. [121], and Li H. [122]. The most productive authors
in terms of number of publications and references in the period 2015–2020 are: El-Gohary
N. M., Zhang J., Issa R. R. A., Lee H. S., and Hallowell M. R. and Tixier A. J.-P.
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4.5.3. Authors Collaboration: Co-Authorship Network

To investigate and visualize the relationships among authors, i.e., the so called social
structure of the research field [123], a co-authorship network is provided (Figure 18).

The co-authorship network shows the existence of 10 main research groups. Only
4 out of 10 groups are composed by more than two people. The network shows a social
structure composed by small research groups with few relationships between them. Six
researchers compose the largest group, while the remaining groups vary from a minimum
of two to a maximum of four members.
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4.6. Social and Geographical Analysis
4.6.1. Countries Scientific Production and Collaboration Intensity

A geographical map representing the provenance of the scientific production and the
collaboration among countries is provided (Figure 19)
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The countries with the highest scientific production in the field are the United States
of America (179 articles), followed by China (44 articles), the United Kingdom (41 articles),
Canada (28 articles), and Australia (24 articles). To visualize and investigate the collabo-
ration among researchers from different countries, a collaboration bar chart is provided
(Figure 20). The bar chart indicates, for each country, the number of documents in which
there is at least one co-author from a different country than the corresponding author.
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Figure 20. Research collaboration bar chart.

The chart shows a low degree of collaboration among researchers from different
countries. Considering the first 10 countries for scientific production, only 20 articles out
of 137 have at least one co-author from a different country of the corresponding author.
The unique country with a higher number of publications from multiple countries authors
is Australia.

4.6.2. Most Relevant Affiliations and Institutions

Affiliations are listed according to the number of published articles (Table 9). Seven
out of the ten most scientifically productive institutes are American, two are Canadian, and
only one is Taiwanese.

Table 9. Affiliation and institution ranked per published articles.

Affiliation Country Articles

University of Illinois At Urbana-Champaign USA 17
University of Florida USA 9

Purdue University USA 8
University of Colorado At Boulder USA 8

Concordia University Canada 7
Stanford University USA 7

Florida International University USA 5
Georgia Institute of Technology USA 5

National Taiwan University Taiwan 5
University Of Toronto Canada 5

5. Conclusions

Information sharing, storing, and management procedures in AECO are highly based
on document production and exchange. Text documents, i.e., unstructured sources of infor-
mation, are still essential for the construction process [8]. On the other hand, the adoption
of BIM in AECO industry tends to shift the sector toward a model-based approach. Despite
the widespread use of BIM approaches, AECO information flow is still mainly based on
document production and exchange [8,12,13]. For that reason, adopting BIM is insufficient
to leverage the whole value of unstructured data and information [15]. The study identifies
Natural Language Processing as a possible approach to process unstructured text infor-
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mation, helping to overcome the document-based nature of the sector and to seize the full
potential of digitalization in the construction sector [1].

The proposed study aims to investigate the knowledge domain of NLP technologies
and applications in AECO, including the identification and analysis of possible links and
integration between BIM and NLP methods, drawing a picture of the body of knowledge.
Scientometric and data visualization approaches are applied to explore: Conceptual (main
themes and trends, in Sections 4.1–4.3), Intellectual (influence of articles, sources, and au-
thors, in Sections 4.4 and 4.5), and Social structure (interaction among countries, affiliations,
and researchers in Section 4.6) of the selected knowledge domain.

The research methodology is structured into five main phases: (I) science mapping
methods and tools selection; (II) query methods and criteria; (III) data cleaning; (IV)
scientometric analysis; (V) analysis and discussion of the results. Each science mapping
tool has its own limitations and strengths. To select the best set of tools, an analysis and a
comparison is conducted. BiblioShiny [49], VosViewer, and Gephi are identified as the most
suitable science mapping tools. The bibliometric data are gathered from Scopus DB only.
Scopus has a larger coverage of scientific production and a faster indexing process than
Web of Science [54]. A keywords string, composed by keywords used by previous studies
on NLP, BIM, and AECO topics [63], has been defined to query the Scopus DB and to
download the bibliometric meta-data corresponding to the boundaries of the investigated
knowledge domain. A sample of 254 publications and the related useful bibliographic data
are downloaded from Scopus DB.

Temporal trends analysis results underline an increasing interest of the scientific
community in the NLP topic in the AECO sector. The increasing volume of, and the
consequent need for AECO to manage, unstructured data to support the decision-making
process, and the recent advancements of NLP, can be factors for the rising interest in
the topics, as also stated by Bilal et al. 2016 [65]. A misalignment between the trend of
average citations per year and the scientific production trend is discovered, likely caused
by the high degree of innovativeness regarding the NLP theme in the construction sector
investigated by a limited number of research groups. A small size and limited number of
research groups investigating the theme paired with a low degree of collaboration between
researchers, as reported in Sections 4.5 and 4.6, could be the causes of the low impact on
the scientific community in terms of citations.

Network visualization (i.e., co-words network, co-occurrence keywords network) is
performed to investigate the conceptual structure of the data sample, defining the most
important and recent topics [67]. Meta-data related to the publication year are plotted to
study the evolution and the changes of a subject over a period. The co-occurrence keywords
network, Section 4.2, shows a close relationship among BIM, Semantic, and NLP topics,
which can be explained by the capability of NLP systems to process natural language, which
is a semantic information itself, and translate it into a machine-understandable format,
such as ontologies. Ontologies seem to be well-explored and promising digital artifacts to
support the interoperability between BIM systems with a focus on semantic interoperability.
There is a clear tendency of the scientific community towards investigating and using
Semantic Web technologies to solve the interoperability issue of AECO industry [98]. NLP,
BIM, the Semantic topic, and their intersections can all be considered part of the transition
process towards the implementation of the Semantic Web in AECO processes aiming to
fully digitalize the sector.

A factorial analysis is applied to reduce the dimensionality of network graphs, rep-
resenting them in a two-dimensional space. The factorial analysis reduction map shows
the role of the cluster, composed by the BIM, ontology, and ifc keywords, as a bridge
theme connecting the NLP and Semantic cluster and the Information Technology and
Construction management cluster. A thematic map is provided to analyze the temporal
evolution of topics; the map shows the evolution of the NLP topic from the quadrant of
“important but not really developed themes” to the lower left quadrant being an emerging
topic in the 2017–2019 time-slice. In the last time-slice, 2019–2020, NLP is identified as a
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motor theme with high density and high centrality values; big data analytics and computer
vision appear as highly developed and isolated themes. The analysis of the conceptual
structure also allows identifying the main NLP technological drivers: Artificial intelligence,
Text mining, and Learning algorithms; their declinations (Machine learning and Deep
learning) emerge as the most widespread and promising technological drivers. The ap-
plication of NLP seems to be pervasive in several AECO fields. Project, Safety, and Risk
Management are the fields with the highest number of NLP applications. Regarding the
combined applications of NLP and BIM, the Automatic Compliance Checking field has
the highest number of articles. These are likely regulation documents, which are highly
standardized and structured into formats, and are feasible to be processed by NLP systems
and translated into machine-readable language. NLP-based systems to convert regulatory
information represent an active field of research. Information Retrieval from BIM models
and Information Enrichment of BIM objects are further active fields of investigation. No
articles seem to be related to the preliminary design or requirement definition phases,
representing possible research areas not covered by the Academia.

As stated, data about provenance of corresponding authors and co-authors show a
low degree of collaboration among researchers from different countries, only 20 articles
out of 137 have at least one co-author from a different country of the corresponding author.
The most relevant and impactful journals and conferences are also identified through a
source impact analysis.

As conclusive remarks, the evolution of the research about NLP and BIM systems
suggests an effort from the research community to support the sector in the transition from
a document-centric to a fully information-based approach. Semantic information, by its
nature, is closely related to natural language that can be managed and processed through
NLP systems. Thus, the combined use of NLP and BIM systems can have a positive impact
on the digitalization of the AECO sector. NLP tools and technique can become a connection
between the world of documents and the world of digital entities, such as BIM models,
ontologies, or knowledge graphs (KG). NLP services built on the latest transformer-based
pre-trained language models (e.g., BERT or GPT-3) will enable the processing of text docu-
ments and returning digitalized and queryable information and entities in a semi-automatic
way. Consequently, the separation of the informative sources, i.e., the document-based
and the BIM model-based sources, which is demonstrated to be counterproductive, will
be averted. NLP, BIM, and Semantic technologies and their intersections can all be con-
sidered drivers for the digital transition of the design and construction process. The latest
research focuses on modelling and visualizing semantic information and knowledge [124].
The recent semantic and knowledge modeling approaches in the AECO sector mainly
aim to find a methodology to model and store semantic data in a structured way [125],
and to maintain the interrelation among numerical and semantic data during the whole
progress of the construction project, thus preserving the traceability of data properties’
progression [125,126]. The semantic modelling approach ultimately aims to overcome the
document-centric approach based on unstructured data, in order to reduce the fragmenta-
tion typical of the traditional information management method [127,128]. The performed
bibliometric analysis confirms the industry’s growing interest in BIM, NLP, and Semantic
technologies integration, aiming to overcome the above-mentioned limitations of current
document-centric processes of AECO sector.

The findings of the analysis are to be considered in light of some limitations. The main
limitations of the proposed approach are the following: (I) research findings do not fully
reflect the entire NLP and BIM knowledge domain in AECO industry, being the Scopus DB
query circumscribed by the selected keyword string, e.g., non-English articles are omitted
from the analysis (18 out of 272); (II) the study is a static picture of the body of knowledge
in a specific period (1989–2020). Regarding the second limitation, it is worth noting how
applying the same bibliometric approach in the future will allow further investigation of
the dynamic nature and the evolution of the NLP and BIM topic.
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