
31 May 2024

AperTO - Archivio Istituzionale Open Access dell'Università di Torino

Original Citation:

Partial and global representations of finite groups

Published version:

DOI:10.1007/s10468-022-10136-3

Terms of use:

Open Access

(Article begins on next page)

Anyone can freely access the full text of works made available as "Open Access". Works made available
under a Creative Commons license can be used according to the terms and conditions of said license. Use
of all other works requires consent of the right holder (author or publisher) if not exempted from copyright
protection by the applicable law.

Availability:

This is the author's manuscript

This version is available http://hdl.handle.net/2318/1860734 since 2022-05-24T10:10:39Z



PARTIAL AND GLOBAL REPRESENTATIONS OF FINITE GROUPS

MICHELE D’ADDERIO, WILLIAM HAUTEKIET, PAOLO SARACCO, AND JOOST VERCRUYSSE

Abstract. Given a subgroup H of a finite group G, we begin a systematic study of the partial representations
of G that restrict to global representations of H. After adapting several results from [DEP00] (which correspond
to the case H = {1G}), we develop further an effective theory that allows explicit computations. As a case study,
we apply our theory to the symmetric group Sn and its subgroup Sn−1 of permutations fixing 1: this provides a
natural extension of the classical representation theory of Sn.
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Introduction

The notion of a partial action of a group arose first in the theory of operator algebras as an approach to C∗-
algebras generated by partial isometries, allowing the study of their K-theory, ideal structure and representations
[Exe94]. In particular, the point of view of crossed products by partial actions of groups was very successful for
classifying C∗-algebras. The related notion of a partial representation was introduced in [DE05]. Since then, these
notions have been studied and applied in a variety of contexts involving operator algebras, dynamical systems,
commutative algebras, noncommutative rings and Hopf algebras, among others. See [Bat17] and [Dok19] for two
recent surveys.

Our investigation stemmed from the article [DEP00], in which the authors give a first systematic approach to
the theory of partial representations of finite groups. Among the main results in [DEP00], there is a proof of an
equivalence between the category of partial representations of a finite group G over a field (say C, for instance,
although the actual statement is more general) and the category of (usual) representations of the so called partial
group algebra CparG, which is a unital associative algebra. In [DEP00] it is also shown that CparG is isomorphic
to the groupoid algebra CΓ(G) of a certain groupoid Γ(G) associated to G. The algebra CparG ∼= CΓ(G) is
proved to be semisimple and a formula is provided in [DEP00], which describes it as a direct product of matrix
algebras of the form Mm(CK) for K varying among the subgroups of G.

It turns out that an explicit computation of such a formula for a given finite group G (or even, more importantly,
a description of its irreducible partial representations) seems to be in general out of reach, the problem being
mainly that the number of summands Mm(CK) grows rapidly with |G|. Already in [DEP00] it is shown that
even for abelian groups, whose global irreducible representations are fairly easy to describe, the computation of
their irreducible partial representations quickly becomes way too involved.

Unsatisfied with this state of affairs, we made the following two related observations, that triggered the present
work. First of all, by looking at natural examples of partial representations of a finite group G, it is often the
case that these partial representations restrict to global (i.e. usual) representations of nontrivial subgroups H of
G. Therefore, to understand for example their decomposition into irreducibles, it would be enough to know the
irreducibles among all the partial representations of G that restrict to global representations of H, which we call
H-global G-partial representations. Observe that for H being the trivial subgroup of G, we recover exactly the
notion of a partial representation of G.

The second observation is that, if H is relatively large in G, then the problem of describing the irreducible
H-global G-partial representations becomes actually tractable and, in our opinion, quite interesting.

In the present article we initiate a systematic study of H-global G-partial representations of finite groups. Our
aim is to build an effective theory that allows explicit computations.

With this goal in mind, we start by adapting most of the results in [DEP00] to our more general situation. In
details, we define the analogues of the partial group algebra CparG and of the groupoid Γ(G), that we denote by
CHparG and ΓH(G) respectively. Then, we prove theorems whose statements are similar to the aforementioned
ones, showing for example that the category of H-global G-partial representations is equivalent to the category of
usual representations of the associative unital algebra CHparG ∼= CΓH(G) and that such an algebra is semisimple,
by providing a formula that exhibits it as a direct product of algebras of the form Mm(CK) for certain subgroups
K of G (which are the isotropy groups of the vertices of ΓH(G), see Theorem 3.22).

After these natural steps, we go deeper into the theory, by achieving the following results:
• we give an explicit construction of all the irreducible H-global G-partial representations in terms of the

irreducible representations of the subgroups K appearing in the aforementioned formula;
• we give a formula for the decomposition into (global) representations of H of the restriction to H of the

aforementioned H-global G-partial irreducibles;
• we review the notion of a globalization (also called dilation in the literature, cf. [Aba18]) of a partial

representation, presenting its alternative description which allows us to provide an explicit construction
of the globalization of our irreducible H-global G-partial representations;

• we prove the existence of an induced partial representation of a (global) representation of H to an
H-global G-partial representation, giving a Frobenius reciprocity.
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To make our case for the study of H-global G-partial representations, we apply all the theory that we developed
to the irreducible partial representations of the symmetric group Sn which restrict to global representations of
the subgroup of the permutations that fix 1, which we identify with Sn−1. Observe that in order to understand
all the irreducible partial representations of Sn, according to the formula in [DEP00], we essentially need to
understand the irreducible representations of all the subgroups of Sn: by a well-known theorem of Cayley, this
boils down to understand the irreducible representations of every finite group, which is obviously a hopeless task.
On the other hand, the irreducible Sn−1-global Sn-partial representations can be described explicitly and they
provide a natural extension of the classical representation theory of Sn. In this vein, we also prove a branching
rule in this more general setting.

In order to underline the effectiveness of our results, and to make this work accessible to the less categorically
inclined reader, all along the article we privilege explicit constructions, while more categorical discussions usually
follow, leaving the rest of the text pretty much self-contained.

Concretely, the paper is organized in the following way. In Sections 1.1 and 1.2 we recall some basic definitions.
In Section 1.3 we prove that every partial representation has a globalization. In Section 2.1 we give the basic
definitions and examples of H-global G-partial representations. In Section 2.2 we give a general construction
that provides a large class of examples of H-global G-partial representations. In Section 2.3 we prove some basic
identities about partial representations that will be useful in the remaining sections. In Section 3.1 we prove that
the category of H-global G-partial representations is equivalent to the category of left modules over the algebra
CHparG. In Section 3.3 we prove that CHparG is isomorphic to the groupoid algebra CΓH(G). In Section 3.4 we
construct all the irreducible H-global G-partial representations. In Section 4.1 we give a formula for the restriction
to H of the aforementioned irreducibles. In Section 4.2 we describe the globalization of the aforementioned
irreducibles. In Section 4.3 we introduce a partial induced representation of a (global) representation of H, and
we prove a Frobenius reciprocity in this setting. In Section 5.1 we apply all our theory to the interesting case
G = Sn and H = Sn−1, providing a natural extension of the classical representation theory of Sn. In Section 5.2
we prove a branching rule in this more general setting. Finally in Section 6 we give some further comments and
we indicate some possible future directions.
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Though many definitions and results work in a more general setting, in this article all groups are finite and all
vector spaces are over C and finite-dimensional, unless otherwise stated.

1. Preliminary results on partial actions and partial representations

In this section we review some general results for partial actions and partial representations. We refer the
reader to [Exe17, Chapters 2 and 3] for further details on these topics. Although essentially all results in this
section are known, we present some new characterizations.

1.1. Partial actions. The following definition is due to Exel.

Definition 1.1 ([Exe98, Definition 1.2]). A partial action α = ({Xg}g∈G, {αg}g∈G) of a group G (also called
G-partial action) on a set X consists of a family of subsets Xg ⊆ X indexed by the elements of G and a family of
bijections αg : Xg−1 → Xg for each g ∈ G, satisfying the following conditions:

(i) X1G = X and α1G = IdX ;
(ii) α−1

h (Xg−1 ∩Xh) ⊆ X(gh)−1 for every g, h ∈ G;
(iii) αg(αh(x)) = αgh(x) for every x ∈ α−1

h (Xg−1 ∩Xh).
A morphism between two partial actions α = ({Xg}g∈G, {αg}g∈G) and β = ({Yg}g∈G, {βg}g∈G) of the same group
G is a function φ : X → Y such that

(a) φ(Xg) ⊆ Yg for every g ∈ G, and
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(b) for every x ∈ Xg−1 , βg(φ(x)) = φ(αg(x)).
The category of partial actions of G and morphisms between them is denoted as PActG. Similarly we denote by
ActG the category of (global) actions of G and their morphisms.

Remark 1.2. It follows easily from the previous definition that α−1
g = αg−1 and that, in fact, for all g, h ∈ G

αg(Xg−1 ∩Xh) = Xg ∩Xgh.

Clearly a global action of a group G on a set X is in particular a partial action with Xg = X for all g ∈ G. A
typical example of a partial action is obtained by restricting a global action to a proper subset.

Definition 1.3 ([Aba03, Example 1.1]). Given a global action (Y, β) of a group G, i.e. a homomorphism
β : G→ Sym(Y ) into the symmetric group on Y (i.e. the group of the bijections of Y into itself), and a subset
X ⊆ Y , we can define the restriction α = ({Xg}g∈G, {αg}g∈G) of (Y, β) to X by setting

(R1) Xg := X ∩ βg(X) for every g ∈ G, and
(R2) αg : Xg−1 → Xg, αg(x) := βg(x) for every g ∈ G and x ∈ Xg−1 .

It is easy to check that this is indeed a partial action of G on X.

It turns out that every partial action can be obtained in this way from a suitable global action. To state the
precise result, we recall another definition.

Definition 1.4. A globalization (also called enveloping action in [Aba03, Definition 1.2]) of a partial action α of
a group G on a set X is a triple (Y, β, ϕ), in which
(GL1) Y is a set and β : G→ Sym(Y ) is an action of G on Y ;
(GL2) ϕ : X → Y is an injective map;
(GL3) for every g ∈ G, ϕ(Xg) = ϕ(X) ∩ βg(ϕ(X));
(GL4) for every x ∈ Xg−1 , we have ϕ(αg(x)) = βg(ϕ(x));
(GL5) Y =

⋃
g∈G βg(ϕ(X)).

Remark 1.5. Sometimes in the literature the triples not satisfying axiom (GL5) are already called globalizations,
while the ones that satisfy it are designated as admissible (cf. [Bat17, Definition 4.1]). We prefer our linguistic
simplification, as this is the only notion that we will use in this work.

Observe that properties (GL1)-(GL4) amount to say that ϕ is an isomorphism of partial actions between the
initial partial action α and the partial action obtained by restriction of the global action (Y, β) to ϕ(X) ⊆ Y . The
last axiom (GL5) says that the globalization Y can be identified with the orbit of ϕ(X) under the global action.

The following theorem, in the context of continuous partial group actions on topological spaces (and, in
particular, on abstract sets), is due to Abadie [Aba03, Theorem 1.1]. For a proof in the framework under
consideration, we refer to [Exe17, Theorem 3.5].

Theorem 1.6. There exists a globalization for every partial action α of a group G on a set X and it is unique
up to isomorphism. It can be explicitly realized as Y = G×X/ ∼ where (g, x) ∼ (h, y) if and only if x ∈ Xg−1h

and αh−1g(x) = y.

Remark 1.7. After accepting its existence, the uniqueness of the globalization (Y, β, ϕ) of α follows easily from
the following universal property: for every triple (Y ′, β′, ϕ′) satisfying (GL1)-(GL4), the function ψ : Y → Y ′

given by ψ(βg(ϕ(x))) := β′g(ϕ′(x)) for all g ∈ G and x ∈ X is well defined. In particular, it follows immediately
from (GL5) that ψ is uniquely determined by its defining property, that it satisfies ψ ◦ ϕ = ϕ′ and that it is a
morphism of G-sets.

To see why ψ is well defined, observe that if βg(ϕ(x)) = βh(ϕ(y)) for some g, h ∈ G and x, y ∈ X,
then βh−1βg(ϕ(x)) = βh−1g(ϕ(x)) = ϕ(y), which, by (GL4) and (GL2), implies that αh−1g(x) = y, so that
β′
h−1β′g(ϕ′(x)) = β′

h−1g(ϕ′(x)) = ϕ′(αh−1g(x)) = ϕ′(y), which gives β′g(ϕ′(x)) = β′h(ϕ′(y)) as we wanted.
Furthermore, assigning to any partial action its globalization provides a functor PActG → ActG.
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1.2. Partial representations. We recall the notion of a partial representation of a group on a vector space, by
adapting [DE05, Definition 6.1].

Definition 1.8. A partial representation (V, π) of a group G (also called G-partial representation) on a vector
space V is a map π : G→ End(V ) such that for all g, h ∈ G
(PR1) π(1G) = IdV ;
(PR2) π(g−1)π(gh) = π(g−1)π(g)π(h);
(PR3) π(gh)π(h−1) = π(g)π(h)π(h−1).

We will informally say that π behaves as a group homomorphism “in the presence of a witness”.
Let (V, π) and (V ′, π′) be two partial representations of the same group G. A morphism of partial representations

or a G-homomorphism is a linear map f : V → V ′ such that f ◦ π(g) = π′(g) ◦ f for all g ∈ G. The set of
all G-homomorphisms from (V, π) to (V ′, π′) is denoted by HomG(V, V ′). In particular, partial representations
of a group form a category that we denote by PRepG. Similarly we denote by RepG the category of (global)
representations of G and their morphisms.

Some of the claims in the following lemma already appeared in [DEP00].

Lemma 1.9. For all g, h ∈ G we have
π(g)π(h)π(h−1) = π(gh)π(h−1g−1)π(g). (1.1)

In particular, the elements π(g)π(g−1) of End(V ) are commuting idempotents, that is to say,
π(g)π(g−1)π(g)π(g−1) = π(g)π(g−1) and π(g)π(g−1)π(h)π(h−1) = π(h)π(h−1)π(g)π(g−1) (1.2)

for all g, h ∈ G. Moreover,
v ∈ π(g)π(g−1)(V ) if and only if v = π(g)π(g−1)(v). (1.3)

Proof. From the defining properties of partial representations, we get

π(g)π(h)π(h−1) (PR3)= π(gh)π(h−1) = π(gh)π(h−1g−1g) (PR2)= π(gh)π(h−1g−1)π(g).
The relation (1.2) on the left is straightforward, while for the one on the right we have

π(g)π(g−1)π(h)π(h−1) (1.1)= π(g)π(g−1h)π(h−1g)π(g−1) (1.1)= π(h)π(h−1)π(g)π(g−1).
Concerning (1.3), notice that if v ∈ π(g)π(g−1)(V ) then v = π(g)π(g−1)(w) for some w ∈ V and hence

π(g)π(g−1)(v) = π(g)π(g−1)π(g)π(g−1)(w) (1.2)= π(g)π(g−1)(w) = v.

The other implication is obvious. �

It is clear that global (i.e. usual) representations are partial representations. Moreover a partial representation
(V, π) of a group G is a global representation if and only if π(g) is invertible for all g ∈ G.

A natural example of a partial representation is given by the linearization of a partial action.

Definition 1.10. Given a set X, let C[X] be the vector space over C with basis X. Given a partial action
α = ({Xg}g∈G, {αg}g∈G) of a group G on a set X, we define a map α̂ : G→ End(C[X]) by setting for all x ∈ X

α̂(g)(x) :=
{
αg(x) if x ∈ Xg−1

0 otherwise

and extending by linearity. It is easy to check that (C[X], α̂) defines indeed a partial representation of G on C[X],
which we call the linearization of (X,α).

Remark 1.11. Given a set X, for any subset Y ⊆ X, let PY : C[X] → C[Y ] be the obvious projection whose
kernel is C[X \ Y ]. Given a partial action α = ({Xg}g∈G, {αg}g∈G) of a group G on a set X, for all v ∈ C[X] we
have

α̂(g)(v) = α̂(g)(PX
g−1 (v)).

With this construction at hand, we have the following direct result.
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Proposition 1.12. The linearization defines a functor C[−] : PActG → PRepG which allows a right adjoint
U : PRepG → PActG. This lifts the well-known adjunction given by the linearization C[−] : Set→ VecC and the
underlying functor U : VecC → Set.

Proof. Given a partial representation (V, π) of G one can obtain a partial action U(V ) = ({Vg}g∈G, {αg}g∈G) of
G on the set underlying V by setting Vg := π(g)π(g−1)(V ) and αg := π(g)|V

g−1
: Vg−1 → Vg for every g ∈ G. One

easily checks that this construction, as well as the linearization, constitute well-defined functors. The unit and
counit of the adjunction are given by

ηX : X → U(C[X]), x 7→ x, and εV : C[U(V )]→ V, v 7→ v,

for all X in PActG and V in PRepG, respectively. �

Notation 1.13. If there is no risk of confusion, we often denote the vector space generated by a set X simply
by CX, without parenthesis. In particular, the group algebra over a group G is denoted indifferently by C[G] or
CG. This is aimed at lightening the notation, for example when considering the groupoid algebra CΓH(G) in
Section 3.3.

1.3. Restriction and globalization (or dilation) for partial representations. As we have seen in Section
1.1, partial actions can be constructed by restricting global actions to subsets, and any partial action has a
globalization from which it can be recovered by restriction. Therefore it is natural to ask if similar constructions
can be done for partial representations. A minute of thought suggests that a global representation of a group
G on a vector space U cannot be simply restricted to a partial representation on any subspace of U : indeed
this leads rather to a so-called geometric partial module (by the dual of [HV20, Example 2.5], in view of [HV20,
Remark 2.3(4)]). In order to obtain a proper partial representation, some additional information is needed. Let
us recall the following construction, which arises from [ABV19, Definition 3.1 and Proposition 3.3] (by taking a
group algebra as Hopf algebra) and which goes back to [Aba18] for partial representations of groups.

Proposition 1.14. If (U, ρ) is a G-global representation and T : U → U is a linear map satisfying T 2 = T and
T ◦ ρ(g) ◦ T ◦ ρ(g−1) = ρ(g) ◦ T ◦ ρ(g−1) ◦ T (1.4)

for all g ∈ G, then T (U) is a G-partial representation by means of the map
π : G→ End(T (U)), π(g)(v) = T ◦ ρ(g)(v)

for all g ∈ G and v ∈ T (U).

In fact, when analyzing the proof of [ABV19, Proposition 3.3], one can see that it is sufficient to require
that the condition (1.4) is satisfied on the image of T , not on the whole of U . This observation motivates us to
introduce the following definition.

Definition 1.15. Let (U, ρ) be a global representation of a group G on a vector space U , and let ϕ : V → U and
τ : U → V be two linear maps such that τ ◦ ϕ = IdV . Consider the map π : G→ End(V ) defined by

π(g)(v) := τ(ρ(g)(ϕ(v))) (1.5)
for all v ∈ V , g ∈ G. We say that (V, π) is the restriction of the global representation (U, ρ) to V via ϕ and τ if
(RR1) (V, π) is a partial representation of G;
(RR2) for every g ∈ G and v ∈ Vg−1 := π(g−1)π(g)(V ) we have

ϕ(π(g)(v)) = ρ(g)(ϕ(v)). (1.6)

Remark 1.16. If we set T = ϕ ◦ τ : U → U , then one can check that conditions (RR1) and (RR2) are equivalent
to the fact that (1.4) holds for all elements in V ∼= ϕ(V ) ⊆ U , as in the discussion preceding the definition.

The first example is of course coming from the restrictions of global actions to subsets. We resort to the
notation introduced in Definition 1.10.

Proposition 1.17. Let (Y, β) be a global action of a group G on the set Y . Let X ⊆ Y be a subset and let (X,α)
be the restriction of (Y, β) to X. Then the linearization (C[X], α̂) of (X,α) is the restriction of the linearization
(C[Y ], β̂) of (Y, β) via the inclusion ϕ : C[X]→ C[Y ] and the projection τ := PX : C[Y ]→ C[X].



PARTIAL AND GLOBAL REPRESENTATIONS OF FINITE GROUPS 7

Proof. Fix g ∈ G. On the one hand, for all x ∈ X,

α̂(g)(x) = αg(PX
g−1 (x)) =

{
0 if x /∈ Xg−1

αg(x) if x ∈ Xg−1

(R2)=
{

0 if x /∈ Xg−1

βg(x) if x ∈ Xg−1
.

On the other hand,

τ(β̂(g)(ϕ(x))) = τ(βg(x)) =
{

0 if βg(x) /∈ X
βg(x) if βg(x) ∈ X

.

However, βg(x) ∈ X if and only if x ∈ X ∩ β−1
g (X) (R1)= Xg−1 . Therefore,

α̂(g) = τ ◦ β̂(g) ◦ ϕ for all g ∈ G

and the map π : G→ End(C[X]) given by π(g) := τ ◦ β̂(g) ◦ ϕ for all g ∈ G is a partial representation. Moreover,
for every g ∈ G we have

C[X]g−1 = π(g−1)π(g)(C[X]) = π(g−1) (C [X ∩ βg(X)]) = C [βg−1(X) ∩X] (R1)= C [Xg−1 ]

and for every x ∈ Xg−1 , ϕ(π(g)(x)) = βg(x) = β̂(g)(ϕ(x)), so that (C[X], π) = (C[X], α̂) is indeed the restriction
of β̂ to C[X] via ϕ and τ . �

Just as any partial action can be globalized, it has been shown in [Aba18] and [ABV19] that any partial
representation can be obtained from a global one by a restriction in the sense of Proposition 1.14. More precisely,
for any partial representation (V, π) there exists a global representation U (called its dilation) together with a
projection T satisfying the conditions as in Proposition 1.14, such that: (1) U is generated by T (U) as a global
representation, (2) there exists an isomorphism θ : V ∼= T (U) of partial representations and (3) for any other
triple (U ′, T ′, θ′) with these properties, there exists a unique morphism Φ : U ′ → U such that T ◦ Φ = Φ ◦ T ′ and
Φ ◦ θ′ = θ. Despite the fact that the morphism Φ in this universal property goes in the other direction compared
to the universal property of the globalization of a partial action as discussed in Remark 1.7, in [SV21, Theorem
3.13] it was shown that the dilation of a partial representation coincides with its globalization in the sense of
[SV20, Definition 3.1]. This globalization is a global representation V together with an injective morphism (of
geometric partial modules) ϕ : V → V that is universal in the following sense: for any other global representation
U ′ admitting a morphism of partial modules ϕ′ : V → U ′, there is a unique G-homomorphism ψ : V → U ′ such
that ϕ′ = ψ ◦ ϕ. We therefore arrive at the following Theorem 1.18 in the present framework. However, in order
to deduce this result from [SV21] along the lines explained above, one needs to prove that the map ϕ : V → U for
a restriction in the sense of Definition 1.15 gives rise to a morphism of geometric partial modules. Since the proof
of this fact is rather technical and requires to introduce properly the framework of geometric partial modules, we
provide here a direct alternative proof.

Theorem 1.18. Let (V, π) be a partial representation of a group G. Then there exists, up to isomorphism, a
unique quadruple (U, ρ, ϕ, τ), called the globalization of (V, π), which satisfies the following properties:
(GR1) (U, ρ) is a global representation of G;
(GR2) (V, π) is the restriction of (U, ρ) via ϕ and τ (in the sense of Definition 1.15);
(GR3) for every quadruple (U ′, ρ′, ϕ′, τ ′) satisfying (GR1) and (GR2) there exists a unique G-homomorphism

ψ : U → U ′ (i.e. ψ is linear and ψ ◦ ρ(g) = ρ′(g) ◦ ψ for all g ∈ G) such that ψ ◦ ϕ = ϕ′.
Assigning to any partial representation its globalization provides a functor PRepG → RepG.

Proof. Let (V, π) be a G-partial representation. Set Vg := π(g)π(g−1)(V ) for all g ∈ G. Consider, in the complex
vector space C[G]⊗ V , the subspace Z generated by the vectors

{g ⊗ v − h⊗ π(h−1g)(v) | g, h ∈ G, v ∈ Vg−1h} (1.7)

and let U be the quotient space (C[G]⊗ V )/Z. Recall that the left multiplication on the first tensorand makes of
C[G]⊗ V a G-global representation. This induces a structure of G-global representation (U, ρ) on U by setting

ρ(g)(h⊗ v) := gh⊗ v
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for all g, h ∈ G and v ∈ V , where t denotes the coset of t ∈ C[G]⊗ V in U . To check that ρ is well defined, it is
enough to notice that Z is a G-subrepresentation: given g, h, k ∈ G and v ∈ Vh−1k, we have

gh⊗ v − gk ⊗ π(k−1h)(v) = gh⊗ v − gk ⊗ π(k−1g−1gh)(v) = (gh)⊗ v − (gk)⊗ π ((gk)−1(gh)) (v) ∈ Z
which proves the claim.

Clearly the maps ρ(g) are invertible, as ρ(g)−1 = ρ(g−1), so that ρ gives indeed a global representation of G.
Consider now the map ϕ : V → U defined by ϕ(v) := 1G ⊗ v for all v ∈ V , and the map τ : U → V defined by

τ(g ⊗ v) := π(g)(v) for all v ∈ V . Observe that the latter is well defined, since the map τ̃ : C[G]⊗ V → V defined
by τ̃(g⊗ v) := π(g)(v) sends the generators of Z to 0: for h, k ∈ G and v ∈ Vh−1k = π(h−1k)π(k−1h)(V ), we have

τ̃(h⊗v) = π(h)(v) (1.3)= π(h)π(h−1k)π(k−1h)(v) (1.1)= π(k)π(k−1)π(h)(v) (PR2)= π(k)π(k−1h)(v) = τ̃(k⊗π(k−1h)(v))
and so τ is well defined.

We want to show that (U, ρ, ϕ, τ) is a globalization of (V, π). We already showed that (U, ρ) is a global
representation of G, proving (GR1). Moreover, it is clear that τ ◦ ϕ = IdV and, by construction, τ(ρ(g)(ϕ(v)) =
π(g)(v). To prove the remaining property of (GR2), observe that for each v ∈ Vg−1 ,

ϕ(π(g)(v)) = 1G ⊗ π(g)(v) = g ⊗ v = ρ(g)(1G ⊗ v) = ρ(g)(ϕ(v)).
Therefore (V, π) is the restriction of (U, ρ) via ϕ and τ , proving (GR2).

In order to prove (GR3), let (U ′, ρ′, ϕ′, τ ′) be another quadruple satisfying (GR1) and (GR2). Since

U =
∑
g∈G

ρ(g)(ϕ(V )), (1.8)

if a ψ : U → U ′ with the properties stated in (GR3) exists, then it is uniquely determined by the property
ψ(ϕ(v)) = ϕ′(v) for all v ∈ V , which gives ψ(1G ⊗ v) = ψ(ϕ(v)) = ϕ′(v), and the property ψ(ρ(g)(u)) =
ρ′(g)(ψ(u)) for all u ∈ U and g ∈ G, so that

ψ(g ⊗ v) = ψ(ρ(g)(1G ⊗ v)) = ψ(ρ(g)(ϕ(v))) = ρ′(g)(ψ(ϕ(v))) = ρ′(g)(ϕ′(v)).

This shows the uniqueness of such a map ψ, and it suggests how to define it: we define ψ̃ : C[G]⊗ V → U ′ by
setting ψ̃(g ⊗ v) := ρ′(g)(ϕ′(v)) for all g ∈ G and v ∈ V . This map sends the generators of Z to 0: indeed if
g, h ∈ G and v ∈ Vg−1h,

ψ̃(g ⊗ v) = ρ′(g)(ϕ′(v)) = ρ′(h)ρ′(h−1g)(ϕ′(v)) (RR2)= ρ′(h)(ϕ′(π′(h−1g)(v))) = ψ̃(h⊗ π′(h−1g)(v))
and hence the map ψ : U → U ′ given by ψ(g ⊗ v) := ρ′(g)(ϕ′(v)) is well defined. Notice that, by construction, ψ
is a G-homomorphism and ψ ◦ ϕ = ϕ′.

Therefore, a globalization exists. Its uniqueness now follows easily from the universal property (GR3). �

Corollary 1.19. The globalization (U, ρ, ϕ, τ) of a partial representation (V, π) satisfies in addition:
(GR3′) U =

∑
g∈G ρ(g)(ϕ(V ));

(GR4′) for every quadruple (U ′, ρ′, ϕ′, τ ′) satisfying (GR1) and (GR2), the assignment
ψ(ρ(g)(ϕ(v))) := ρ′(g)(ϕ′(v)) for all g ∈ G, v ∈ V

gives a well-defined linear map ψ : U → U ′.
(GR5′) The universal map ψ from (GR4′) satisfies τ ′ ◦ ψ = τ .
Moreover, any triple (U, ρ, ϕ, τ) satisfying (GR1), (GR2), (GR3′) and (GR4′) is a globalization.

Proof. Condition (GR3′) tells exactly that U is generated by ϕ(V ) as a G-global representation. To see this, it
suffices to denote by Ũ the G-subrepresentation of U generated by ϕ(V ). Then we can restrict τ : U → V to a
map τ̃ : Ũ → V , and (V, π) is still the restriction of Ũ by ϕ and τ̃ . Hence by the universal property of U , there
exists a map U → Ũ that is a right inverse for the inclusion. With this, it is not hard to see that Ũ is itself a
globalization of (V, π) and hence U and Ũ coincide.

The map ψ from the universal property (GR3) satisfies the identity stated in (GR4′).
To prove (GR5′), first remark that by (GR3′), any element of U can be written as a sum of elements of the form

ρ(g)(ϕ(v)) and hence it suffices to check the required identity on elements of this form. Since (V, π) is the restriction
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of U , it follows that τ (ρ(g)(ϕ(v))) = π(g)(v). On the other hand, using that ψ is a G-homomorphism and that
(V, π) is also the restriction of U ′, we find τ ′ (ψ (ρ(g)(ϕ(v)))) = τ ′ (ρ′(g) (ψ(ϕ(v)))) = τ ′ (ρ′(g) (ϕ′(v))) = π(g)(v).

For the last statement, if (GR3′) and (GR4′) are satisfied, then the map ψ from (GR4′) clearly satisfies
the conditions of (GR3). Moreover, ψ is also a unique G-homomorphism, since U is generated by ϕ(V ) as a
G-representation, and the image of ϕ(V ) under ψ is determinded by ϕ′. �

Proposition 1.20. Let α = ({Xg}g∈G, {αg}g∈G) be a partial action of a group G on a set X. Then the
linearization C[Y ] of the globalization (Y, β, ϕ) of α (in the sense of [Aba03]) provides the globalization of the
linearization (C[X], α̂) of α via the linearization ϕ̂ : C[X]→ C[Y ] of ϕ and the projection τ̂ := PX : C[Y ]→ C[X].
In particular, being the globalization functorial, we have a commutative diagram of functors

ActG
C[−] // RepG

PActG C[−]
//

glob

OO

PRepG .

glob

OO

Proof. The properties (GR1) and (GR2) have been already discussed in Proposition 1.17. By Corollary 1.19,
instead of (GR3), we may check (GR3′) and (GR4′). Observe that property (GL5) of (Y, β, ϕ) implies property
(GR3′) of its linearization: it is enough to proceed by double inclusion, after noticing that β̂(g) (ϕ̂(x)) = βg(ϕ(x))
for all x ∈ X, g ∈ G. Now in order to check (GR4′), let us show that Y ′ :=

⋃
g∈G

⋃
x∈X ρ

′(g)(ϕ′(x)) ⊆ U ′ together
with the restrictions of ϕ′ to X and of ρ′(g) to Y ′ for all g ∈ G form a triple satisfying (GL1)-(GL4). Only (GL3)
is not immediate. Pick x ∈ Xg and set y := αg−1(x) ∈ Xg−1 ⊆ C[X]g−1 . It follows that

ϕ′(x) = ϕ′(αg(y)) = ϕ′(α̂(g)(y)) (RR2)= ρ′(g)(ϕ′(y)) ∈ ρ′(g)(ϕ′(X))
and hence ϕ′(Xg) ⊆ ϕ′(X) ∩ ρ′(g)(ϕ′(X)). For the reverse inclusion, pick z ∈ X such that ϕ′(z) = ρ′(g)(ϕ′(y))
for a certain y ∈ X. Then

z = τ ′(ϕ′(z)) = τ ′ (ρ′(g)(ϕ′(y))) (1.5)= α̂(g)(y) = αg(y) ∈ Xg

and hence ϕ′(z) ∈ ϕ′(Xg). Therefore, by Remark 1.7, the map ψ : Y → Y ′ given by ψ(βg(ϕ(x))) := ρ′(g)(ϕ′(x))
for all x ∈ X and g ∈ G is well defined and its linearization ψ̂ : C[Y ]→ U ′ is the map required in (GR4′). This
completes the proof that (C[Y ], β̂) is indeed the globalization of (C[X], α̂). �

2. H-global G-partial representations

In this section we introduce H-global G-partial representations and describe some of their general properties.

2.1. Basic definitions and examples. We introduce some basic notions and examples, setting up the framework
in which we are going to work for the rest of the present article.

Definition 2.1. Let H be a subgroup of a group G.
A G-partial action α = ({Xg}g∈G, {αg}g∈G) on a set X is called H-global if Xh = X for all h ∈ H.
A G-partial representation (V, π) is H-global if the restriction of π to H is a global representation of H.

Example 2.2. Let G be a group and H be a subgroup of G. There are two kinds of H-global G-partial
representations that are always available.

(a) Any G-global representation is obviously H-global G-partial.
(b) Let (W,ρ) be a global representation of H. Then we can always construct an H-global G-partial

representation (W,ρ) in the following way: we define

ρ(g) :=
{

0 if g ∈ G \H
ρ(g) if g ∈ H .

It is straightforward to check that this is indeed an H-global G-partial representation.

Before seeing more examples, we introduce one more definition.
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Definition 2.3. Let G be a group and let (V, π) be a G-partial representation. We define the globalizer
H(V ) = H(V, π) of V to be

H(V ) := {g ∈ G | π(g) is invertible}.

Lemma 2.4. Let (V, π) be a G-partial representation. Then
H(V ) = {h ∈ G | π(gh) = π(g)π(h), ∀ g ∈ G} = {h ∈ G | Vh = V } . (2.1)

In particular, the globalizer H(V ) is the biggest subgroup of G that acts globally on V via π.

Proof. For all h ∈ H(V )
π(h)π(h)−1π(h) = π(h) (PR2)= π(h)π(h−1)π(h)

so that π(h)−1 = π(h−1). From this it follows that, for all g ∈ G,

π(gh) = π(gh)π(1G) = π(gh)π(h−1)π(h) (PR3)= π(g)π(h). (2.2)
Conversely, if π(gh) = π(g)π(h) for all g ∈ G, then

IdV = π(1G) = π(h−1h) = π(h−1)π(h)
and hence, being V finite-dimensional, π(h) is invertible with π(h)−1 = π(h−1). This proves the first equality
in (2.1). Concerning the second one, if h ∈ H(V ) then Vh = π(h)π(h−1)(V ) = V . Conversely, if V = Vh then
π(h)π(h−1) = IdV and we conclude as above. In particular, H(V ) ⊆ G is a subgroup and its maximality follows
by definition. �

Remark 2.5. Let (V, π) be a G-partial representation. It is H-global if and only if H is a subgroup of H(V ).

It turns out that the globalizer H(V ) of a G-partial representation (V, π) is typically nontrivial. This is one of
the main motivations to study H-global G-partial representations.

Example 2.6. Let K be a subgroup of a group G and consider the action of G on the left cosets G/K of K by
left multiplication. Let A ⊆ G/K be a set of left cosets of K and consider the restriction α of the given action to
A, which gives us a G-partial action. Set

KA := {g ∈ G | gA = A}.
It is easy to check that the G-partial action α is H-global if and only if H is a subgroup of KA.

Consider now the linearization (C[A], α̂) of α. It is clear that the globalizer of this G-partial representation is
in fact H(C[A]) = KA.

The following example is a special case of the previous one; it will be relevant in Section 5.1.

Example 2.7. Let us fix some notation. For any positive integer n ∈ N, let [n] := {1, 2, . . . , n}, and for I ⊆ [n],
let

SI
n := {σ ∈ Sn | σ(I) = I},

so for example S∅
n = S[n]

n = Sn and S{1}n = S[1]
n = S[n]\{1}

n
∼= S1 ×Sn−1 ≡ Sn−1 ⊆ Sn.

More generally, for 1 ≤ k < n, consider Sk ×Sn−k ≡ S[k]
n = S[n]\[k]

n . We want to describe the action of Sn on
the left cosets Sn/(Sk ×Sn−k).

Observe that, given σ ∈ Sn and I ⊆ [n],
σSI

n = {τ ∈ Sn | τ(I) = σ(I)}
therefore, for ρ ∈ Sn,

ρ ·
(
σSI

n

)
= τSI

n ⇐⇒ ρσ(I) = τ(I),
if and only if ρ maps the subset σ(I) ⊆ [n] into the subset τ(I) ⊆ [n] and hence we can identify the action of Sn

on the left cosets of Sk ×Sn−k ≡ S[k]
n with the action of Sn on(

[n]
k

)
:= {A ⊆ [n] | |A| = k}

via σS[k]
n ↔ σ([k]). We will freely use this identification in the rest of this article.
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Notice that for k = 1 we are identifying the action of Sn on the cosets Sn/Sn−1 with the defining action of
Sn on the set

([n]
1

)
= [n].

We now set
Y :=

{
A ∈

(
[n]
k

) ∣∣∣∣ 1 ∈ A
}

(
(

[n]
k

)
and call α the Sn-partial action on Y that we get by restriction from the Sn-global action on

([n]
k

)
. For instance,

for n = 4 and k = 2,(
[4]
2

)
= {{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}} , Y = {{1, 2}, {1, 3}, {1, 4}}

and, for example,
Y(1,2) = Y ∩ (1, 2) · Y = {{1, 2}, {1, 3}, {1, 4}} ∩ {{1, 2}, {2, 3}, {2, 4}} = {{1, 2}}

while Y(2,3,4) = {{1, 2}, {1, 3}, {1, 4}} ∩ {{1, 3}, {1, 4}, {1, 2}} = Y.

In the notation of Example 2.6, it is easy to check that KY = S[1]
n , so that the globalizer of the linearization

(C[Y ], α̂) of this Sn-partial action is S[1]
n .

2.2. A general construction. In this section we give a general construction that gives a large class of examples
of H-global G-partial representations.

We start with a finite group G and two fixed subgroups H and K of G. Let G =
∐n

i=1 giK as disjoint union of
left cosets of K. Let A ⊆ G be a union of (H,K)-double cosets, i.e. hA = A for all h ∈ H and Ak = A for all
k ∈ K. Denote by A/K the set of left cosets of K contained in A. Let (W,ρ) be a global representation of K.
With these data we want to construct an H-global G-partial representation.

Recall that the induced representation IndGKW = C[G]⊗C[K] W decomposes as a vector space as

IndGKW ∼=
⊕

giK∈G/K

W gi ,

where we denoted by W gi the subspace CgiK ⊗C[K] W corresponding to the coset giK. For every i = 1, . . . , n,
we call φi : W →W gi the C-linear isomorphism defined by φi(w) := gi ⊗C[K] w for every w ∈W .

Consider the subspace
WA :=

⊕
giK∈A/K

W gi .

We define a linear map π : G → End(WA) in the following way: for every giK ∈ A/K and every x ∈ W gi ,
there exists a unique w ∈W such that x = φi(w). Thus, we set

π(g)(x) :=
{
φj(ρ(k)(w)) if x = φi(w), ggi = gjk, k ∈ K, and gjK ∈ A/K

0 otherwise . (2.3)

It is easy to check that this definition does not depend on the choice of the representatives of the left cosets of K.

Lemma 2.8. The pair (WA, π) is an H-global G-partial representation.

Proof. The proof that (WA, π) is a G-partial representation does not require that A satisfy the property that
hA = A for all h ∈ H. This property is used only to show that this G-partial representation is indeed H-global.
We leave the tedious but straightforward details to the reader. �

Remark 2.9. Observe that the construction of (WA, π) is in fact the restriction (cf. Definition 1.15) of the global
G-representation IndGKW to the subspace WA via the obvious inclusion ϕ and the projection τ : IndGKW →WA

whose kernel is
ker τ =

⊕
giK/∈A/K

W gi .

Example 2.10. Using the same notation as before, let W be the trivial representation of K. Then in this case
IndGKW is simply the linearization of the action of G on the left cosets G/K of K by left multiplication. Consider
a subset A ⊆ G such that Ak = A for all k ∈ K. Then our construction (WA, π) in this case corresponds simply
to the linearization of the restriction of this action to A/K (cf. Proposition 1.17).
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We will see in Section 3.4 that all the irreducible objects in the category of H-global G-partial representations
can be built with the construction given in the present section.

2.3. Some general properties of partial representations. In this section we discuss some general properties
of G-partial representations. In particular we introduce certain orthogonal idempotents that give a general
decomposition of such representations. Then we specialize this discussion to the case of H-global G-partial
representations, to see what this decomposition looks like in this case.

All over this section we consider a partial representation (V, π) of a finite group G.

Notation 2.11. Set
PH(G/H) := {A ⊆ G | H ⊆ A and A is a union of left cosets of H}.

In the case H = {1G}, we use the notation
P1(G) := P{1G}(G/{1G}) = {A ⊆ G | 1G ∈ A}.

The following definition already appeared in [DEP00], namely at [DEP00, page 510, equation (4)], as well as
some of the claims and computations in the forthcoming Lemma 2.14 and 2.16. We report them here for the sake
of completeness.

Definition 2.12. For every A ⊆ G define the operator

P π
A = PA :=

∏
g∈A

π(g)π(g−1) ·
∏

g∈G\A

(IdV − π(g)π(g−1)).

Observe that, thanks to Lemma 1.9, in the definition of P π
A we do not need to specify the order of the products.

Remark 2.13. Notice that if 1G /∈ A, i.e. A /∈ P1(G), then PA is the zero operator, as it contains the factor
IdV − π(1G)π(1G) = 0.

Lemma 2.14. For any A ⊆ G and any g ∈ G,
π(g)PA = PgAπ(g). (2.4)

In particular, if g−1 /∈ A, then
π(g)PA = 0 = PAπ(g−1). (2.5)

Proof. The first claim follows immediately from (1.1), i.e. π(g)π(h)π(h−1) = π(gh)π(h−1g−1)π(g) for all g, h ∈ G.
The second claim follows from the first one and from Remark 2.13. �

Lemma 2.15. Consider A ⊆ G. If g ∈ A, then
π(g)π(g−1)PA = PA = PAπ(g)π(g−1).

If g /∈ A, then
π(g)π(g−1)PA = 0 = PAπ(g)π(g−1).

Proof. It follows immediately from the definition of PA, Lemma 1.9 and equation (2.5). �

Lemma 2.16. The set {PA}A∈P1(G) is a system of orthogonal idempotents. Moreover,
∑

A∈P1(G) PA = IdV .

Proof. The fact that every PA is idempotent follows from Lemma 1.9, and it is easy to see that PAPB = 0 = PBPA
if A 6= B. For the last statement, we compute

IdV =
∏
g∈G

IdV =
∏
g∈G

(IdV − π(g)π(g−1) + π(g)π(g−1))

=
∑
A⊆G

(∏
g∈A

π(g)π(g−1)
)(∏

g/∈A

(IdV − π(g)π(g−1))
)

=
∑

A⊆G:1G∈A

(∏
g∈A

π(g)π(g−1)
)(∏

g/∈A

(IdV − π(g)π(g−1))
)

=
∑

A∈P1(G)

PA. �
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As a consequence of the previous lemma, if we set V A := P π
A(V ), then we have the decomposition

V =
⊕

A∈P1(G)

V A. (2.6)

Notice that, as observed above, if g−1 /∈ A, then π(g)(V A) = 0.
Observe also that a G-homomorphism ϕ ∈ HomG(V,U), i.e. a morphism between the two G-partial representa-

tions (V, π) and (U, η), intertwines the action of P π
A and P η

A, i.e.
P η
A(ϕ(v)) = ϕ(P π

A(v)) for all v ∈ V,
so that, if we set V A := P π

A(V ) and UA := P η
A(U), then we have the decompositions

V =
⊕

A∈P1(G)

V A and U =
⊕

A∈P1(G)

UA

and ϕ is a graded map, i.e. ϕ(V A) ⊆ UA for all A.
We want to understand this decomposition in the case when the G-partial representation (V, π) is H-global,

for a subgroup H of G, so we assume this from now on.
The following easy observation is so useful that deserves to be called a lemma.

Lemma 2.17. Let (V, π) be an H-global G-partial representation. Then for all g ∈ G and h ∈ H we have
π(gh) = π(g)π(h) and π(hg) = π(h)π(g). (2.7)

Proof. The first identity follows from (2.2), the other one is similar. �

Lemma 2.18. Let (V, π) be an H-global G-partial representation. Then P π
Ah = P π

A for any A ∈ P1(G) and
h ∈ H.

Proof. Using (2.7) this is a straightforward verification. �

Proposition 2.19. If A ∈ P1(G) such that PA 6= 0, then A is a union of left cosets of H, and H ⊆ A.

Proof. Since the PA are orthogonal idempotents, if Ah 6= A for some h ∈ H, then PAh = PA implies PA = 0 = PAh.
In other words, for PA to be nonzero we must have Ah = A for all h ∈ H, i.e. A is a union of left cosets of H.
Since 1G ∈ A, it is clear that H ⊆ A. �

As a consequence of this Proposition, the decomposition (2.6) of an H-global G-partial representation (V, π)
simplifies to

V =
⊕

A∈PH (G/H)

V A.

In particular, if w ∈ V A = PA(V ), then for any g ∈ G

π(g)(w) = π(g)PA(w) (2.4)= PgAπ(g)(w),
so that

π(g)(w) ∈ V gA = PgA(V ).
The following results are two interesting and useful consequences of Lemma 2.17 that considerably simplify

the computations when dealing with H-global G-partial representations and the projections PA. In particular,
the following proposition gives an alternative characterization of H-global G-partial representations.

Proposition 2.20. A pair (V, π), with V a vector space and π : G→ End(V ), is an H-global G-partial represen-
tation if and only if

(GPR1) π(1G) = IdV ;
(GPR2) π(ḡ)π(g)π(h) = π(ḡ)π(gh) for any ḡ, g, h ∈ G such that ḡg ∈ H;
(GPR3) π(g)π(h)π(h̄) = π(gh)π(h̄) for any g, h, h̄ ∈ G such that hh̄ ∈ H.

In particular, for an H-global G-partial representation conditions (PR2) and (PR3) of the definition of a G-partial
representation are satisfied by taking as “witness” any element in the same coset.
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Proof. If (V, π) satisfies the stated identities, then clearly it is a G-partial representation. To see that it is
H-global, just notice that if g, h ∈ H, then we can choose ḡ = 1G = h̄.

Conversely, by using Lemma 2.17, if (V, π) is an H-global G-partial representation, then for ḡ, g, h ∈ G with
ḡg ∈ H we have

π(ḡ)π(g)π(h) = π(ḡgg−1)π(g)π(h) (PR3)= π(ḡg)π(g−1)π(g)π(h)
(PR2)= π(ḡg)π(g−1)π(gh) (2.7)= π(ḡgg−1)π(gh) = π(ḡ)π(gh).

The other property is shown in an analogous way. �

Proposition 2.21. Let (V, π) be an H-global G-partial representation. Then the assignment G→ End(V ) : g 7→
π(g)π(g−1) is constant on the left cosets of H in G. In particular, if {g1, . . . , gr} is a family of representatives of
left cosets of H in G, that is, if G =

∐r

i=1 giH, then

P π
A =

∏
gkH⊆A

π(gk)π(g−1
k ) ·

∏
giH⊆G\A

(IdV − π(gi)π(g−1
i )) (2.8)

for every A ∈ PH(G/H) and the expression (2.8) does not depend on the chosen representatives.

Proof. In view of Lemma 2.17, we have for any g ∈ G, h ∈ H
π(gh)π((gh)−1) = π(gh)π(h−1g−1) = π(g)π(h)π(h−1)π(g−1) = π(g)π(g−1),

thus proving the first claim. The second claim is now evident, since the elements π(g)π(g−1) are commuting
idempotents (Lemma 1.9). �

3. Irreducible partial representations

In this section we develop the general theory of H-global G-partial representations, describing in particular its
irreducibles.

3.1. Partial representations as modules. We will now develop an algebra that plays for H-global G-partial
representations the same role as the partial group algebra CparG does for G-partial representations. Recall
([DEP00, Definition 2.4]) that CparG is the C-algebra generated by the symbols {[g] | g ∈ G} subject to the
relations

[1G] = 1, [h−1][h][g] = [h−1][hg], [g][h−1][h] = [gh−1][h] for all g, h ∈ G. (3.1)

Definition 3.1. The C-algebra CHparG is generated by the symbols {[g] | g ∈ G} subject to the relations

[1G] = 1, [h̄][h][g] = [h̄][hg], [g][h̄][h] = [gh̄][h], (3.2)

for all g, h, h̄ ∈ G such that h̄h ∈ H.

Proposition 3.2. The algebra CHparG is isomorphic to the quotient of CparG by the ideal generated by {[h][h−1]−
[1G] | h ∈ H}.

Proof. For the sake of simplicity, call R the free algebra generated by {[g] | g ∈ G}, I the ideal of R generated by
the relations (3.1) and J the ideal of R generated by the relations (3.2). By double inclusion one observes that
J = Ī := I +

〈
[h][h−1]− [1G] | h ∈ H

〉
. In fact, on the one hand

[h][h−1]− [1G] =
(

1− [1G]
)

[h][h−1] +
(

[1G][h][h−1]− [1G][hh−1]
)

+ [1G]
(

[1G]− 1
)
∈ J

for all h ∈ H, because 1Gh = h ∈ H, and hence Ī ⊆ J . On the other hand, notice that we can deduce from (3.1)
also the following relations for all g, h, h̄ ∈ G :

[h̄h][h−1h̄−1][h̄][hg] = [h̄h][h−1h̄−1h̄][hg] = [h̄][h][h−1][hg] = [h̄][h][h−1hg] = [h̄][h][g].
Hence for all g, h, h̄ ∈ G such that h̄h ∈ H we have

[h̄][hg]− [h̄][h][g] =
(

1− [h̄h][h−1h̄−1]
)

[h̄][hg] +
(

[h̄h][h−1h̄−1][h̄][hg]− [h̄][h][g]
)
∈ Ī .

For the other relations in (3.2) a similar argument applies, thus proving J ⊆ Ī.
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Set now J̄ to be the ideal generated by {[h][h−1] − [1G] | h ∈ H} in CparG. We clearly have that J/I =(
I + 〈[h][h−1]− [1G] | h ∈ H〉

)
/I = J̄ and hence

CHparG = R/J ∼=
R/I

J/I
= CparG

/
J̄ . �

In the forthcoming Section 3.3, we will give an important realization of such an abstract algebra as the groupoid
algebra of a certain groupoid naturally associated to G and H.

Remark 3.3. Any C-algebra R can be realized as a subalgebra of an algebra of endomorphisms via
λ : R→ EndC(R), a 7→ (λa : b 7→ ab) .

If we consider the obvious composition G→ CHparG→ EndC
(
CHparG

)
, g 7→ λ[g], then it follows from the defining

relations of CHparG that this defines an H-global G-partial representation of G in the C-vector space CHparG.

Theorem 3.4. Given an H-global G-partial representation π : G→ End(V ), there exists a unique morphism of
C-algebras φπ : CHparG→ End(V ) such that φπ([g]) = π(g) for all g ∈ G. This makes V into a left CHparG-module.
Conversely, given any left CHparG-module V with action µ : CHparG× V → V , the assignment

πµ : G→ End(V ), g 7→ [v 7→ µ([g], v)]
is an H-global G-partial representation. These correspondences induce an isomorphism of categories

Φ: PRepHG → CHparG-Mod

between the category PRepHG of H-global G-partial representations and the category CHparG-Mod of CHparG-modules.

Proof. Let (V, π) be an H-global G-partial representation. Consider the unique algebra morphism ψπ : CparG→
End(V ) such that ψπ([g]) = π(g) for every g ∈ G. Clearly,

〈[h][h−1]− [1G] | h ∈ H〉 ⊆ ker(ψπ),
hence ψπ induces a well-defined algebra map φπ : CHparG → End(V ) which is unique with the property that
φπ([g]) = π(g) for every g ∈ G. Conversely, assume that V is a CHparG-module with action µ : CHparG× V → V
and consider the map

πµ : G→ End(V ), g 7→ [v 7→ µ([g], v)] .
It satisfies πµ(1G)(v) = µ([1G], v) = µ(1, v) = v for all v ∈ V , hence πµ(1G) = IdV . Furthermore,

πµ(ḡ)πµ(g)πµ(h)(v) = µ([ḡ], µ([g], µ([h], v))) = µ([ḡ][g][h], v)
= µ([ḡ][gh], v) = πµ(ḡ)πµ(gh)(v)

for all v ∈ V and ḡ, g, h ∈ G such that ḡg ∈ H, thus πµ(ḡ)πµ(g)πµ(h) = πµ(ḡ)πµ(gh). In an analogous way, one
may check that πµ(h)πµ(ḡ)πµ(g) = πµ(hḡ)πµ(g), so that πµ is H-global G-partial by Proposition 2.20. Now,
assume that f : V → W is a morphism between the H-global G-partial representations (V, πV ) and (W,πW ).
Recall that this means that

f(πV (g)(v)) = πW (g)(f(v))
for all v ∈ V and g ∈ G. Using the notations above, we compute

f(φπV ([g])(v)) = f(πV (g)(v)) = πW (g)(f(v)) = φπW ([g])(f(v))
which implies that f is CHparG-linear. In fact, by definition of the action of CHparG on V , f is CHparG-linear if and
only if f ◦ πV (g) = πW (g) ◦ f . Notice also that if (V, π) is an H-global G-partial representation, then

πµπ (g)(v) = µπ([g], v) = φπ([g])(v) = π(g)(v),
µπµ([g], v) = φπµ([g])(v) = πµ(g)(v) = µ([g], v),

for all g ∈ G and v ∈ V , whence πµπ = π, and µπµ = µ. Therefore, the assignments

PRepHG oo // CHparG-Mod
(V, π) oo // (V, µπ)

[f : (V, πV )→ (W,πW )] oo // [f : (V, µπV )→ (W,µπW )]



PARTIAL AND GLOBAL REPRESENTATIONS OF FINITE GROUPS 16

provide well-defined functors between PRepHG and CHparG-Mod, which form an isomorphism of categories. �

In less categorical terms, Theorem 3.4 says, in particular, that notions like being isomorphic, being irreducible,
being a direct sum, for objects in the two categories are in 1-to-1 correspondence via the stated isomorphism. For
instance, an object is irreducible in PRepHG if and only if the corresponding object in CHparG-Mod is irreducible.

3.2. CHparG as a partial skew group algebra.

Definition 3.5. We say that a group G acts partially on an algebra A if there is a partial action α =
({Ag}g∈G, {αg}g∈G) of G on A as in Definition 1.1, such that for any g ∈ G, Ag = A1g, where 1g is a central
idempotent in A, and αg is multiplicative (cf. [DE05]).

Recall from [DE05, Theorem 6.9] (cf. also [ABV15, Theorem 2.10]) that the partial group algebra can be
viewed as a partial skew group algebra A oα G, associated to a partial action of G on a suitably constructed
commutative algebra A. Recall also that the partial skew group algebra is the vector space

Aoα G =
⊕
g∈G

Agδg,

where the elements δg are just symbols, with multiplication given by
(agδg)(bhδh) = αg(αg−1(ag)bh)δgh.

A similar result holds for the partial group algebra CHpar(G) we constructed above.
To see this, consider for any element g ∈ G the associated element

εg := [g][g−1]
in CHpar(G), which is an idempotent. Then for any element h ∈ H, we find that

εgh = [gh][h−1g−1] = [gh][1G][h−1g−1] Prop. 3.2= [g][h][h−1][g−1] (3.2)= [g][g−1] = εg.

Consequently, we can associate exactly one idempotent εg to each left coset of H. As in the case of the usual
partial group algebra, we have the commutativity relation [g]εh = εgh[g] and so the idempotents commute among
each other (cf. Lemma 1.9). Let A be the subalgebra of CHpar(G) generated by these idempotents. Then we have
the following result.

Proposition 3.6. The group G acts partially on the algebra A in such a way that the restricted action of H on
A is global. Moreover, CHpar(G) is isomorphic to the associated partial skew group algebra Aoα G.

Proof. The domains of the partial action of G are given by Ag = Aεg. The partial isomorphisms are given by
αg(εg1 · · · εgnεg−1) = εgg1 · · · εggnεg.

This is easily checked to be a partial action. Since for all h ∈ H we have εh = 1, the domain Ah of h is the whole
of A, hence this partial action is H-global. Concerning the second part of the statement, one can check that the
maps

CHpar(G)→ Aoα G, [g1][g2] · · · [gn] 7→ εg1g2···gn · · · εg1g2εg1δg1···gn

and
Aoα G→ CHpar(G), εgεg1 · · · εgkδg 7→ εgεg1 · · · εgk [g]

are mutual inverse algebra maps. �

3.3. The groupoid algebra CΓH(G). It can be deduced from [DEP00, Theorem 2.6] that G-partial represen-
tations correspond to (usual) representations of the groupoid algebra of a certain groupoid Γ(G). The idea is to
extend this definition from [DEP00] in order to handle H-global G-partial representations. The definitions and
results of [DEP00] can be recovered by setting H = {1G}.

In this section we will introduce a new groupoid ΓH(G) naturally associated to G and H and show that the
universal algebra constructed in Section 3.1 is isomorphic to CΓH(G), thus inducing an isomorphism of categories
between the category of H-global G-partial representations and that of modules over this groupoid algebra. To
this aim, recall the following construction from [Aba04, §2] (cf. [KL04] or [Bat17, page 42] for the equivalent
formulation we are using here).
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Remark 3.7. Let α = ({Xg}g∈G, {αg}g∈G) be a partial action of G on X and define

G = G(G,X,α) := {(x, g) ∈ X ×G | x ∈ Xg−1} .

Then G is a groupoid with set of objects G0 := X, source s(x, g) = x, range r(x, g) = αg(x), units (x, 1G) for
x ∈ X and composition (x, g) · (y, h) = (y, gh) whenever x = αh(y).

Consider the partial action αP of G on X = PH(G/H) (see Notation 2.11) given by

Xg = {A ∈ PH(G/H) | gH ⊆ A} and αPg : Xg−1 → Xg, A 7→ gA,

for all g ∈ G.

Definition 3.8. We set ΓH(G) := G(G,PH(G/H), αP), so that the composition is given by

(A, g) · (B, h) :=
{

(B, gh) if A = hB,

not defined otherwise

the source map by s(A, g) = A, the range map by r(A, g) = gA and the units by (A, 1G) for A ∈ PH(G/H). The
inverse of (A, g) is given by (gA, g−1).

Remark 3.9. In the special case H = {1G} we recover the groupoid Γ(G) from [DEP00].

Recall that if x is a vertex of a groupoid Γ, then the isotropy group Kx of x is

Kx := {γ ∈ Γ | s(γ) = x = r(γ)}.

A groupoid Γ is connected if for any two objects x, y of Γ there is an arrow connecting them. We often write
Γ =

∐
i
Γi, where Γi are the connected components of Γ. Despite the fact that ΓH(G) is not connected in general,

its connected components (maximal connected subgroupoids) are easily described by the following Lemma 3.10.

Lemma 3.10. Let A ∈ PH(G/H) and let KA := {g ∈ G | gA = A} be the stabilizer of A in G (i.e. the isotropy
group of A in ΓH(G)). If A =

∐m

j=1 KAtj as disjoint union of right cosets of KA, then the set of distinct objects
in the connected component of ΓH(G) containing A is {t−1

j A | j = 1, 2, . . . ,m}.

Proof. Let Γ be the connected component of the groupoid ΓH(G) containing A. Any other object in Γ is the range
r(A, g−1) = g−1A of an element (A, g−1) of ΓH(G) for some g ∈ A. If g ∈ A, then g = ktj for some j ∈ {1, . . . ,m}
and some k ∈ KA and so g−1A = t−1

j k−1A = t−1
j A is one of the objects of Γ. Moreover, t−1

j A = t−1
` A implies

t`t
−1
j ∈ KA, so that KAtj = KAt` and hence j = `. Therefore, the objects t−1

j A are distinct. �

The groupoid algebra CΓH(G) corresponding to ΓH(G) has ΓH(G) ⊆ CΓH(G) as basis over C and the product
of two elements from ΓH(G) is given by their composition in ΓH(G) and it is set to be 0 when it is not defined.

Proposition 3.11. We have

dimC (CΓH(G)) = 2|G/H|−2(|G|+ |H|). (3.3)

Proof. The dimension of CΓH(G) over C is given by |ΓH(G)| which is easily computed as

|ΓH(G)| = 2|G/H|−2(|G| − |H|) + 2|G/H|−1|H| = 2|G/H|−2(|G|+ |H|). �
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Example 3.12. The following picture represents Γ{0}Z4 (on the left) and ΓZ2Z4 (on the right).
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An additional example representing ΓS2S3 can be found in the forthcoming Example 5.1.

Remark 3.13. Notice that the algebra CΓH(G) becomes “easier to handle” (certainly smaller) when |G/H| is
small compared to |G|. This is one of our main motivations to develop our theory: we will put this into practice
in Section 5.1 when we will make explicit computations in the case G = Sn and H = Sn−1.

In the following lemma we introduce a fundamental map from G to the space CΓH(G): this will give us the
link between the H-global G-partial representations and the representations of CΓH(G).

Lemma 3.14. The map µp : G→ CΓH(G) defined by

µp(g) :=
∑
A3g−1

(A, g) for all g ∈ G (3.4)

satisfies the following properties:

µp(1G) = 1CΓH (G),

µp(ḡ)µp(g)µp(h) = µp(ḡ)µp(gh), (3.5)
µp(h)µp(ḡ)µp(g) = µp(hḡ)µp(g)

for any ḡ, g, h ∈ G such that ḡg ∈ H. In particular, the map Lµp : G→ End(CΓH(G)) defined by setting

Lµp(g)(x) := µp(g) · x for all g ∈ G, x ∈ CΓH(G)

gives an H-global G-partial representation.

Proof. The first identity stated in (3.5), i.e. µp(1G) =
∑

A
(A, 1G) = 1CΓH (G), is clear.

Observe now that since  ∑
A3g−1

(A, g)

 (B, h) =
{

(B, gh) if (gh)−1 ∈ B
0 otherwise

(3.6)

we have

µp(g)µp(h) =

 ∑
A3g−1

(A, g)

( ∑
B3h−1

(B, h)
)

=
∑

B⊇{(gh)−1,h−1}

(B, gh). (3.7)

Assume that
ḡg ∈ H. (3.8)
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Then, on the one hand

µp(ḡ)µp(g)µp(h) =
∑
A3ḡ−1

(A, ḡ)
∑
B3g−1

(B, g)
∑

C3h−1

(C, h) (3.7)=
∑
A3ḡ−1

(A, ḡ)
∑

C⊇{(gh)−1,h−1}

(C, gh)

(3.7)=
∑

C⊇{(ḡgh)−1,(gh)−1,h−1}

(C, ḡgh) (3.8)=
∑

C⊇{(gh)−1,h−1}

(C, ḡgh).

On the other hand

µp(ḡ)µp(gh) =
∑
A3ḡ−1

(A, ḡ)
∑

B3(gh)−1

(B, gh) (3.7)=
∑

B⊇{(ḡgh)−1,(gh)−1}

(B, ḡgh) (3.8)=
∑

B⊇{h−1,(gh)−1}

(B, ḡgh),

whence µp(ḡ)µp(g)µp(h) = µp(ḡ)µp(gh) and the second identity in (3.5) is satisfied. The third identity in (3.5) is
proved in a similar way. The last statement follows immediately from Proposition 2.20. �

Lemma 3.15. Let H ⊆ G be a subgroup. The relations

(A, 1G) =
∏
g∈A

µp(g)µp(g−1)
∏

ḡ∈G\A

(1CΓH (G) − µp(ḡ)µp(ḡ−1)) and (3.9)

(A, g′) = µp(g′)
∏
g∈A

µp(g)µp(g−1)
∏

ḡ∈G\A

(1CΓH (G) − µp(ḡ)µp(ḡ−1))

hold in CΓH(G) for all A ∈ PH(G/H) and all g′−1 ∈ A.

Proof. All subsets of G are tacitly assumed to be in PH(G/H). In light of (3.7) we know that

µp(g)µp(g−1) =
∑
B3g

(B, 1G) (3.10)

for all g ∈ G. Recalling that

(A, 1G)(B, 1G) =
{

(B, 1G) if A = B

0 otherwise
(3.11)

we compute
µp(g1)µp(g−1

1 )µp(g2)µp(g−1
2 ) · · ·µp(gt)µp(g−1

t ) =

(3.10)=
(∑
B3g1

(B, 1G)
)(∑

B3g2

(B, 1G)
)
· · ·

(∑
B3gt

(B, 1G)
)

(3.11)=
∑

B⊇{g1,...,gt}

(B, 1G).

(3.12)

Summing up, ∏
g∈A

µp(g)µp(g−1) (3.12)=
∑
B⊇A

(B, 1G) and

∏
ḡ∈G\A

(1CΓH (G) − µp(ḡ)µp(ḡ−1)) (3.10)=
∏

ḡ∈G\A

(∑
B/3ḡ

(B, 1G)
)

(3.11)=
∑
B⊆A

(B, 1G).
(3.13)

Thus,∏
g∈A

µp(g)µp(g−1)
∏

ḡ∈G\A

(1CΓH (G) − µp(ḡ)µp(ḡ−1)) (3.13)=
(∑
B⊇A

(B, 1G)
)(∑

C⊆A

(C, 1G)
)

(3.11)= (A, 1G). (3.14)

Finally, if g′−1 ∈ A, then

µp(g′)
∏
g∈A

µp(g)µp(g−1)
∏

ḡ∈G\A

(1CΓH (G) − µp(ḡ)µp(ḡ−1)) (3.14)=

 ∑
B3g′−1

(B, g′)

 (A, 1G) (3.6)= (A, g′). �
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We are now ready to that the algebras CΓH(G) and CHparG are isomorphic. We will use the map µp : G →
CΓH(G) from Lemma 3.14.

Theorem 3.16. The map µp : G→ CΓH(G) induces an isomorphism of C-algebras

CHparG oo // CΓH(G)

[g] � //
∑
A3g−1

(A, g)

[g] · [PA] (A, g)�oo

where [PA] :=
∏
g∈A[g][g−1]

∏
ḡ∈G\A(1− [ḡ][ḡ−1]).

Proof. Consider the extension of the correspondence (3.4) to the free C-algebra generated by the symbols
{[g] | g ∈ G}, i.e.

µ̂p([g]) := µp(g).
It follows from the relations (3.5) that µ̂p factors through the quotient defining CHparG. As a consequence we have
a well-defined C-algebra morphism

µ : CHparG→ CΓH(G), [g] 7→
∑
A3g−1

(A, g).

In the other direction, consider the assignment

µ−1 : CΓH(G)→ CHparG, (A, g) 7→ [g] · [PA].

A direct computation shows that, for g′−1 ∈ A,

µ(µ−1((A, g′))) = µ([g′] · [PA]) = µp(g′)
∏
g∈A

µp(g)µp(g−1)
∏

ḡ∈G\A

(1− µp(ḡ)µp(ḡ−1)) (3.9)= (A, g′).

To prove that the other composition is also the identity, observe that the elements [PA] in CHparG satisfy the same
identities as the elements P π

A associated to an H-global G-partial representation (V, π) that we saw in Section 2.3:
indeed, to prove those properties, we only used the analogues (see Proposition 2.20) of the defining relations (3.2).

So, combining Lemma 2.16 with Proposition 2.19, we have

µ−1(µ([g])) = µ−1

 ∑
A3g−1

(A, g)

 =
∑
A3g−1

[g] · [PA] (∗)=
∑
A3g−1

A∈PH (G/H)

[g] · [PA] (∗∗)= [g]

 ∑
A∈PH (G/H)

[PA]

 = [g],

where (∗) follows from the fact that [PA] = 0 if A is not a union of left cosets of H or if H 6⊆ A and (∗∗) follows
from the fact that [g] · [PA] = 0 if g−1 /∈ A in view of (2.5). �

Corollary 3.17. The H-global G-partial representations of G are in one-to-one correspondence with the (global)
representations of CΓH(G). Namely, this correspondence is an isomorphism of categories. More precisely, given
an algebra homomorphism π̃ : CΓH(G) → End(V ), this determines an H-global G-partial representation (V, π)
with π := π̃ ◦ µp; conversely, given an H-global G-partial representation (V, π), there exists a unique algebra
homomorphism π̃ : CΓH(G)→ End(V ) such that π = π̃ ◦ µp.

Proof. It follows from Theorem 3.4 and Theorem 3.16. �

3.4. Representation theory of CΓH(G). In this section we describe the representation theory of the algebra
CΓH(G). Some of the results (including their proofs) are natural extensions of results in [DEP00]. The main
point of our discussion is to make explicit the general constructions in our specific situation.

In [DEP00, Theorem 3.2] it was shown that CΓ{1G}(G) is a direct product of matrix algebras over the group
algebras of the subgroups of G, hence CΓ{1G}(G) is a semisimple algebra. Here we use the same arguments to
show that CΓH(G) is a semisimple algebra; this time the direct product runs only over certain subgroups.
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Definition 3.18. Let K be a finite group and m ∈ N. Denote by
ΓKm = {(k, i, j) | k ∈ K; i, j ∈ {1, . . . ,m}}

the trivial groupoid on the set {1, . . . ,m} with group K (see, for instance, [Mac87, Example 1.4] for the
terminology). Source and range maps are given by

s(k, i, j) = j and r(k, i, j) = i,

and the composition law by

(k, i, j) · (k′, i′, j′) =
{

(kk′, i, j′) if j = i′,

not defined if j 6= i′.

The following proposition is proved in [DEP00, Proposition 3.1] (see also [Ste06, Theorem 3.2]).

Proposition 3.19. Let Γ be a connected groupoid having a finite number m of vertices. Let x be a vertex of Γ
and K the isotropy group of x. Then Γ ∼= ΓKm and CΓ ∼= Mm(C[K]).

If the number of vertices of Γ is finite (which is the case for ΓH(G) when G/H is finite), then

CΓ =
∏
i

CΓi ∼=
∏
i

Mmi(C[Ki]) ∼=
∏
i,j

Mmi·nj(i)(C) (3.15)

where Γi are the connected components of Γ, Ki is the isotropy group of an object of Γi, mi = |Γi| and where
C[Ki] ∼=

∏
j
Mnj(i)(C) is the Artin-Wedderburn decomposition of C[Ki]. In particular, CΓ is semisimple.

Now we want to better understand the case of the groupoid ΓH(G), in particular which groups Ki appear and
how the numbers mi are related to them.

Remark 3.20. Let us pick an object Ai ∈ PH(G/H) in a connected component Γi of the groupoid ΓH(G) and
let Ki := KAi be its stabilizer. By Lemma 3.10, the number mi = mAi of objects in the connected component Γi
coincides with |Ai|/|Ki|. By Proposition 3.19, we have CΓi ∼= Mmi(C[Ki]).

Notation 3.21. As we have seen in Example 3.12, in general ΓH(G) is not connected. Since any object A of ΓH(G)
is a union of cosets of H in G, one can write ΓH(G) as disjoint union of its connected components and distinguish
with an index the ones with objects of the same cardinality. Namely, we write ΓH(G) =

∐[G:H]
i=1

∐ci
j=1 Γi,j , where

Γi,j are connected components of ΓH(G), any object Ai,j in Γi,j has cardinality i · |H| for all j = 1, 2, . . . , ci and
ci is exactly the number of connected components whose objects have cardinality i · |H|.

The following theorem is now clear.

Theorem 3.22. Let ΓH(G) =
∐[G:H]
i=1

∐ci
j=1 Γi,j be the decomposition into connected components of ΓH(G), as in

Notation 3.21. Let Ai,j be an object of Γi,j, Ki,j := KAi,j and mi,j := mAi,j as in Remark 3.20, for all i and j.
Then we have the following algebra isomorphism

CΓH(G) ∼=
[G:H]∏
i=1

ci∏
j=1

Mmi,j (C[Ki,j ]) ∼=
[G:H]∏
i=1

ci∏
j=1

ei,j∏
k=1

Mmi,j ·dk(i,j)(C), (3.16)

where C[Ki,j ] ∼=
∏ei,j
k=1 Mdk(i,j)(C) is the Artin-Wedderburn decomposition of C[Ki,j ]. In particular, CΓH(G) is a

semisimple ring.

Example 3.23. Let H be a subgroup of a finite group G such that [G : H] = 2. In this case there are only two
objects in ΓH(G), of different cardinalities: H and G, so Theorem 3.22 and (3.3) give CΓH(G) ∼= C[H]× C[G].

See Example 5.1 for another computed example.
In order to understand the representation theory of CΓH(G), we outline how the representation theory of a

finite-dimensional semisimple associative unital algebra A gets recovered from the representation theory of the
algebras eAe for the idempotents e ∈ A.

Let A be a finite-dimensional associative semisimple unital algebra over C, with A 6∼= C. So, A is the direct
sum of matrix algebras by Wedderburn theory. Let e ∈ A be a nontrivial idempotent of A, i.e. 0 6= e 6= 1 (such
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an e does exist since A 6∼= C). The vector space Ae is an (A, eAe)-bimodule and hence it induces a functor
Ae⊗eAe − : eAe-Mod→ A-Mod. For the sake of simplicity, given an eAe-module V we set

IndeV := Ae⊗eAe V.

The following theorem follows from standard theory of algebras. A proof is sketched in Appendix A.

Theorem 3.24. If W is an irreducible eAe-module, then IndeW is an irreducible A-module. Every irreducible
A-module V is isomorphic to IndeW for some nontrivial idempotent e ∈ A and some irreducible eAe-module W .

We apply this construction to our algebra CΓH(G). In this case we have the idempotents (A, 1G), with
A ∈ PH(G/H). Notice that

(A, 1G)CΓH(G)(A, 1G) = spanC{(A, g) | gA = A}.

So if we set K = KA := {g ∈ G | gA = A} (notice that A ⊇ K), then

(A, 1G)CΓH(G)(A, 1G) ∼= C[K]

and the assignment V 7→ IndAV := Ind(A,1G)V = CΓH(G)(A, 1G)⊗C[K] V induces a functor IndA : RepK → PRepHG .
Now given an irreducible representation (W,ρ) of K, we want to understand the CΓH(G)-module

IndAW := Ind(A,1G)W = CΓH(G)(A, 1G)⊗C[K] W. (3.17)

Observe that

CΓH(G)(A, 1G) = spanC{(A, g) | g−1H ⊆ A} = spanC{(A, g) | g−1 ∈ A} = spanC{(A, g) | g ∈ A−1},

so that
IndAW = CΓH(G)(A, 1G)⊗C[K] W = spanC{(A, g) | g ∈ A−1} ⊗C[K] W.

Notice that A−1 := {a−1 | a ∈ A} is left H-invariant and right K-invariant. In particular, as in Lemma 3.10,
we have

A−1 =
mA∐
i=1

t−1
i K.

A computation similar to those performed in the proof of Lemma 3.15 shows that if g = t−1
i k ∈ A−1 then

(A, g) = (A, t−1
i k) = (A, t−1

i ) (A, 1G)(A, k)(A, 1G) = (A, t−1
i ) · k,

where we identified C[K] with (A, 1)CΓH(G)(A, 1). Therefore

IndAW = spanC{(A, g) | g ∈ A−1} ⊗C[K] W =
mA⊕
i=1

C (A, t−1
i )⊗C[K] W (3.18)

as vector spaces. This suggests a more familiar description of IndAW .

Proposition 3.25. For A ∈ PH(G/H), K = {g ∈ G | gA = A} and W any global K-representation, we have
that IndAW ∼= WA−1 , where WA−1 is the restriction as in Remark 2.9 of the G-global representation IndGKW to
the subspace ⊕

t−1
i
K∈A−1/K

W t−1
i ⊆ IndGKW,

where W t−1
i = Ct−1

i K ⊗C[K] W ∼= W as vector spaces.

Proof. By definition, A−1 is left H-invariant and right K-invariant, thus WA−1 is an H-global G-partial represen-
tation by Lemma 2.8. The assignment ϕ : IndAW → IndGKW uniquely determined by

mA⊕
i=1

C (A, t−1
i )⊗C[K] W → C[G]⊗C[K] W, (A, t−1

k )⊗C[K] w 7→ t−1
k ⊗C[K] w (3.19)
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gives a bijection between IndAW and WA−1 . Furthermore, if we denote by π : G → End(WA−1) and by
π′ : G→ End (IndAW ) the corresponding G-partial representation structures, then on the one hand

ϕ (π′(g) ((A, t−1
k )⊗C[K] w)) = ϕ

 ∑
B3g−1

(B, g)(A, t−1
k )

⊗C[K] w

 = gt−1
k ⊗C[K] w

if and only if g−1 ∈ t−1
k A and 0 otherwise. On the other hand, (2.3) can be rewritten as

π(g) (t−1
k ⊗C[K] w) =

{
gt−1
k ⊗C[K] w gt−1

k K ∈ A−1/K

0 otherwise

A straightforward check shows that gt−1
k K ∈ A−1/K if and only if g−1 ∈ t−1

k A, whence IndAW ∼= WA−1 as
H-global G-partial representations. �

Lemma 3.26. Up to isomorphism, the irreducible H-global G-partial representation IndAW depends only on the
connected component of ΓH(G) containing (A, 1G) and not on the particular vertex chosen.

Namely, let Ai and Aj be two elements of the same connected component of ΓH(G) and let Ki and Kj be their
(isomorphic) stabilizers. If Wi is an irreducible representation of Ki, then there exists an irreducible representation
Wj of Kj such that IndAiWi

∼= IndAjWj.

Proof. For the sake of simplicity, set A := Ai, W := Wi and K := Ki. We already observed in Remark
3.20 that any other element Aj of the connected component of A is of the form Aj = t−1

j A. It is clear that
t−1
j Ktj = {g ∈ G | gt−1

j A = t−1
j A} is the stabilizer of t−1

j A, which is therefore isomorphic to the stabilizer K of
A. If we consider Wj = W endowed with the map ρj : t−1

j Ktj → End(Wj) defined by ρj(x) := ρ(tjxt−1
j ) for all

x ∈ t−1
j Ktj , then (Wj , ρj) is clearly an irreducible representation of t−1

j Ktj , and it is easy to show that IndAW
and Indt−1

j
AWj are isomorphic H-global G-partial representations. �

The following theorem is related to [DZ04, Theorem 2.3 and Corollary 2.4].

Theorem 3.27. Let ΓH(G) =
∐[G:H]
i=1

∐ci
j=1 Γi,j be the decomposition into connected components of ΓH(G), as in

Notation 3.21. Fix an object Ai,j of Γi,j for all i and j and set again Ki,j := KAi,j and mi,j := mAi,j . Then the
IndAi,jW ’s, as W runs over all the inequivalent irreducible representations of Ki,j for all i, j, form a complete
list of all the inequivalent irreducible H-global G-partial representations.

Proof. From Corollary 3.17 and Theorem 3.24 we know that the IndAi,jW ’s are irreducible H-global G-partial
representations. In addition, by resorting to Lemma 3.26 as well, we conclude that any irreducible H-global
G-partial representation is isomorphic to one of them. We are left to check that they are inequivalent.

By (3.18) we have dimC
(
IndAi,jW

)
= mi,j dimC(W ), whence by Artin-Wedderburn theory∑

W

dimC
(
IndAi,jW

)2 =
∑
W

(mi,j dimC(W ))2 = m2
i,j

∑
W

dimC(W )2 = m2
i,j |Ki,j |

where all the sums are over all the inequivalent irreducible representations W of Ki,j .
Summing over i and j, and comparing with (3.16), this shows that we cannot have redundancy among the

irreducible representations that we have found. �

Remark 3.28. It is noteworthy that the case i = 1 in Theorem 3.27 corresponds to H-global G-partial
representations where any g ∈ G \H acts as 0 (cf. Example 2.2), while the case i = [G : H] corresponds to the
G-global representations.

Example 3.29. Let H be a subgroup of a finite group G such that [G : H] = 2. We already saw that
CΓH(G) ∼= C[H] × C[G]. The factor C[G] corresponds to the irreducible G-global representations, while the
factor C[H] corresponds to the irreducible H-global representations where the elements of G \H act as 0 (cf.
Example 2.2). Both cases come from our construction (cf. Remark 3.28), so, by Theorem 3.27, we found all the
irreducible H-global G-partial representations in this case.
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4. Representation theory: restriction, globalization and induction

In this section we discuss some important constructions, like the restriction to H and the globalization of
an irreducible H-global G-partial representation, and a partial induction of a global representation of H to an
H-global G-partial representation.

4.1. Restriction to H of irreducibles. Let H be a subgroup of a finite group G, and let (V, π) be an H-global
G-partial representation. By definition, the restriction of π to H gives a global representation of H, denoted
ResGHV . This leads to a functor ResGH : PRepHG → RepH . In this section we describe this restriction for the
irreducible H-global G-partial representations that we constructed in Section 3.4.

Recall that to get the H-global G-partial irreducibles, we started with an A ∈ PH(G/H) and we considered
an irreducible representation (W,ρ) of the subgroup K = KA := {g ∈ G | gA = A} of G. Then the corresponding
irreducible H-global G-partial representation was given by IndAW , i.e. by the restriction of the G-global
representation IndGKW to the subspace

⊕
t−1
i
K∈A−1/KW

t−1
i ⊆ IndGKW via the obvious inclusion and projection

maps. We want to understand the restriction of IndAW to H, whence let us assume that A (and, consequently,
K) is fixed all over the subsection. The answer to this problem is given by a well-known formula of Mackey
suitably adapted to our “restricted” situation. We just need some more notation.

Notation 4.1 (cf. [Ser77, §7.3]). Choose a set S of representatives of (H,K)-double cosets of A−1, i.e. A−1 =∐
s∈SHsK. For s ∈ S, let Ks := sKs−1 ∩H, which is a subgroup of H. If we set

ρs(x) = ρ(s−1xs), for x ∈ Ks,

we obtain a representation ρs : Ks → GL(W ) of Ks, denoted Ws. Since Ks is a subgroup of H, we can consider
the induced representation IndHKsWs.

The proof of the following theorem is identical to the one of [Ser77, Proposition 22] (which corresponds to the
case A = G), so it will be omitted.

Theorem 4.2. The representation ResGH(IndAW ) of H is isomorphic to the direct sum of the representations
IndHKsWs, for s ∈ S.

Example 4.3. In the notation above, suppose that A = KH, so that A−1 = HK = H1GK (see Section 5.1 for
a concrete example). Then S = {1G}, K1G = K ∩H and ρ1G is just the restriction of ρ to K ∩H, so that

ResGH(IndKHW ) ∼= IndHK∩H(ResKK∩HW ).

4.2. Globalization of irreducibles. We proved in Theorem 1.18 that every G-partial representation admits
a globalization, unique up to isomorphism. In particular, the globalization construction induces a functor
PRepHG → RepG. In this section we will give an explicit description of the globalization of the irreducible H-global
G-partial representations.

Let A ∈ PH(G/H) and (W,ρ) be an irreducible representation of the subgroup K = KA := {g ∈ G | gA = A}
of G. The corresponding irreducible H-global G-partial representation is given by

IndAW ∼=
⊕

t−1
i
K∈A−1/K

Ct−1
i ⊗C[K] W ⊆ C[G]⊗C[K] W ∼=

⊕
giK∈G/K

W gi .

Theorem 4.4. For any K-global representation W , the globalization of IndAW is isomorphic to IndGKW , that is,
we have a commutative diagram of functors

RepG

RepK

IndGK
<<

IndA
// PRepHG .

globcc

In particular, the globalization of the irreducible H-global G-partial representation IndAW is given by IndGKW with
the obvious inclusion and projection maps.
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Proof. Set U := IndGKW and V := IndAW , for the sake of simplicity. Obviously (U, ρ) is a global representation of
G and we already observed (cf. Proposition 3.25) that (V, π) is the restriction of (U, ρ) via the inclusion ϕ and
projection τ as in Remark 2.9. This proves properties (GR1) and (GR2) of a globalization.

Instead of proving property (GR3), we will check the properties (GR3′) and (GR4′) of Corollary 1.19. Property
(GR3′), i.e. U =

∑
g∈G ρ(g)(V ), is obvious. In order to check property (GR4′), let (U ′, ρ′, ϕ′, τ ′) be another

quadruple satisfying (GR1) and (GR2). Consider the composition

W // IndAW
ϕ′ // U ′

w � // (A, 1G)⊗C[K] w
� // ϕ′ ((A, 1G)⊗C[K] w)

.

It satisfies

ϕ′ ((A, 1G)⊗C[K] ρ(k)(w)) = ϕ′ ((A, k)⊗C[K] w) = ϕ′

((( ∑
B3k−1

(B, k)
)

(A, 1G)
)
⊗C[K] w

)

= ϕ′
(
π(k)

(
(A, 1G)⊗C[K] w

))
(RR2)= ρ′(k)

(
ϕ′
(

(A, 1G)⊗C[K] w
))

,

which means that it is a K-homomorphism and so there exists a unique G-homomorphism ψ : U → U ′ such that
ψ(1G ⊗C[K] w) = ϕ′ ((A, 1G)⊗C[K] w) , (4.1)

by the universal property of IndGKW . In turn, ψ satisfies

ψ (ϕ((A, t−1
i )⊗C[K] w)) (3.19)= ψ (t−1

i ⊗C[K] w) = ρ′(t−1
i )ψ (1G ⊗C[K] w)

(4.1)= ρ′(t−1
i )ϕ′ ((A, 1G)⊗C[K] w) (1.6)= ϕ′ ((A, t−1

i )⊗C[K] w)
Being already a G-homomorphism, ψ is the map required in (GR4′), completing the proof. �

4.3. Induction from H-global to H-global G-partial. Consider a subgroup H of a finite group G. Given
a G-partial representation (V, π), it is clear that the restriction ResGH(π) := π|H : H → End(V ) gives an H-
partial representation, that we denote ResGHV . By definition, (V, π) is H-global if and only if ResGHV is a global
representation of H.

For global representations, there is the well-known converse construction of the latter: the induction IndGHW of
a global representation W of H, that we already used in this paper. This representation satisfies a universal
property, i.e. it is equipped with an H-homomorphism ηW : W → IndGHW such that for any H-homomorphism
f : W → ResGHU into a G-global representation U , there exists a unique G-homomorphism f̃ : IndGHW → U such
that f = f̃ ◦ ηW , i.e. the following diagram commutes

IndGHW
∃!f̃

&&
W

ηW

OO

f
// ResGHU ≡ U.

Equivalently, there is a bijection

HomG

(
IndGHW,U

)
oo ∼= // HomH

(
W,ResGHU

)
f ′ � // f ′ ◦ ηW
f̃ f�oo

which is known as Frobenius reciprocity. In categorical terms, what this says is that IndGH and ResGH are adjoint
functors.

It is now natural to ask if starting with a global representation W of H, we can construct a partial induction
which is an H-global G-partial representation satisfying a similar reciprocity. While there are general reasons for
the existence of such a correspondence (cf. Remark 4.12), in the spirit of this work we prefer to follow a less
categorical approach.
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We propose the following definition.
Definition 4.5. The partial induction of a global representation W of H ⊆ G to G is an H-global G-partial repre-
sentation PIndGHW equipped with an H-homomorphism ηW : W → PIndGHW , such that for every H-homomorphism
f : W → ResGHU ≡ U from W to an H-global G-partial representation U , there exists a unique morphism of
G-partial representations f̃ : PIndGHW → U such that f̃ ◦ ηW = f .

In the present section we prove the existence of such a partial induced representation by providing an explicit
construction. Notice that, in light of the universal property that defines it, if an induced partial representation
exists, then it is necessarily unique up to isomorphism. Therefore, we will refer to it as the partial induced
representation.

Consider a subgroup H of a finite group G, and let G =
∐r

i=1 giH with g1 = 1G. Given an H-global
representation (W,ρ), we define the vector space

PIndGHW :=
⊕

A∈PH (G/H)

⊕
giH∈A/H

WA,i

where the WA,i are vector spaces equipped with linear isomorphisms φA,i : W →WA,i.
We define ρ̃ : G→ End(PIndGHW ) by setting for all g ∈ G, w ∈W , A ∈ PH(G/H) and giH ⊆ A

ρ̃(g)(φA,i(w)) :=
{

0 if g−1H 6⊆ A
φgA,j(ρ(h)(w)) if g−1H ⊆ A and ggi = gjh, with h ∈ H . (4.2)

Proposition 4.6. The pair (PIndGHW, ρ̃) is an H-global G-partial representation.

Proof. The fact that ρ̃ is H-global is clear from the definition. The fact that it is G-partial is a tedious but
straightforward verification, that we leave to the reader. �

Remark 4.7. For any A ∈ PH (G/H), consider the orthogonal idempotent PA := P ρ̃
A as in Definition 2.12. Recall

from Proposition 2.21 that

PA = P ρ̃
A =

∏
gkH⊆A

ρ̃(gk)ρ̃(g−1
k )

∏
giH⊆G\A

(
IdPIndGHW

− ρ̃(gi)ρ̃(g−1
i )
)
.

It can be easily checked that
⊕

giH⊆A
WA,i = (PIndGHW )A = PA(PIndGHW ) (cf. Section 2.3).

Lemma 4.8. The function

ηW : W → PIndGHW, w 7→
∑

A∈PH (G/H)

φA,1(w) (4.3)

is an H-homorphism. Furthermore, it satisfies

φA,i(w) = ρ̃(gi)Pg−1
i
AηW

(
φ−1
g−1
i
A,1
ρ̃ (g−1

i ) (φA,i(w))
)

(4.4)

for every w ∈W , A ∈ PH(G/H) and all i = 1, . . . , r such that giH ⊆ A.

Proof. Let h ∈ H. Then, using (4.2), we compute

ρ̃(h) (ηW (w)) = ρ̃(h)

 ∑
A∈PH (G/H)

φA,1(w)

 =
∑

A∈PH (G/H)

ρ̃(h) (φA,1(w))

=
∑

A∈PH (G/H)

φhA,1 (ρ(h)(w)) =
∑

B∈PH (G/H)

φB,1 (ρ(h)(w))

= ηW (ρ(h)(w)) ,
which proves the H-linearity. To show (4.4), using again (4.2), we compute

ρ̃(gi)Pg−1
i
AηW

(
φ−1
g−1
i
A,1
ρ̃ (g−1

i ) (φA,i(w))
)

= ρ̃(gi)Pg−1
i
AηW

(
φ−1
g−1
i
A,1

(
φg−1

i
A,1(w)

))
= ρ̃(gi)Pg−1

i
AηW (w) = ρ̃(gi)

(
φg−1

i
A,1(w)

)
= φA,i(w). �
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We want to show that (PIndGHW, ρ̃) together with ηW given by (4.3) satisfies the universal property of the
partial induced representation.

Remark 4.9. By (4.2), for every h ∈ H

ρ̃(h) ◦ φA,1 = φhA,1 ◦ ρ(h)

so that
φ−1
hA,1 ◦ ρ̃(h) = ρ(h) ◦ φ−1

A,1. (4.5)

Let (U,α) be an H-global G-partial representation and let f : W → ResGHU ≡ U be an H-homomorphism.
First of all, observe that if F : PIndGHW → U is any morphism of G-partial representations such that F ◦ ηW = f ,
then for every x = φA,i(w), where A ∈ PH (G/H) and giH ⊆ A, using (4.4) we have

F (x) = F
(
ρ̃(gi)P ρ̃

g−1
i
A
ηW

(
φ−1
g−1
i
A,1
ρ̃ (g−1

i ) (x)
))

= α(gi)Pα

g−1
i
A

(
F
(
ηW

(
φ−1
g−1
i
A,1
ρ̃ (g−1

i ) (x)
)))

= α(gi)Pα

g−1
i
A

(
f
(
φ−1
g−1
i
A,1
ρ̃ (g−1

i ) (x)
))

.

Therefore, we define f̂ : PIndGHW → U by setting, for x = φA,i(w) ∈WA,i,

f̂(x) := α(gi)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)
.

Lemma 4.10. The map f̂ is well defined, i.e. it does not depend on the chosen representatives {g1, . . . , gr}.

Proof. Given h ∈ H, replacing gi by gih we get

α(gih)Pα

h−1g−1
i
A
f
(
φ−1
h−1g−1

i
A,1
ρ̃(h−1g−1

i )(x)
)

= α(gi)α(h)Pα

h−1g−1
i
A
f
(
φ−1
h−1g−1

i
A,1
ρ̃(h−1g−1

i )(x)
)

(2.4)= α(gi)Pα

g−1
i
A
α(h)f

(
φ−1
h−1g−1

i
A,1
ρ̃(h−1g−1

i )(x)
)

= α(gi)Pα

g−1
i
A
f
(
ρ(h)φ−1

h−1g−1
i
A,1
ρ̃(h−1g−1

i )(x)
)

(4.5)= α(gi)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(h)ρ̃(h−1g−1

i )(x)
)

= α(gi)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)
. �

Lemma 4.11. The map f̂ is a morphism of G-partial representations.

Proof. Given g ∈ G, let ggi = gjh with h ∈ H. Assume initially that g−1 ∈ A and pick 0 6= x = φA,i(w) arbitrarily.
We have that

(a) giH ⊆ A, and g−1
i ∈ g−1

i A;
(b) g−1

j ggi = h and g−1gjH = gih
−1H ⊆ A;

(c) g−1
j gj = g1 and gjH ⊆ gA;

(d) ggi = gjh and g−1H ⊆ A
and therefore

α(g)f̂(x) = α(gjhg−1
i )α(gi)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)

= α(gj)α(h)α(g−1
i )α(gi)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)

(a)= α(gj)α(h)Pα

g−1
i
A
f
(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)

(2.4)= α(gj)Pα

hg−1
i
A
α(h)f

(
φ−1
g−1
i
A,1
ρ̃(g−1

i )(x)
)

= α(gj)Pα

g−1
j
gA
f
(
ρ(h)φ−1

g−1
i
A,1
ρ̃(g−1

i )(x)
)

(4.5)= α(gj)Pα

g−1
j
gA
f
(
φ−1
hg−1
i
A,1
ρ̃(h)ρ̃(g−1

i )(x)
)

= α(gj)Pα

g−1
j
gA
f

(
φ−1
g−1
j
gA,1

ρ̃(g−1
j g)(x)

)
= α(gj)Pα

g−1
j
gA
f
(
φ−1
g−1
i
gA,1

ρ̃(g−1
j g)(φA,i(w))

)
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(b)= α(gj)Pα

g−1
j
gA
f

(
φ−1
g−1
j
gA,1

φg−1
j
gA,1(ρ(h)(w))

)
(c)= α(gj)Pα

g−1
j
gA
f

(
φ−1
g−1
j
gA,1

ρ̃(g−1
j )φgA,j(ρ(h)(w))

)
= f̂(φgA,j(ρ(h)(w))) (d)= f̂(ρ̃(g)(φA,i(w))) = f̂(ρ̃(g)(x)).

If, on the other hand, g−1 /∈ A, then by definition ρ̃(g)(x) = 0, but also α(gj)Pα

g−1
j
gA

= 0, since g−1
j /∈ g−1

j gA. So

α(g)f̂(x) = 0 follows from the first few lines of the same computation. �

By construction, f̂ is the unique morphism of G-partial representations such that f̂ ◦ ηW = f . This proves that
(PIndGHW, ρ̃) is the partial induction of W , as we wanted. Notice that in particular we established the following
Frobenius reciprocity:

HomG(PIndGHW,U) ∼= HomH(W,ResGHU). (4.6)

We conclude this section with the following remark, showing some advantages of working with the groupoid
algebra CΓH(G) and its modules.

Remark 4.12. Assume we are given a finite group G and two subgroups H,K.
(a) We can see CΓH(G) as a right C[H]-module using the restriction to H of the map µp : G → CΓH(G)

defined in (3.4) (cf. Lemma 3.14), which induces a ring homomorphism C[H] → CΓH(G). Since the
restriction functor ResGH is exactly the restriction functor associated to this ring homomorphism, it
obviously has the adjoint CΓH(G)⊗CH −. Now observe that given a global representation W of H, i.e. a
left C[H]-module, we have precisely PIndGHW ∼= CΓH(G)⊗C[H] W as left CΓH(G)-modules, and hence as
H-global G-partial representations. So the existence of PIndGH could be deduced by the above argument.

(b) More generally, given a (CΓH(G),C[K])-bimodule Q and a left C[K]-module W , Q ⊗C[K] W is a left
CΓH(G)-module and so an H-global G-partial representation. In the particular situation of Section 2.2,
we consider a subset A ⊆ G which is a union of (H,K)-double cosets (e.g. A = HK ⊂ G) and the set
A/K of left cosets of K contained in A. Then we can consider the partial action of G on A given by
restriction of the global action of G on G by left multiplication. By linearization as in Definition 1.10,
C[A] becomes an H-global G-partial representation and so a left CΓH(G)-module. It is also a right
C[K]-module and the two structures are compatible, whence it is a (CΓH(G),C[K])-bimodule. Now,

WA =
⊕

giK∈A/K

W gi ∼= C[A]⊗C[K] W,

which is then an H-global G-partial representation. This would allow us to recover the general construction
performed in Section 2.2 and the induction construction (3.17) from §3.4.

5. An application: Sn−1 ⊂ Sn

In this section we apply our general theory to the important special case where G is the symmetric group
Sn and H is the subgroup S[1]

n
∼= S1 ×Sn−1 ≡ Sn−1 of the permutations fixing 1. This will provide a natural

extension of the classical representation theory of Sn.

5.1. Sn−1-global Sn-partial representation theory. We use the notation introduced in Example 2.7. More-
over, we use freely classical definitions and results from the representation theory of Sn and its combinatorics:
for these we refer to the standard [Sta99, Chapter 7].

We start by looking at the algebra CΓSn−1(Sn). In order to apply Theorem 3.22 we need to understand the
connected components of ΓSn−1(Sn) and the corresponding isotropy groups.

We already identified the action of Sn on the cosets Sn/Sn−1 with the defining action of Sn on the set([n]
1

)
= [n]. So under this identification PSn−1(Sn/Sn−1) ≡ {A ⊆ [n] | 1 ∈ A}. Given A ∈ PSn−1(Sn/Sn−1) of

cardinality k · |Sn−1| = k · (n− 1)! with k ≥ 1, it is clear that its stabilizer is SA
n
∼= Sk ×Sn−k (here we identify

A with the corresponding subset of [n]). Therefore mA = |A|/|SA
n | =

(
n−1
k−1

)
, which is precisely the number of



PARTIAL AND GLOBAL REPRESENTATIONS OF FINITE GROUPS 29

elements A ∈ PSn−1(Sn/Sn−1) of cardinality k · |Sn−1| = k · (n− 1)!. Hence for each 1 ≤ k ≤ n there is precisely
one connected component. So we can apply Theorem 3.22 to get the formula

CΓSn−1(Sn) ∼=
n∏
k=1

M(n−1
k−1)(C[Sk ×Sn−k]). (5.1)

Notice that this formula is in agreement with formula (3.3) of the dimension of CΓSn−1(Sn): indeed
n∑
k=1

(
n− 1
k − 1

)2

k!(n− k)! = (n− 1)!
n∑
k=1

k

(
n− 1
k − 1

)
= (n− 1)!(n+ 1)2n−2

= 2n−2(n! + (n− 1)!)
= 2|Sn/Sn−1|−2(|Sn|+ |Sn−1|).

Example 5.1. Recall that S[1]
3 ≡ S2 = {id, (2, 3)}, S3/S2 = {S2, (1, 2)S2, (1, 3)S2} ↔ {1, 2, 3} = [3] and that

σ · (1, n)S2 = (1,m)S2 if and only if σ(n) = m. In order to help intuition and visualization, the following picture
represents the groupoid ΓS2(S3).

{1}

id

��

(2,3)

GG
[3]

id

�� (1,2)
qq

(1,3)
dd

(2,3)

GG
(1,2,3)

11
(1,3,2) $$

{1, 2}

id

��

(1,2)

WW

(2,3) ))

(1,3,2)

%%
{1, 3}

(1,3)

GG

id

��

(2,3)
ii

(1,2,3)

ee

It makes also evident that CΓS2(S3) ∼= C[S2]× C[S3]×M2(C[S2 ×S1]), where S2 ×S1 = S{3}3 = {id, (1, 2)}.
Now we want to apply Theorem 3.27 to construct all the irreducible Sn−1-global Sn-partial representations.
Recall (cf. [Sta99, Section 7.18]) that the irreducible representations of Sm are indexed by the partitions

of m: for any m ≥ 1, let {Vµ}µ`m be a complete set of inequivalent irreducible representations of Sm (where
µ ` m means “µ partition of m”). Then, given [k] ⊆ [n] ≡ Sn/Sn−1 with k ≥ 1, a complete set of inequivalent
irreducible representations of Sk ×Sn−k is {Vλ ⊗ Vµ}λ`k,µ`n−k, so that a complete set of inequivalent irreducible
Sn−1-global Sn-partial representations is given by

V(λ,µ) := Ind[k](Vλ ⊗ Vµ) for 1 ≤ k ≤ n, λ ` k, µ ` n− k. (5.2)
In particular, by (3.18) as in the proof of Theorem 3.27, we have the formula for the dimension

dimC V(λ,µ) =
(
n− 1
k − 1

)
fλfµ, (5.3)

where for any partition ν we denote by fν the number of standard Young tableaux of shape ν: this is a classical
formula for the dimension of Vν (cf. [Sta99, Section 7.18]).

Now to study ResSnSn−1
V(λ,µ), we need to better understand the construction of Ind[k](Vλ ⊗ Vµ).

Given [k] ⊆ [n] ≡ Sn/Sn−1 with k ≥ 1, the corresponding subset of Sn is Ak := {σ ∈ Sn | σ(1) ∈ [k]} so that
A−1
k = {σ ∈ Sn | 1 ∈ σ([k])}. Since for every σ ∈ A−1

k we have σ = τ(1, σ−1(1)), where τ = σ(1, σ−1(1)) ∈ S[1]
n

and (1, σ−1(1)) ∈ S[k]
n , it is easy to see that

A−1
k = S[1]

n S[k]
n = Sn−1(Sk ×Sn−k) = Sn−11Sn(Sk ×Sn−k),

so that Ak = (Sk ×Sn−k)Sn−1. Now, (Sk ×Sn−k) ∩Sn−1 = S[k]
n ∩S[1]

n
∼= S1 ×Sk−1 ×Sn−k ≡ Sk−1 ×Sn−k,

so we deduce from Example 4.3 that
ResSnSn−1

V(λ,µ) = ResSnSn−1
(Ind(Sk×Sn−k)Sn−1(Vλ ⊗ Vµ)) ∼= IndSn−1

Sk−1×Sn−k
(ResSk×Sn−k

Sk−1×Sn−k
(Vλ ⊗ Vµ)).
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Now we can use the classical formulas for the restriction and the induction of irreducibles of Sn to deduce the
decomposition into irreducibles (see [Sta99, Sections 7.15 and 7.18] for the missing definitions and results).

Theorem 5.2. We have

ResSnSn−1
V(λ,µ)

∼=
⊕
λ1→λ

IndSn−1
Sk−1×Sn−k

(Vλ1 ⊗ Vµ) ∼=
⊕
ν`n−1

V
⊕dν

λµ
ν (5.4)

with
dνλµ :=

∑
λ1→λ

cνλ1µ, (5.5)

where cνλ1µ are the Littlewood-Richardson coefficients, and ν1 → ν indicates that ν covers ν1 in the Young lattice
(i.e. ν1 is obtained by removing a corner from ν).

Remark 5.3. Formula (5.4) reduces to the corresponding Pieri rule when V(λ,µ) is Sn-global, i.e. when k = n
whence µ = ∅.

Theorem 5.4. The globalization of V(λ,µ) is given by

IndSn
Sk×Sn−k

(Vλ ⊗ Vµ) ∼=
⊕
ρ`n

V
⊕cρ
λµ

ρ , (5.6)

where cρλµ are the Littlewood-Richardson coefficients.

Proof. The result follows from Theorem 4.4 and classical formulas (see [Sta99, Section 7.18]). �

Finally, we want to apply the Frobenius reciprocity (4.6) to get formulas for the partial induction to Sn of an
irreducible representation of Sn−1. Given ν ` n− 1 and the corresponding irreducible Vν of Sn−1, we want to
find a formula for PIndSn

Sn−1
Vν . Given λ ` k and µ ` n− k with 1 ≤ k ≤ n, by Frobenius reciprocity we have

HomSn(PIndSn
Sn−1

Vν , V(λ,µ)) ∼= HomSn−1(Vν ,ResSnSn−1
V(λ,µ)).

Combining this with (5.4) we get immediately the following theorem.

Theorem 5.5. We have
PIndSn

Sn−1
Vν =

⊕
λ,µ:|λ|+|µ|=n

V
⊕dν

λµ

(λ,µ) , (5.7)

where dνλµ is defined in (5.5).

In the next section we describe a situation that does not occur in general for any G and H, but that is typical
of towers of groups, like it is the case for the symmetric groups.

5.2. Branching rules. Consider one of the irreducible Sn−1-global Sn-partial representations V(λ,µ), where
λ ` k and µ ` n− k and where k ≥ 1. Consider the subgroup S′n−1 := S{n}n ≡ Sn−1 ×S1 ⊂ Sn. We want to
describe the decomposition of the S′n−1-partial representation ResSnS′

n−1
V(λ,µ) as a sum of irreducibles.

To lighten the notation, we let G := Sn, H := Sn−1, G′ := S′n−1, H ′ := G′ ∩H = S′n−2, K := Sk×Sn−k ⊆ G
and K ′ := G′ ∩K ≡ Sk ×Sn−k−1.

The case k = n corresponds to Sn-global representations, so it gives the well-known branching rule

ResSnS′
n−1

V(λ,∅)
∼=
⊕
λ1→λ

V(λ1,∅).

The case k = 1 corresponds to the Sn−1-global Sn-partial representations where any σ ∈ Sn \Sn−1 acts as 0
(see Remark 3.28). It is easy to see that

ResSnS′
n−1

V((1),µ) = ResSnS′
n−1

(Ind[1](V(1) ⊗ Vµ)) ∼=
⊕
µ1→µ

Ind[1](V(1) ⊗ Vµ1) =
⊕
µ1→µ

V((1),µ1).

From now on we assume n > k > 1. By setting S′n−2 := S′n−1 ∩Sn−1 = S{1}n ∩S{n}n , it is clear that these will
be actually irreducible S′n−2-global S′n−1-partial representations.
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We already identified in Example 2.7 the action of G on X := G/K by left multiplication as the action on([n]
k

)
. Under this identification, there are two G′-orbits in X: the set X ′ := G′K/K of k-sets not containing n

and the set X̃ := G′(2, n)K/K of k-sets containing n.
In our identification (i.e. σS[k]

n ↔ σ([k])), the set Y := HK/K ⊂ X =
([n]
k

)
corresponds to

Y =
{
σS[k]

n | σ ∈ S[1]
n

}
=
{
A ∈

(
[n]
k

) ∣∣∣∣ 1 ∈ A
}

so that
Y ∩X ′ = H ′K/K =

{
A ∈

(
[n]
k

) ∣∣∣∣ 1 ∈ A,n /∈ A
}

and
Y ∩ X̃ = H ′(2, n)K/K =

{
A ∈

(
[n]
k

) ∣∣∣∣ 1 ∈ A,n ∈ A
}
.

So if (W,ρ) is an irreducible representation of K, then the H-global G-partial representation

IndKHW ∼=
⊕

gK∈HK/K

W gK

decomposes, as G′-partial representation, as the direct sum of two subrepresentations⊕
gK∈H′K/K

W gK ⊕
⊕

gK∈H′(2,n)K/K

W gK . (5.8)

We begin by considering the restriction to G′ of the representation on the left in (5.8). The assignment
ϕ : H ′K/K → H ′K ′/K ′, gK 7→ gK ′,

is a well-defined isomorphism of G′-partial actions, so that we have an isomorphism of G′-partial representations⊕
gK∈H′K/K

W gK ∼=
⊕

gK′∈H′K′/K′
W gK′ = IndK′H′(ResKK′(W )).

Applying this to W = Vλ ⊗ Vµ gives⊕
gK∈H′K/K

W gK ∼=
⊕
µ1→µ

IndK′H′(Vλ ⊗ Vµ1) =
⊕
µ1→µ

V(λ,µ1).

Concerning the representation on the right in (5.8), the argument is similar: the map
ϕ′ : H ′(2, n)K/K → H ′K ′(2,n)/K

′
(2,n), g(2, n)K 7→ gK ′(2,n),

(where we recall that K ′(2,n) := (2, n)K ′(2, n) as in Notation 4.1) is an isomorphism of G′-partial actions, so that
we have a G′-isomorphism⊕

g(2,n)K∈H′(2,n)K/K

W g(2,n)K ∼=
⊕

gK′∈H′K′(2,n)/K
′
(2,n)

W
gK′(2,n)
(2,n) = IndK′(2,n)H

′(ResK(2,n)
K′(2,n)

W(2,n)),

where W(2,n) denotes the representation ρ(2,n) : K(2,n) → GL(W ), x 7→ ρ
(
(2, n)x(2, n)

)
, again as in Notation 4.1.

Applying this to W = Vλ ⊗ Vµ gives

ResK(2,n)
K′(2,n)

W(2,n)
∼= ResSk×Sn−k

Sk−1×Sn−k
(Vλ ⊗ Vµ) ∼=

⊕
λ1→λ

Vλ1 ⊗ Vµ

so that ⊕
g(2,n)K∈H′(2,n)K/K

W g(2,n)K ∼=
⊕
λ1→λ

IndK′(2,n)H
′(Vλ1 ⊗ Vµ) =

⊕
λ1→λ

V(λ1,µ).

Finally we get the following branching rule.

Theorem 5.6. We have
ResSnS′

n−1
V(λ,µ)

∼=
⊕
λ1→λ

V(λ1,µ) ⊕
⊕
µ1→µ

V(λ,µ1). (5.9)
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6. Comments and future directions

One thing that we did not discuss here is the character theory. In fact there is a general character theory
(over C) for finite groupoids [IR19], which can be applied to ΓH(G). This would allow us to recover the character
theory of H-global G-partial representations from the one of the subgroups Ki,j appearing in Theorem 3.22.

Another thing that we left out is a possible approach to H-global G-partial representations via inverse
semigroups (cf. [Exe98]), the latter admitting a general theory (cf. [Ste06, Ste08, Ste16]) that can certainly be
deployed in this direction. We leave these aspects to future work.

Moreover, there are several questions that arise naturally from this work.
First of all, one can look at examples other than G = Sn and H = Sn−1 ≡ S1 ×Sn−1. It should be noted

that already the cases G = Sn and H = Sn−2 ≡ S1 ×S1 ×Sn−2 or G = Sn and H = S2 ×Sn−2 seem to be
too complicated to compute explicitly. On the other hand, for example, it would be interesting to look into other
Coxeter groups.

On the combinatorial side, a combinatorics could be developed for Sn−1-global Sn-partial representations
analogous to the classical one for Sn-global representations.

Also, we wonder what properties of G are determined by the H-global G-partial representations when H is a
characteristic subgroup of G, e.g. the derived group or the center of G. For example, it follows from [DEP00,
Theorem 4.4] that the isomorphism class of G/G′ is determined by the partial representations of G/G′, where G′
is the derived subgroup of G. What can we say about G by knowing the G′-global G-partial representations?

At a more speculative level, it would be worthwhile to see how the H-global G-partial representations are
related to the Hecke algebra EndG(C[G/H]) ≡ C[G]H×H , especially in the case when (G,H) is a Gelfand pair.

Also, as the definition of an H-global G-partial representation makes sense also in infinite contexts, it would
be interesting to look into infinite situations, like for example infinite compact groups, or Lie groups.

Even more generally, one could look to the case of Hopf algebras, where similar notions can be defined, and
they would be interesting to study. For example fixing a Hopf subalgebra H of a given Hopf algebra, in some
cases this might produce computable and interesting H-global partial representations.

Appendix A. Irreducibles of semisimple algebras

In this appendix we outline how the representation theory of a finite-dimensional associative semisimple unital
algebra A gets recovered from the representation theory of the algebras eAe for the idempotents e ∈ A. Along
the way, we sketch a proof of Theorem 3.24.

Let A be a finite-dimensional associative semisimple unital algebra over C, with A 6∼= C. So, A is the direct
sum of matrix algebras by Wedderburn theory. Let e ∈ A be a nontrivial idempotent of A, i.e. 0 6= e 6= 1 (such
an e does exist since A 6∼= C).

Given an eAe-module W we define the A-module IndeW by setting
IndeW := Ae⊗eAeW.

Viceversa, given an A-module V , we define the eAe-module ReseV by setting
ReseV := eV.

Observe that for any eAe-module W we have natural isomorphisms
Rese(IndeW ) = e(Ae⊗eAeW ) ∼= eAe⊗eAeW ∼= W.

Moreover
Ae IndeW = Ae(Ae⊗eAeW ) = Ae(eAe)⊗eAeW = Ae⊗eAeW = IndeW.

Proposition A.1. If V is an A-module such that ReseV = eV is an irreducible eAe-module and AeV = V , then
V is irreducible.

Proof. If V = V1 ⊕ V2 as A-modules, then eV = eV1 ⊕ eV2; but eV is irreducible, so without loss of generality
eV2 = 0. Now

V = AeV = AeV1 ⊕AeV2 = AeV1 ⊆ V1,

which implies V = V1. So V is irreducible. �
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Putting together the previous observation we get the following corollary, which is part of Theorem 3.24.
Corollary A.2. If W is an irreducible eAe-module, then IndeW is irreducible.

Proposition A.3. If V is an irreducible A-module and ReseV = eV 6= 0, then ReseV = eV is an irreducible
eAe-module.

Proof. For any 0 6= v ∈ eV we have
eAev = eAv = eV

as Av = V since V is irreducible. �

From the previous results we can easily deduce the following theorem, which is the remaining part of
Theorem 3.24.
Theorem A.4. Every irreducible A-module V is isomorphic to IndeW for some nontrivial idempotent e ∈ A
and some irreducible eAe-module W .

Proof. Let V be an irreducible A-module. Since A is semisimple, there exists a nontrivial idempotent e ∈ A
such that eV 6= 0 (otherwise 1, which is a sum of nontrivial idempotents, acts as 0). Then eV is an irreducible
eAe-module by Proposition A.3 and Inde(eV ) is an irreducible A-module by Corollary A.2. So we have a map of
A-modules

Inde(eV ) = Ae⊗eAe eV → V, ae⊗ ev 7→ aev,

which is clearly nonzero and hence an isomorphism by Schur’s lemma. �
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