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A B S T R A C T

In the past few years, the need of measuring accurately the spatial and temporal coordinates of the particles
generated in high-energy physics experiments has spurred a strong R&D in the field of silicon sensors. Within
these research activities, the so-called Ultra-Fast Silicon Detectors (UFSDs), silicon sensors optimized for timing
based on the Low-Gain Avalanche Diode (LGAD) design, have been proposed and adopted by the CMS and
ATLAS collaborations for their respective timing layers. The defining feature of the Ultra-Fast Silicon Detectors
(UFSDs) is the internal multiplication mechanism, determined by the gain layer design. In this paper, the
performances of several types of gain layers, measured with a telescope instrumented with a 90Sr 𝛽-source,
are reported and compared. The measured sensors are produced by Fondazione Bruno Kessler (FBK) and
Hamamatsu Photonics (HPK).

The sensor yielding the best performance, both when new and irradiated, is an FBK 45 μm-thick sensor
with a carbonated deep gain implant, where the carbon and the boron implants are annealed concurrently
with a low thermal load. This sensor is able to achieve a time resolution of 40 ps up to a radiation fluence
of 2.5 ⋅ 1015 neq/cm2, delivering at least 5 fC of charge.
. Introduction

Silicon sensors are presently the detector of choice in high-precision
iming systems for several future high-energy physics (HEP) experi-
ents. The requirements on the time resolution depends on the specific

xperiment: according to the Detector R&D roadmap of the European
ommittee for Future Accelerators (ECFA) [1], the time resolution for
he detectors at the High-Luminosity LHC (HL-LHC) is required to be
f about 30–40 ps, 20–30 ps at the Electron–Ion Collider (EIC), and
t decreases to about 10 ps for the Time-of-Flight (TOF) systems at
he Future Circular Collider (FCC), and other Higgs-Electroweak-Top
actories.

The present state-of-the-art designs of the high-precision timing sys-
ems are the timing layers of the CMS [2] and ATLAS [3] collaborations,
hich are being developed for the HL-LHC. The endcap regions of such

iming layers, in particular, will be instrumented with thin (∼50 μm-
hick) Low Gain Avalanche Diode (LGAD [4]) sensors optimized for

∗ Corresponding author at: Università degli Studi di Torino, Torino, Italy.
E-mail address: federico.siviero@edu.unito.it (F. Siviero).

timing, also known as Ultra-Fast Silicon Detectors (UFSDs [5]). UFSDs
combine an optimized sensor geometry with a moderate internal gain
to achieve a time resolution of 30–40 ps for minimum ionizing particles
(MIPs): a thorough description can be found in [6].

The timing performance is not the only aspect to be considered
when designing a timing system: the radiation hardness is key, but
also the material budget, the efficiency, and the possibility of building
large-area detectors play an important role. UFSDs are presently one
of the most promising detectors for high-precision timing because they
address these requirements as well:

• They are radiation hard, able to withstand radiation fluences up
to about 1 ⋅ 1015 neq/cm2 without loss of performance [7].

• They have a reduced material budget, given their reduced thick-
ness.

• Silicon is 100% efficient when detecting the passage of an ioniz-
ing particle.
ttps://doi.org/10.1016/j.nima.2022.166739
eceived 3 December 2021; Received in revised form 8 March 2022; Accepted 3 A
vailable online 20 April 2022
168-9002/© 2022 The Author(s). Published by Elsevier B.V. This is an open acce
http://creativecommons.org/licenses/by/4.0/).
pril 2022

ss article under the CC BY license

https://doi.org/10.1016/j.nima.2022.166739
http://www.elsevier.com/locate/nima
http://www.elsevier.com/locate/nima
http://crossmark.crossref.org/dialog/?doi=10.1016/j.nima.2022.166739&domain=pdf
mailto:federico.siviero@edu.unito.it
https://doi.org/10.1016/j.nima.2022.166739
http://creativecommons.org/licenses/by/4.0/


F. Siviero, R. Arcidiacono, G. Borghi et al. Nuclear Inst. and Methods in Physics Research, A 1033 (2022) 166739

a
a
s
K
s
T
1
i

u
r
v
1
n
b
t

p
a
s

m
l
W
t
l

2

g
d
l
r
a
(
w
l
a
H
t
C
s
t

g
f

b
t
a
3
u

Fig. 1. The different types of gain implants of the UFSD3.2 production.
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• They can be manufactured in large quantities, as standard silicon
sensors. For example, the CMS Endcap Timing Layer [2] will
use ∼14 m2 of UFSDs.

In order to optimize the UFSDs design, in this work we measured
nd compared the performances of five different types of gain layer
nd four different active sensor thicknesses using a dedicated 𝛽-source
etup. The tested devices have been manufactured by Fondazione Bruno
essler (FBK) [8] and Hamamatsu Photonics (HPK) [9]. Almost all
ensors have been irradiated, without bias, with neutrons at the JSI
RIGA research reactor in Ljubljana [10], up to a fluence of 2.5 ⋅
015 neq/cm2 (in the following, the radiation fluence will be sometimes
dentified with a 𝛷 as a short-hand notation).

The measurement campaign offered the possibility of comparing an
nprecedented variety of gain layer designs. To assess their relative
adiation resistance, we introduced the figure of merit 𝛥V10𝑓𝐶 , the
oltage increase as a function of fluence needed to deliver a signal of
0 fC. This quantity not only capture the effect of acceptor removal,
ormally expressed in terms of the acceptor removal coefficient 𝑐 [7],
ut also the recovering capability of a bias increase, which depends on
he gain implant position.

Thanks to this new quantity, we demonstrate that deep gain im-
lants, despite having a slightly larger 𝑐, are more radiation resistant
s they have a stronger gain recovery capability with bias than the
tandard gain implants.

The introduction of 𝛥V10𝑓𝐶 has been instrumental to achieve the
ost important result of this work: the identification of the best gain

ayer design among those tested, which is that of the FBK UFSD3.2
13, a 45 μm-thick sensor with a carbonated deep gain layer where

he carbon and the boron implants are annealed concurrently with a
ow thermal load.

. FBK UFSD3.2 production

One of the main goals of the FBK UFSD3.2 production is the investi-
ation of different gain layer designs. In this production, two different
epths of the gain implant, shallow and deep [11], were used. The gain
ayer implants have been co-implanted with carbon, to enhance their
adiation resistance [7]. In order to study the interplay between carbon
nd boron implants, three different doping activation cycles were used:
i) CHBL (Carbon-High, Boron-Low), meaning that carbon is activated
ith an high thermal load while boron is activated with a low thermal

oad; (ii) CBL (Carbon–Boron Low), when carbon and boron implants
re activated together at low thermal load; (iii) CBH (Carbon–Boron
igh), when carbon and boron implants are activated together at high

hermal load. CHBL is used for shallow gain implants, while CBL and
BH for deep implants. Fig. 1 shows the different gain layer types. The
ketch on the left illustrates the gain layer with a shallow implant, while
he center and right sketches those with deep implants.

Prior to UFSD3.2, FBK only used shallow gain implants: in this
eometry, the high electric field region is narrower than 1 μm; whereas,
or the deep implants, the high-field region extends for about 1.5–2 μm.

The gain implants, shallow or deep, feature five different doses of
oron and four of carbon. A summary of the main characteristics of
he wafers can be found in Table 1, where the boron and carbon doses
re reported in arbitrary units. The production also features the first
5 μm-thick sensors produced by FBK, which have been measured only

n-irradiated. −

2

. Hamamatsu HPK2 and 80D productions

Two different types of sensors manufactured by Hamamatsu Pho-
onics (HPK) are included in this analysis. The first type belongs to the
PK2 production [6]: it has a non-carbonated deep gain implant and
45 μm active thickness. The HPK2 production has four gain implant
oping levels: in this study, only the least doped sensors were used,
he so-called HPK2 split 4. The second type of sensors here analyzed
elongs to an earlier HPK production, called HPK 80D, which features
0 μm thick sensors with a shallow gain implant. The HPK 80D sensors
ave been measured un-irradiated only.

. The 𝜷-source experimental setup

The 𝛽-source setup is used to study the characteristics of the signals
nduced by charged particles (in this case low energy electrons) in
he UFSD, in order to assess the performance of the device under test
DUT).

The DUTs are mounted on a 10 × 10 cm2 read-out board designed
t the University of California Santa-Cruz (it will be called SC board
ereafter) [12,13]. The SC board has a fast inverting amplifier with
trans-impedance of about 470 Ω, followed by a 20 dB broadband

mplifier (a 2 GHz Cividec model C1HV), for a total trans-impedance
f 4700 Ω. A Teledyne-Lecroy HDO9404 oscilloscope with a 20 GS/s
ampling rate, corresponding to a 50 ps time discretization, and 10 bit
ertical resolution is used to record the signals.

The DUT and a trigger plane, whose characteristics are described
n the following section, are placed in a 3D-printed structure (Fig. 2)
or alignment, while the 90Sr 𝛽-source with an activity of 3.6 kBq is
nserted in a second

3D-printed case. The 𝛽-source is then positioned on top of the
elescope formed by the DUT and the trigger.

Electrons from a 90Sr source have two energy branches: one with
ow energy from 90Sr (< 0.5 MeV), and one with higher energy from
0Y (0.5–2 MeV). The low-energy electrons do not manage to traverse
undreds of micron of silicon (the total UFSD thickness, given by
he active region plus the support wafer underneath, is in the 300–
00 μm range, depending on the producer), and get stopped in the first
ensor of the telescope. The DUT board is placed on top of the stack for
his reason, so that only electrons from the high-energy branch, which
re mostly MIPs, can reach the trigger.

The coincidence rate due to the 𝛽-source is enhanced by opening a
ole in the SC board aligned with the DUT active region.

The telescope is placed inside a climate chamber in order to perform
easurements at −25 ◦C and with a relative humidity of less than
0%. Both temperature and humidity are monitored with a thermo-
ygrometer placed close to the sensor and found to be very stable.

.1. Trigger characterization

The trigger used in the data acquisitions here analyzed is a
0 μm thick single-pad HPK UFSD with an area of 1 × 3 mm2. Its time
esolution was measured using two identical devices and dividing the
easured total resolution by

√

2. A resolution of 𝜎𝑡𝑟𝑖𝑔𝑔𝑒𝑟 = 31.6 ± 1.3 ps
as been measured when the sensor is biased at 175 V and operated at
25 ◦C, which are its standard running conditions in this setup.



F. Siviero, R. Arcidiacono, G. Borghi et al. Nuclear Inst. and Methods in Physics Research, A 1033 (2022) 166739

o
t
w
t
s

5

c
c
v

(
t
s
t
a
t

d

Table 1
The wafers of the UFSD3.2 production tested in this work. The active thickness, the
gain layer (GL) depth, the boron (B) and carbon (C) doses and the diffusion scheme
are reported.

Wafer Thickness [μm] GL depth B dose [a.u.] C dose [a.u.] Diffusion scheme

1 45

Shallow

0.98 1

CHBL3 45 0.98 0.8
6 35 0.94 1
7 55 0.98 1

10 45
Deep

0.70 0.6
CBL12 45 0.74 1

13 45 0.74 0.6

14 45

Deep

0.74 1

CBH15 55 0.74 1
18 45 0.78 1
19 45 0.78 0.6

Fig. 2. The 3D-printed telescope used during the measurement campaign. The case
containing the 𝛽-source and the thermometer are also indicated.

During the measurements presented in this work, the trigger thresh-
ld was set to 30 mV, more than 10 times its RMS noise level. The
rigger rate is approximately 2 Hz, stable during all measurements,
ith a 10% of in-time signal coincidences between the DUT and the

rigger. Roughly 2000 signal coincidences are recorded for each bias
tep, requiring approximately 20k triggers.

. Description of the data analysis methods

Several important parameters related to the sensor performance
an be measured using the 𝛽-source setup previously described: the
ollected charge; the electronic noise (sensor-amplifier dependent); the
alue of the gain; the time of arrival (ToA) and the time resolution.

For all these measurements, the offline event selection requires:
i) the trigger signal amplitudes to be in the 80–250 mV range; (ii)
he trigger collected charge in the 11.5–53.0 fC range; (iii) the DUT
ignal amplitude above 10 mV, about 5 times the RMS noise; (iv)
he signal not to saturate either the oscilloscope vertical scale or the
mplifier. Point (iv) rejects events with DUT signal amplitudes greater
han 300 mV.

Point (iii) introduces a small bias in the analysis of the sensors irra-
iated at a fluence 𝛷 = 2.5⋅1015 neq/cm2 when biased at voltages ≤ 500

V. Fig. 3 shows the Landau distribution of an FBK UFSD3.2 W14 sensor,
which is the least radiation hard, irradiated at 2.5 ⋅ 1015 n /cm2, and
eq

3

biased at 500 V. In this case, the lower tail of the Landau distribution
partially overlaps with the noise.

5.1. Collected charge, noise, and gain

The measurement of the collected charge for one event is derived
from the signal area, obtained by integrating the signal over time
using the Simpson’s method [14], divided by the read-out system
trans-impedance, 4700 Ω. A baseline subtraction is performed on each
waveform, using the first 100 sampled points (5 ns), taken before
the signal occurs. The same 100 points are also used to measure the
sensor-electronics RMS noise.

The gain of the UFSD sensor can be defined as the ratio of the charge
collected by the UFSD at a given voltage, 𝑄(𝑉 ), over that collected by
an equivalent PIN diode, 𝑄𝑃𝐼𝑁 , at a voltage below 500 V, so that gain
in the bulk cannot happen (see [6] for details on gain in the UFSD bulk):

𝐺𝑎𝑖𝑛 =
𝑄(𝑉 )
𝑄𝑃𝐼𝑁

(1)

where 𝑄(𝑉 ) and 𝑄𝑃𝐼𝑁 refer to the most-probable-value (MPV) of
the UFSD and PIN collected charge distributions, respectively. The
definition of Eq. (3) is such that it considers both the UFSD gain from
the gain layer and that from the bulk. Since 𝑄𝑃𝐼𝑁 is always assessed
at a voltage below 500 V and the gain measurements are performed at
fixed temperature, it can be considered a constant.

Since experimentally the measurement of the charge collected by
the PIN diode leads to large uncertainties (given its rather small value,
about 0.5 fC), it was decided to take 𝑄𝑃𝐼𝑁 from theory (assuming to
compute it at a voltage < 500): ∼0.45 fC in a 45 μm thick sensor and
∼0.55 fC in a 55 μm one [15]. The charge computed from theory is
affected by the uncertainty on the active sensor thickness, which results
in a relative uncertainty of ∼4% for a 50 μm-thick sensor, much lower
than the one affecting the 𝑄𝑃𝐼𝑁 measurement (≥20%).

The theoretical 𝑄𝑃𝐼𝑁 value has been used to compute the gain of
UFSDs either before and after irradiation.

5.2. Time of arrival and time resolution

The time of arrival (ToA) of a signal is computed using the constant-
fraction discriminator (CFD) method, i.e., it is defined as the time at
which the signal crosses a certain fraction of the total signal amplitude.
A 20% threshold (CFD20) provided the best results for most of the
sensors tested. This fraction was increased to 30% (CFD30) for a few
heavily irradiated sensors due to their higher noise and a slightly
different signal shape.

For the evaluation of the time resolution of a sensor biased at a
given value, the distribution of the difference between the DUT ToA
and the trigger ToA is plotted, and then fitted with a Gaussian function
whose standard deviation is the squared sum of the DUT and trigger
resolution, hence:

𝜎𝐷𝑈𝑇 =
√

𝜎2𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 − 𝜎2𝑡𝑟𝑖𝑔𝑔𝑒𝑟 (2)

5.3. Evaluation of the uncertainties on the measured quantities

Due to the large number of sensors tested and the relatively low trig-
ger rate, it would have been very challenging to assess the uncertainties
on the measured quantities by repeating the measurement of each
sensor several times. However, several steps were taken to keep the
uncertainties under control: (i) the same trigger has been used in each
of the 250 independent measurements of this campaign, (ii) the trigger
plane was always operated at the same temperature, and voltage; and
(iii) for a given sensor (pre-irradiation UFSD3.2 W7), a set of repeated
measurements was carried out to evaluate all the uncertainties.

Table 2 shows the list of uncertainties affecting the quantities
measured at the 𝛽-source setup.
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Fig. 3. Amplitude distribution of the FBK W14 irradiated at a fluence 𝛷 = 2.5 ⋅ 1015 neq/cm2, biased at 500 V. The pink line shows the amplitude cut applied in the event
selection. Measurement performed at −25 ◦C.
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Fig. 4. Collected charge as a function of bias voltage. Sensors irradiated at different
fluences are shown with different colors (black = pre-rad, green = 8 ⋅1014 neq/cm2, blue
1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2). Measurements performed at −25 ◦C.

Table 2
The uncertainties on the main quantities measured at the 𝛽-source setup.

Uncertainty

Time resolution 1.5 ps
Collected charge 0.2 fC
Gain 0.5
RMS noise 0.2 mV
Slew rate 2.9 mV/ns

6. Characterization of a gain layer design: 𝑸,𝝈𝒕, V𝟏𝟎𝒇𝑪 , 𝜟V𝟏𝟎𝒇𝑪 (𝜱),
𝜶, and noise

The evaluation of a gain layer design needs to include several
aspects. Obviously, the time resolution of the sensor is the first quantity
to be considered in its characterization. However, the time resolution
achieved in laboratory tests with a state-of-the-art analog read-out
board (as the one used in this work) does not guarantee that the same
results can be achieved with much more complex low-power electronics
at the experiments, which usually feature a higher electronic noise.

Additional quantities, such as the collected charge and the noise
level, need to be evaluated, as they determine the final achievable
performance. Considering the requirements of future front-end ASICs,
for example [16], a signal charge above 8–10 fC helps achieving a time
resolution 𝜎 < 50 ps. In general, the higher the charge, the better the
𝑡

4

front-end ASIC performs. Likewise, the noise arising from the UFSD
gain mechanism (see [17]) needs to be kept as low as possible, below
the front-end electronic noise.

Another important aspect of a design is its ease of use: to operate
UFSDs reliably, the charge–bias characteristics (𝑄(𝑉 )) must not be
too steep. A very steep curve has two significant consequences: (i) it
amplifies the effect of gain implant non-uniformity, as a small doping
variation yields to very large gain differences, and (ii) a small change
in biasing condition leads to very large gain variations.

The steepness of the charge curve is quantified by fitting the charge–
bias characteristics with an exponential fit:

𝑄(𝑉 ) = 𝑄𝑃𝐼𝑁 ⋅ 𝑒𝛼⋅𝑉 (3)

with the 𝛼 parameter being a measurement of the curve slope; 𝑄𝑃𝐼𝑁
as previously introduced and represents the charge collected by a PIN
iode in absence of bulk gain.

In the evaluation of gain layer designs, it is also important to
onsider at what bias voltage a given charge is reached. In the present
nalysis, the charge Q = 10 fC was used as a bench point and the value
10𝑓𝐶 was measured for every sensor.

Lastly, it is also important to consider the evolution of the bias
oint V10𝑓𝐶 with irradiation. For this reason, the quantity 𝛥V10𝑓𝐶 (𝛷)
s introduced. It describes the voltage increase required to provide
0 fC after a certain irradiation fluence 𝛷, with respect to the pre-
rradiation condition. Such voltage increase is needed to compensate
or the gain decrease, due to the acceptor removal mechanism, as
xtensively reported in [6]. 𝛥V10𝑓𝐶 (𝛷) is defined as:

𝑉10𝑓𝐶 (𝛷) = 𝑉10𝑓𝐶 (𝛷) − 𝑉10𝑓𝐶 (𝛷 = 0) (4)

here V10𝑓𝐶 (𝛷) is the bias required to provide 10 fC after an irradiation
luence 𝛷, and V10𝑓𝐶 (𝛷 = 0) is the bias required to provide 10 fC before
rradiation.

A sensor with a small 𝛥𝑉𝛷(10 fC) has two key advantages: (i) it can
ustain higher fluences before reaching the breakdown condition (i.e. it
s more radiation resistant), and (ii) it delivers more uniform response
hen exposed to non-uniform irradiation.

. Experimental results

.1. Collected charge 𝑄

Fig. 4 shows the collected charge as a function of bias for DUTs
rom 10 wafers of the FBK UFSD3.2 production and from the HPK2
plit 4. The color-code of the plot, common to other similar plots in
his report, identifies different irradiation fluences: pre-rad sensors are
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Fig. 5. Time resolution as a function of bias voltage. Sensors irradiated at different
luences are shown with different colors (black = pre-rad, green = 8 ⋅1014 neq/cm2, blue
1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2). Measurements performed at −25 ◦C.

Table 3
Slopes 𝛼 [mV−1] of the 𝑄(𝑉 ) curves and V10𝑓𝐶 [V] of the tested sensors.

Wafer 1 3 7 10 12 13 14 15 18 19 HPKs4
𝛼 17 16 14 9 9 12 13 12 18 26 20
V10𝑓𝐶 140 165 143 280 310 210 190 164 130 90 110

in black, sensors irradiated at a fluence of 8 ⋅1014 neq/cm2 are in green,
1.5 ⋅ 1015 neq/cm2 in blue, 2.5 ⋅ 1015 neq/cm2 in red.

The trend of the collected charge versus irradiation is as expected: as
the fluence increases, the bias voltage needs to be raised to compensate
for the acceptor removal effect. All tested sensors are able to deliver at
least 10 fC up to a fluence of 1.5 ⋅ 1015 neq/cm2. At the highest fluence,
2.5⋅1015 neq/cm2, the gain is too low even at high bias values, and none
of the sensors deliver 10 fC. FBK UFSD3.2 W19 is the best performer
at high fluence, delivering 9 fC at bias V = 600 V.

For each sensor, the point at the highest bias has been taken at the
maximum achievable stable biasing condition: at bias voltages above
the reported measurements, either the noise is too large, or the sensor
goes into a breakdown.

7.2. Time resolution 𝜎𝑡

Fig. 5 shows the time resolution corresponding to the collected
charges points shown in Fig. 4. All sensors achieve a resolution 𝜎𝑡 <
40 ps up to a fluence of 1.5 ⋅ 1015 neq/cm2; at 2.5 ⋅ 1015 neq/cm2 the
resolution degrades up to 𝜎𝑡 ∼ 45 ps. It is worth pointing out that the
very good result achieved at the highest fluence is obtained despite the
rather small signal charge, 𝑄 ≤ 5 𝑓𝐶, thanks to the characteristics of
the read-out board used in this work.

7.3. V10𝑓𝐶 , 𝛥V10𝑓𝐶(𝛷), and 𝛼

The collected charge as a function of bias (𝑄(𝑉 )) for each pre-
rad sensor (black points in Fig. 4) has been used to extract the slope
parameter 𝛼 and V10𝑓𝐶 . Table 3 reports the results of the fits of each
curve with Eq. (3).

The gain implant doping level controls both parameters: the higher
the level, the larger the slope 𝛼 and the smaller the V10𝑓𝐶 value. A small
value of V10𝑓𝐶 is beneficial, as it leads to lower power consumption;
however, it also implies a very steep gain curve at the start of the
experiment.

Fig. 6 presents the parameter V10𝑓𝐶 as a function of the irradiation
fluence. The voltages of the two 55 μm-thick sensors (W7 and W15)
are scaled by a factor 45

55 , so that they can be compared with the
5 μm-thick ones.
5

Fig. 6. The parameter V10𝑓𝐶 shown as a function of the irradiation fluence level. Values
extracted from measurements performed at −25 ◦C.

Fig. 7. 𝛥V10𝑓𝐶 (𝛷) shown as a function of the acceptor removal coefficient c. Green
markers represent 𝛥V calculated after a fluence of 8 ⋅ 1014 neq/cm2, whereas blue ones
are calculated at 1.5 ⋅ 1015 neq/cm2. This plot reports results only from 45 μm-thick
sensors. Values extracted from measurements performed at −25 ◦C.

Pre-irradiation sensors show a large spread in V10𝑓𝐶 , ranging from
∼100 V to more than 300 V; the spread is maintained at a fluence
8 ⋅ 1014 neq/cm2, with sensors requiring between 250 and 500 V to
provide 10 fC. At fluence 1.5 ⋅ 1015 neq/cm2, the majority of sensors
reach the target working point between 500 and 600 V.

The spread in V10𝑓𝐶 decreases with increasing fluence since, at high
fluences, only a small fraction of the gain implant survives and all the
sensors have roughly the same gain at a given voltage, despite their
different gain layer designs. Overall, small differences in gain layer
design become gradually less important with irradiation. Two notable
exceptions are shown in Fig. 6: (i) UFSD3.2 W19, due to its design,
maintains at high fluences a large fraction of gain implant so V10𝑓𝐶 is
reached at ∼400 V; (ii) HPK split 4, despite starting with a low value
of V10𝑓𝐶 , has a low radiation resistance (it has the highest acceptor
removal coefficient,1 see Fig. 7) and requires 700 V to provide 10 fC at
𝛷 = 1.5 ⋅ 1015 neq/cm2.

Fig. 7 shows 𝛥V10𝑓𝐶 (𝛷) as a function of the acceptor removal
coefficient c [cm2]. Green markers show 𝛥V10𝑓𝐶 (𝛷 = 8⋅1014 neq/cm2),
whereas blue markers are for 𝛥V10𝑓𝐶 (𝛷 = 1.5 ⋅ 1015 neq/cm2).

1 c describes the exponential removal of the gain implant 𝑁 with fluence
𝑁(𝛷) = 𝑁(𝛷 = 0) ∗ 𝑒−𝑐∗𝛷 [6,17].
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Fig. 8. RMS noise as a function of bias voltage. Sensors irradiated at different fluences
are shown with different colors (black = pre-rad, green = 8 ⋅ 1014 neq/cm2, blue
1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2). Measurements performed at −25 ◦C.

7.4. Noise

The RMS noise as a function of the bias voltage is presented in
Fig. 8. The baseline noise of about 1.2 mV is due to the read-out
board. For new sensors (black curves), the noise is always dominated
by the read-out board. In irradiated devices, the noise is higher than
the baseline noise when the sensor has a large gain and therefore
high leakage current. These conditions are met for sensors irradiated at
8⋅1014 neq/cm2 and 1.5⋅1015 neq/cm2; for sensors at 2.5⋅1015 neq/cm2 the
noise increase is limited due to the small gain.

In general, the noise is proportional to the squared sum of the leak-
age current 𝐼𝑙𝑒𝑎𝑘, increasing linearly with the gain and logarithmically
with the fluence, and the electronic noise of the read-out board [18]:

𝑁𝑜𝑖𝑠𝑒 ∝
√

(𝐺𝑎𝑖𝑛 ⋅ ln(𝛷∕𝛷0))2 + (𝑁𝑜𝑖𝑠𝑒𝑆𝐶𝑏𝑜𝑎𝑟𝑑 )2. (5)

here 𝛷0 is a constant with dimension [L−2].
Fig. 9 shows the noise of irradiated sensors, plotted as a function of

𝐺𝑎𝑖𝑛 ⋅ ln (𝛷∕𝛷0). All tested sensors follow a common trend: this fact
demonstrates that the noise is dominated by the leakage current 𝐼𝑙𝑒𝑎𝑘
and by the gain. A noise level of 2–3 mV in irradiated devices does
not spoil the time resolution, which remains below 40 ps, because such
noise level is reached when the internal gain of the sensor is larger
than 30 (see Fig. 15); therefore, the signal-to-noise ratio remains large
enough to achieve a good resolution.

8. Discussion of results: performance of un-irradiated sensors

8.1. Time resolution as a function of gain and electric field

A good time resolution is obtained when both the sensor internal
gain and the electric field (or equivalently the bias voltage) at which
such gain is reached are sufficiently high. None of these two conditions
alone is enough. In fact, the jitter term of the time resolution is
minimized2 when the leading-edge slew rate, 𝑑𝑉 ∕𝑑𝑡, is as steep as
possible: (i) 𝑑𝑉 depends upon the signal amplitude (hence the gain);
ii) 𝑑𝑡 upon the electric field.

For what concerns (ii), in UFSDs the majority of the signal is
roduced by holes, therefore it is important, from a sensor design point
f view, that the holes drift velocity is saturated when the sensor is
perated in the gain range 20–30 (the optimal one for UFSDs), so that
𝑡 is minimized. The holes drift velocity requires a high electric field

2 In UFSD, the best time resolution is obtained when the jitter term is
inimized [6].
6

Fig. 9. RMS noise as a function of
√

𝐺𝑎𝑖𝑛 ⋅ ln (𝑓𝑙𝑢𝑒𝑛𝑐𝑒). A common trend is observed for
ll irradiated sensors. Sensors irradiated at different fluences are shown with different
olors (green = 8 ⋅ 1014 neq/cm2, blue = 1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2).
easurements performed at −25 ◦C.

Fig. 10. Time resolution (blue) as a function of the bias voltage at which the sensor
reaches a gain of 20; each blue marker represents a different device. The red curve
is the inverse of the holes drift velocity as a function of the bias voltage. Both the
experimental results and the computation of the drift velocities are performed at a
temperature of −25 ◦C.

to approach saturation (50–100 kV/cm [6]): if the gain implant is too
doped, the field in the bulk will not be able to reach high enough values
before the sensor breakdown.

The pre-irradiated UFSD3.2 W19 is an example of a sensor with a
too doped gain layer: large signals are reached at low bias, and the
resolution is not as good as less doped sensors.

Fig. 10 shows the time resolution (blue) of different pre-rad sensors
with gain = 20 (each marker represents a different device) as a function
of the bias voltage, superposed with the inverse of the computed holes
drift velocity. The plot well demonstrates that, for a fixed gain, sensors
operated at higher bias voltage reach a better resolution because the
holes drift velocity is higher.

8.2. Time resolution as a function of the sensor thickness

Sensors with four different active thicknesses were compared in this
study: 35, 45, 55 μm-thick sensors, belonging to the UFSD3.2 produc-
tion, and 80 μm thick sensors, manufactured by HPK. All measurements
were performed at −25 ◦C. Fig. 11 shows the time resolution (dark
blue) and the jitter term (light blue) as a function of the collected
charge. The jitter term is computed analytically as the ratio between
the noise and the signal slew rate (𝑑𝑉 ∕𝑑𝑡):

𝜎 = 𝑁𝑜𝑖𝑠𝑒∕(𝑑𝑉 ∕𝑑𝑡) (6)
𝑗𝑖𝑡𝑡𝑒𝑟
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Fig. 11. Time resolution as a function of the collected charge for sensors with four
ifferent active thicknesses. The dark blue curve represents the total resolution, whereas
he light blue one is the jitter term only. Measurements performed at −25 ◦C.

Fig. 12. Landau term as a function of the sensor active thickness.

Two observations:

• In thicker sensors, a given value of jitter is obtained at higher
charges. The jitter term can be written as:

𝜎𝑗𝑖𝑡𝑡𝑒𝑟 = 𝑁𝑜𝑖𝑠𝑒∕(𝑑𝑉 ∕𝑑𝑡) ∝ 𝑁𝑜𝑖𝑠𝑒∕𝐺𝑎𝑖𝑛 (7)

. Assuming a constant noise value (the read-out board noise), and
a given gain value, the collected charge scales with the sensor
active thickness, and that explains the spread of the light blue
curves in Fig. 11.

• The non-uniform energy deposition generated by an impinging
MIP, amplified by the gain, creates variations of the signal shape
on an event-to-event basis (the so-called Landau noise [17]). The
related uncertainty 𝜎𝐿𝑎𝑛𝑑𝑎𝑢, which limits the time resolution, can
be computed as the difference in quadrature of the total resolution
and the jitter:

𝜎𝐿𝑎𝑛𝑑𝑎𝑢 =
√

𝜎2𝑡𝑜𝑡𝑎𝑙 − 𝜎2𝑗𝑖𝑡𝑡𝑒𝑟 (8)

The Landau term as a function of the active thickness is reported
in Fig. 12: it decreases in thinner sensors, as expected [5].

8.3. Time resolution as a function of the energy deposited in the event

The energy deposition of MIPs crossing a thin layer of silicon follows
a Landau distribution. Events in the lower tail of the distribution tend to
 t

7

Fig. 13. Time resolution (blue) and jitter term (red) in bins of signal amplitude. The
Landau MPV is ∼150 mV, corresponding to the best time resolution. Measurements
performed at −25 ◦C.

Fig. 14. Relative time resolution in 3 bins of amplitude (expressed in unit of the MPV)
for UFSD3.2 W6 (35 μm thick) and W7 (55 μm thick). The markers in x = 1 are
slightly shifted only for representation. Measurements performed at −25 ◦C.

ave low and uniform energy-per-unit-length deposits, while events in
he upper tail have very large localized deposits. Therefore, the position
f an event in the Landau distribution is an indicator of the uniformity
f the energy deposition: the higher the energy deposited, the higher
he non-uniformity.

Fig. 13 shows the time resolution and the jitter term (measured at
25 ◦C) in bins of the signal amplitude for a sensor from UFSD3.2
7 (55 μm-thick). As expected, the jitter contribution decreases with

mplitude. The time resolution, instead, first improves as a function of
ignal amplitude, due to the smaller jitter contribution, then it worsens
t high signal amplitudes due to the much larger Landau noise term.

A similar study has also been performed with UFSD3.2 W6
35 μm thick) to investigate the effect of the sensor thickness. Since
6 is thinner, the worsening of the resolution in the upper tail of the

istribution should be milder than for UFSD3.2 W7. Fig. 14 shows the
ime resolution, normalized to the resolution obtained at the MPV, for
FSD3.2 W6 and W7, in three bins of amplitude (expressed in units
f MPV). As expected, the worsening of the Landau term is larger in
hicker sensors.

. Discussion of results: performance of irradiated sensors

Focusing on the time resolution of irradiated devices, it is important
o notice that, above a certain bias voltage, once the holes drift velocity
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Fig. 15. Time resolution as a function of Gain. Sensors irradiated at different fluences
re shown with different colors (black = pre-rad, green = 8 ⋅ 1014 neq/cm2, blue
1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2). Measurements performed at −25 ◦C.

is saturated, the time resolution improves with gain in a very similar
way for all the wafers. This common trend can be observed in Fig. 15,
representing the time resolution as a function of the gain for sensors
irradiated at a fluence of 1.5 ⋅ 1015 neq/cm2 and 2.5 ⋅ 1015 neq/cm2 (all
biased above 300 V).

9.1. Time resolution of sensors 45 or 55 μm thick

The UFSD3.2 production features pairs of wafers with the same gain
layer design but different active thicknesses. One pair is formed by
W1 (45 μm) and W7 (55 μm) and a second pair by W14 (45 μm) and
W15 (55 μm). W1–W7 have a shallow gain implant, while W14–W15 a
deep implant. Fig. 16 shows the time resolution of those two pairs, as a
function of the electric field in the sensor bulk, calculated as the ratio
between V𝑏𝑖𝑎𝑠 and the sensor active thickness.

Thin sensors have a better resolution at a given value of electric
field (see Section 8.2), as the Landau noise is larger in thicker devices.
At high fluence, 2.5 ⋅1015 neq/cm2, the sensor gain is close to 1: sensors
with thicker bulk have an increased initial charge deposition, leading
to a better time resolution.

Hence, thinner sensors, with either shallow or deep gain implants,
have better performance than thicker ones, if the sensor gain is high
enough. Conversely, thicker sensors are more performing at low or no
gain.

9.2. Carbon co-implantation

The beneficial effect of the co-implantation of carbon in the boron
gain layer can be quantified using, as figure of merit, the voltage
increase needed to provide 10 fC after a fluence 𝛷, 𝛥V10𝑓𝐶 (𝛷).

Pre-rad HPK2 split 4 (not carbonated), UFSD3.2 W18, and W19
(both carbonated) sensors behave similarly and have similar gain layers
designs. Nevertheless, their behavior differs with irradiation. After a
fluence 8 ⋅ 1014 neq/cm2, HPK2 split 4 𝛥V10𝑓𝐶 (𝛷 = 8 ⋅ 1014 neq/cm2)
∼350 V, against ∼200 V for UFSD3.2 W18 and W19 (see Fig. 7). This
difference increases further at higher fluences: at 1.5 ⋅ 1015 neq/cm2,
HPK2 split 4 𝛥V10𝑓𝐶 (𝛷 = 1.5⋅1015 neq/cm2) ∼600 V while for UFSD3.2
W18, and W19 is ∼350 V.

9.3. Shallow or deep gain implant

The position of the gain implant has consequences on the radiation
hardness of the sensor design.

An important parameter governing the internal gain in UFSDs is the
path necessary (on average) to acquire enough energy to achieve charge
multiplication, 𝜆. Indeed, the UFSD gain can be written as [11]:

𝐺𝑎𝑖𝑛 ∝ 𝑒
𝑑
𝜆 (9)
8

Fig. 16. Time resolution as a function of the electric field in FBK UFSD3.2 sensors
with a shallow (top) or deep (bottom) gain implant for two different active thickness
(45 vs. 55 μm). Measurements performed at −25 ◦C.

where 𝑑 is the width of the gain layer, and 𝜆 is a function of the electric
field, as presented in 17 (left). A thorough explanation of this subject
can be found in [11].

In deep implants, 𝑑 is wider than in shallow implants (see Sec-
ion 2), and this leads to higher gain. Consequently, a deep implant
as to be doped less, in order to increase 𝜆 and generate the same gain

as a shallow implant. Decreasing the gain layer doping in deep implants
worsens their radiation resistance, since less doped implants are more
affected by the acceptor removal mechanism [7]. However, there is
another important parameter that influences the radiation resistance
of gain implants: the gain recovery capability with the external bias.

The value of the electric field in the gain region is usually ∼
400 kV/cm (∼ 300 kV/cm) in a shallow (deep) implant. With irradiation
this electric field drops, increasing 𝜆; the gain can be restored by
increasing the electric field in the gain layer, that is by raising the bias
voltage of the sensor. The effectiveness of the recovery depends on the
value of the electric field and of 𝜆: it is more effective in a deep gain
layer, characterized by a lower electric field, since 𝑑𝜆∕𝑑𝐸 is larger [11],
as shown in 17 (right).

For this reason, deep gain layer designs have a higher gain recovery
capability with bias.

The interplay between intrinsic radiation resistance of the gain
layer (acceptor removal coefficient), and the position of the gain im-
plant (gain recovery capability), can be illustrated by analyzing the
properties of UFSD3.2 W3 (shallow implant) and W13 (deep implant).

When new, they have roughly the same gain, as shown in Fig. 4, and
similar values of the acceptor removal coefficient c (see 7). However,

14 2
W3 has a higher value of 𝛥V10𝑓𝐶 (𝛷 = 8⋅10 neq/cm ) and 𝛥V10𝑓𝐶 (𝛷 =



F. Siviero, R. Arcidiacono, G. Borghi et al. Nuclear Inst. and Methods in Physics Research, A 1033 (2022) 166739

=

1
r

9

g
s
d
B
W
l
e
U
b
1
U

1

u
l
w
l
o
t
1

Fig. 17. Electrons mean free path 𝜆 between two subsequent scattering events producing secondary charges (left) and 𝑑𝜆∕𝑑𝐸 (right) at 300 K as a function of the electric field
𝐸, according to the Massey impact ionization model [19].
Fig. 18. UFSD 32 W14 (CBH) requires an higher increase of bias voltage to compensate
for the effects of radiations than UFSD3.2 W12 (CBL). Sensors irradiated at different
fluences are shown with different colors (black = pre-rad, green = 8 ⋅1014 neq/cm2, blue
1.5 ⋅ 1015 neq/cm2, red = 2.5 ⋅ 1015 neq/cm2). Measurements performed at −25 ◦C.

.5 ⋅ 1015 neq/cm2), as shown in Fig. 7, therefore it is less radiation
esistant.

.4. Thermal treatments

One of the steps in the sensor production is the activation of the
ain implant dopants. In the UFSD3.2 production, this effect has been
tudied by using two different procedures to activate the carbonated
eep gain implants. The two different sequences are called Carbon–
oron Low (CBL, W10, W12 and W13) and Carbon–Boron High (CBH,
14, W15, W18, and W19), where low and high refer to the thermal

oad. Overall, they have similar performance with one notable differ-
nce: CBL is more radiation resistant [6]. Fig. 18 illustrates this fact:
FSD3.2 W14 (CBH) has a higher pre-rad gain than UFSD3.2 W12,
ut, with increasing irradiation, the difference gets smaller and, at
.5 ⋅ 1015 neq/cm2, they operate at the same voltage. In other words,
FSD3.2 W12 has a smaller 𝛥V10𝑓𝐶 (𝛷).

0. Conclusions

In this work, the performance of several UFSDs have been measured
sing a telescope instrumented with a 90Sr 𝛽-source. Different gain
ayer designs have been studied: shallow and deep implants, with or
ithout carbon co-implantation, activated with low or high thermal

oad. The performance of these different designs are reported in terms
f: the collected charge 𝑄, the noise, the steepness 𝛼 of the 𝑄(𝑉 ) curve,
he bias to deliver 10 fC V10𝑓𝐶 , the bias increase 𝛥V10𝑓𝐶 (𝛷) to deliver
0 fC after a fluence 𝛷, and the time resolution 𝜎𝑡.

The most important outcomes of this work are:
9

• The introduction of 𝛥V10𝑓𝐶 (𝛷), which proved to be an effective
figure to assess the radiation resistance and the sensitivity to non-
uniform irradiation of a gain layer design: the smaller 𝛥V10𝑓𝐶 ,
the higher the radiation hardness and the lower the sensitivity to
non-uniform irradiation.

• Carbon co-implantation decreases 𝛥V10𝑓𝐶 (𝛷) by about 50% at
every fluence.

• Radiation resistance depends upon two parameters: (i) the ac-
ceptor removal coefficient c and (ii) the bias recovery capability,
quantified by 𝛥V10𝑓𝐶 (𝛷). The interplay of these two aspects de-
termines that deep gain implants, despite having a slightly larger
acceptor removal coefficient, are more radiation resistant than
shallow gain implants.

• All sensors were able to reach a time resolution of 30 to 40 ps
up to a fluence of 1.5 ⋅ 1015 neq/cm2, with at least 10 fC of charge
delivered. At 𝛷 = 2.5 ⋅ 1015 neq/cm2 the signal charge decreases
below 10 fC and the resolution worsens.

• The best time resolution is obtained when the electric field in the
bulk is large enough: high gain at low bias voltage leads to poor
performances.

• 𝑄(𝑉 ) characteristics with small 𝛼 values are to be preferred since
they lead to: (i) a better 𝜎𝑡 given the higher V10𝑓𝐶 , and a decrease
of the effects of either (ii) doping or (iii) bias non-uniformity.

• Pre-rad low values of V10𝑓𝐶 provide a larger possible bias in-
crease; however, they also imply very steep 𝑄(𝑉 ) and a worse
𝜎𝑡.

Thanks to these results, the FBK UFSD3.2 carbonated deep im-
plant with CBL thermal diffusion scheme (W13) has been identified
as the best design, able to achieve 40 ps up to a radiation fluence
of 2.5 ⋅ 1015 neq/cm2 delivering at least 5 fC of charge. This design
is sufficiently doped to limit the power consumption when new, but
it also features a rather shallow charge–bias characteristic, ensuring
a low sensitivity to non-uniform biasing conditions, and the oper-
ation at a sufficiently high bias voltage. W13 features one of the
lowest 𝛥V10𝑓𝐶 (𝛷), proving to be highly resistant to radiations and not
particularly susceptible to non-uniform irradiation.

This study also analyzes the performance of UFSDs with different
active thicknesses (35, 45, 55, and 80 μm-thick):

• Thin devices have a lower Landau noise term.
• At high radiation levels, 𝛷 = 2.5 ⋅ 1015 neq/cm2 , when the gain

value is very small, thicker sensors have better time resolution
given their higher initial signal.

• The time resolution has been studied in bins of the Landau distri-
bution. The best results are achieved around the most-probable-
value. For smaller amplitudes, the jitter term dominates, while
for higher values, the Landau noise is larger, worsening the time
resolution.
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Finally, it has been shown that deep CBL sensors have a lower
𝛥V10𝑓𝐶 (𝛷) than their CBH counterpart, therefore they should be pre-
ferred; in addition, a study on the dependence of the noise upon the
radiation fluence has been performed: the sensor noise increases with
the logarithm of the fluence, and it is mostly independent from the gain
layer design.
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