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#### Abstract

We prove existence and nonexistence results for annular type parametric surfaces with prescribed, almost constant mean curvature, characterized as normal graphs of compact portions of unduloids or nodoids in $\mathbb{R}^{3}$, and whose boundary consists of two coaxial circles of the same radius.
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## 1 Introduction

In this work, we deal with the existence of immersed surfaces in $\mathbb{R}^{3}$, of annular type, tethered to two parallel planes along two coaxial circles of the same radius and with prescribed mean curvature, close to a nonzero constant $H_{0}$ (henceforth we assume $H_{0}=1$ ).

In recent years, this issue has attracted quite an interest, especially in the case of constant mean curvature (see, e.g., [17, 18, 19, 22, 24] and related references therein). In fact, constant mean curvature surfaces well approximate static equilibrium configurations of continua supported by surface tension, neglecting external forces. However, the presence of external forces, like gravity or other fields, may produce pressure differences which locally change, hence, according to the Young-Laplace equation, the mean curvature along phase interfaces is no longer a constant (see [10, 11). This motivates a study in the case of prescribed, near constant but not necessarily constant mean curvature.

Actually, in this study, the main role is played by some classes of Delaunay surfaces, more precisely by unduloids and nodoids. Let us recall that Delaunay surfaces are complete, axially symmetric surfaces of constant mean curvature. They can be divided into five different types: planes, cathenoids, spheres, unduloids (including cylinders) and nodoids. We focus our attention on the last two families, made by noncompact surfaces with nonzero constant mean curvature. Unduloids and nodoids can be obtained by rotating the roulette of an ellipse, called elliptic catenary, or the roulette of a hyperbola, called nodary, respectively, about the revolution axis (see [7, 9, 16] for more details). We also point out that unduloids and nodoids play a very important role in the construction of complete, constant mean curvature surfaces,

[^0]with prescribed genus and possibly with ends, in an intriguing line of research originated from some breakthrough works by Kapouleas (see [14, 15]) and pursued by many other authors (see [2, 12, 13, 20, 21] and the bibliography therein).

Here we investigate the following problem: let us fix two parallel planes $\Pi_{-}$and $\Pi_{+}$in $\mathbb{R}^{3}$ and let us consider the families of sections of unduloids and nodoids with mean curvature one, whose axis of revolution is orthogonal to the planes $\Pi_{-}$and $\Pi_{+}$, which are symmetric with respect to reflection around the plane half way between $\Pi_{-}$and $\Pi_{+}$and whose boundaries are couples of circles of the same radius lying on $\Pi_{-}$and on $\Pi_{+}$. They form two real analytic 3-parameter families of compact surfaces which can be properly parameterized as follows. Let us introduce a Cartesian system such that $\Pi_{ \pm}=\left\{(x, y, z) \in \mathbb{R}^{3} \mid z= \pm L\right\}$, for some $L>0$. Then, let us consider Delaunay roulettes defined as curves lying in the plane $y=0$, parameterized by the solution $\left(x_{a}(t), z_{a}(t)\right)$ to the initial problem

$$
\left\{\begin{array} { l } 
{ x ^ { \prime \prime } = ( 1 + 2 \gamma _ { a } ) x - 2 x ^ { 3 } }  \tag{1.1}\\
{ z ^ { \prime } = x ^ { 2 } - \gamma _ { a } }
\end{array} \left\{\begin{array}{l}
x(0)=1+a, \quad x^{\prime}(0)=0 \\
z(0)=0
\end{array}\right.\right.
$$

where

$$
\gamma_{a}:=a(1+a)
$$

and $a \in(-1,0) \cup(0, \infty)$ is a parameter, called Delaunay parameter. We point out that the function $x_{a}$ is even, positive and periodic of some period $2 \tau_{a}$ (see [3, Lemma 2.3]). Such mapping can be interpreted as the speed of the parametrization, since the following identity holds:

$$
\begin{equation*}
x_{a}=\sqrt{\left(x_{a}^{\prime}\right)^{2}+\left(z_{a}^{\prime}\right)^{2}} . \tag{1.2}
\end{equation*}
$$

When $a \in(-1,0)$ the curve is simple and is an elliptic catenary; the corresponding surface of revolution is embedded and is an unduloid. In particular, for $a=-\frac{1}{2}$ such surface is a cylinder. Instead, when $a>0$, the curve has self-intersections and is a nodary; the corresponding surface of revolution is immersed but not embedded and is a nodoid. In both cases $\min \{|a|, 1+a\}$ measures the neck-size, namely the distance of the surface from the axis of revolution. See the figure below.


Fig. 1-a. Elliptic catenary $(-1<a<0)$


Fig. 1-b. Nodary ( $a>0$ )

Fixing $(p, q) \in \mathbb{R}^{2}$, the symmetric unduloid or nodoid with Delaunay parameter $a$ and whose revolution axis is the vertical line passing through $(p, q, 0)$ is given by the image of $X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}$ where $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$ are the first two vectors of the canonical basis in $\mathbb{R}^{3}$ and

$$
X_{a}(t, \theta)=\left[\begin{array}{c}
x_{a}(t) \cos \theta  \tag{1.3}\\
x_{a}(t) \sin \theta \\
z_{a}(t)
\end{array}\right], \quad(t, \theta) \in \mathbb{R} \times[-\pi, \pi]
$$

The triple $(a, p, q) \in((-1,0) \cup(0, \infty)) \times \mathbb{R} \times \mathbb{R}$ parameterizes, with analytic dependence, the elements of the family of symmetric vertical unduloids, when $a \in(-1,0)$, and those ones of the family of vertical nodoids, when $a \in(0, \infty)$. In view of 1.1 , for every $(a, p, q) \in((-1,0) \cup(0, \infty)) \times \mathbb{R} \times \mathbb{R}$, the mean curvature of $X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}$ at every point is 1 .

Now we fix $a \in(-1,0) \cup(0, \infty)$, we take $T>0$ such that $z_{a}(T)=L$, and we consider the family of compact surfaces $\Sigma_{a, T, p, q}$ parameterized by $X_{a}(t, \theta)+p \mathbf{e}_{1}+q \mathbf{e}_{2}$ with $(t, \theta) \in[-T, T] \times[-\pi, \pi]$.

The boundary of $\Sigma_{a, T, p, q}$ consists of the couple of circles lying on the planes $z= \pm z_{a}(T)$, centered at ( $p, q, \pm z_{a}(T)$ ), and with radius $x_{a}(T)$. Then we consider surfaces (of annular type) which are normal graphs of $\Sigma_{a, T, p, q}$ with fixed boundary. More explicitly, we introduce the Gauss map associated to $X_{a}$, defined by

$$
N_{a}(t, \theta):=\frac{\partial_{t} X_{a}(t, \theta) \wedge \partial_{\theta} X_{a}(t, \theta)}{\left|\partial_{t} X_{a}(t, \theta) \wedge \partial_{\theta} X_{a}(t, \theta)\right|}
$$

and we consider surfaces with parametrization of the form

$$
\begin{equation*}
X(t, \theta)=X_{a}(t, \theta)+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi(t, \theta) N_{a}(t, \theta), \quad(t, \theta) \in[-T, T] \times[-\pi, \pi] \tag{1.4}
\end{equation*}
$$

with $\varphi:[-T, T] \times \mathbb{S}^{1} \rightarrow \mathbb{R}$ regular enough and such that $\varphi( \pm T, \cdot)=0$ on $\mathbb{S}^{1}$, with the identification $\mathbb{S}^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$.

Fixing $a \in(-1,0) \cup(0, \infty), T>0$, and $(p, q) \in \mathbb{R}^{2}$, we investigate the stability of compact sections of unduloids and nodoids $\Sigma_{a, T, p, q}$ when we perturb the prescribed mean curvature function and we hold the boundary of the surfaces $\Sigma_{a, T, p, q}$. This problem can be phrased analytically as follows. Take a family of regular mappings $H_{\varepsilon}: \mathbb{R}^{3} \rightarrow \mathbb{R}$ depending smoothly on the parameter $\varepsilon \in \mathbb{R}$ and such that $H_{0} \equiv 1$. Look for a (continuous) path of mappings $\varepsilon \mapsto \varphi_{\varepsilon}$ with $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$, such that $\varphi_{0}=0$ and $\varphi_{\varepsilon}:[-T, T] \times \mathbb{S}^{1} \rightarrow \mathbb{R}$ solving the Dirichlet problem

$$
\left\{\begin{array}{l}
\mathfrak{M}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)=H_{\varepsilon}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right) \text { in }[-T, T] \times \mathbb{S}^{1}  \tag{1.5}\\
\varphi_{\varepsilon}( \pm T, \cdot)=0
\end{array}\right.
$$

for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$, where $\mathfrak{M}$ is the mean curvature operator (defined in Section 2).
We will assume that the mappings $H_{\varepsilon}$ are even with respect to the last variable. This hypothesis turns out to be technically very useful since it helps to reduce degeneracy (see below) and it allows us to set up problem (1.5) in functional spaces of mappings $\varphi(t, \theta)$ which are even with respect to $t$. This means that the surfaces parametrized by (1.4) are symmetric with respect to the horizontal plane $z=0$.

For future reference, it is convenient to introduce here the functional spaces we will be dealing with, defined in this way:

$$
\mathcal{X}_{T}:=\left\{\varphi \in C^{2, \alpha}\left([-T, T] \times \mathbb{S}^{1}, \mathbb{R}\right) \mid \varphi( \pm T, \cdot)=0 \text { on } \mathbb{S}^{1}, \varphi(t, \cdot)=\varphi(-t, \cdot) \forall t \in[-T, T]\right\}
$$

(with $\alpha \in(0,1)$ fixed), and equipped with the standard $C^{2, \alpha}$-Hölder norm.
Before stating our results, we introduce the concept of degeneracy/nondegeneracy for compact sections of unduloids and nodoids. To this aim, we write down the linearized problem associated to (1.5), given by

$$
\left\{\begin{array}{l}
\mathfrak{L}_{a} \varphi=0 \text { in }[-T, T] \times \mathbb{S}^{1}  \tag{1.6}\\
\varphi \in \mathcal{X}_{T}
\end{array}\right.
$$

where $\mathfrak{L}_{a}$ is the Jacobi operator associated to the Delaunay surface $X_{a}$, defined by

$$
\mathfrak{L}_{a} \varphi:=\lim _{s \rightarrow 0} \frac{\mathfrak{M}\left(X_{a}+s \varphi N_{a}\right)-\mathfrak{M}\left(X_{a}\right)}{s}
$$

We say that a surface $\Sigma_{a, T, p, q}$ is degenerate (nondegenerate, respectively) if $\mathfrak{L}_{a}$ has a nontrivial kernel (a null kernel, respectively) in $\mathcal{X}_{T}$. As we will see, degeneracy or not of $\Sigma_{a, T, p, q}$ strongly affects the question of existence of solutions to 1.5 . In fact, this property is independent of $(p, q) \in \mathbb{R}^{2}$, whereas, for fixed $a$, the value of $T$ plays a fundamental role. For this reason, first of all, it is important to study the set

$$
\mathcal{T}_{a}:=\{T>0 \mid 1.6 \text { admits a nontrivial solution }\}
$$

More precisely, it is known that for every integer $j \geq 0$ the equation $\mathfrak{L}_{a} \varphi=0$ on $\mathbb{R} \times \mathbb{S}^{1}$ admits non null solutions of the form

$$
\begin{equation*}
\varphi(t, \theta)=w(t) \cos (j \theta) \quad \text { with } j \in \mathbb{N} \tag{1.7}
\end{equation*}
$$

where $w$ is an even solution of a certain ODE depending also on the parameter $a$ (see 2.4).
We need to understand the behavior of this kind of solutions and, in particular, the structure of the nodal set of $w(t)$, because zeros of $w(t)$, if any, are elements of $\mathcal{T}_{a}$ and correspond to the degeneracy case. In order to achieve this goal, we use also the Floquet theory, and we attain the following result.

Theorem 1.1 For every $a \in(-1,0) \cup(0, \infty)$ and for every $j \in \mathbb{N}$ let

$$
\begin{equation*}
\mathcal{T}_{a, j}:=\left\{T>0 \mid \exists \varphi \in C^{2}\left(\mathbb{R} \times \mathbb{S}^{1}\right) \backslash\{0\} \text { as in 1.7) s.t. } \mathfrak{L}_{a} \varphi=0 \text { on } \mathbb{R} \times \mathbb{S}^{1} \text { and } \varphi(T, \cdot)=0\right\} \tag{1.8}
\end{equation*}
$$

Then $\mathcal{T}_{a}=\bigcup_{j=0}^{\infty} \mathcal{T}_{a, j}$. Moreover:
(i) $\mathcal{T}_{a, 0}=\left\{T_{a, k}\right\}_{k=0}^{\infty}$ with $T_{a, k} \in\left(k \tau_{a},\left(k+\frac{1}{2}\right) \tau_{a}\right)$ for every $k \in \mathbb{N}$.
(ii) If $a<0$, then $\mathcal{T}_{a, j}=\varnothing$ for every $j \geq 1$ and $\mathcal{T}_{a}=\mathcal{T}_{a, 0}$.
(iii) If $a>0$, then $\mathcal{T}_{a, 1}=\left\{\left(k+\frac{1}{2}\right) \tau_{a}\right\}_{k=0}^{\infty}$ and $\mathcal{T}_{a, 0} \cap \mathcal{T}_{a, 1}=\varnothing$.
(iv) If $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right]$, then $\mathcal{T}_{a, j}=\varnothing$ for every $j \geq 2$ and $\mathcal{T}_{a}=\mathcal{T}_{a, 0} \cup \mathcal{T}_{a, 1}$.
(v) for every $j \geq 2$ there exists $a_{j}^{*}>0$ such that $\mathcal{T}_{a, j} \neq \emptyset$ for $a \geq a_{j}^{*}$.

In the description of the set $\mathcal{T}_{a}$ stated by Theorem 1.1 the most important subsets are $\mathcal{T}_{a, 0}$ and $\mathcal{T}_{a, 1}$, since they have a quite clear geometrical meaning. Indeed, if $T \notin \mathcal{T}_{a, 0}$, then, considering the class of surfaces $\Sigma_{a^{\prime}, T^{\prime}, p, q}$ with fixed $(p, q) \in \mathbb{R}^{2}$, and $\left(a^{\prime}, T^{\prime}\right)$ in a neighborhood of $(a, T)$, only the surface $\Sigma_{a, T, p, q}$ in this class has boundary consisting of the circles of radius $x_{a}(T)$, placed at a distance $2 z_{a}(T)$ (see Remark 3.2 . In other words, when $T \in \mathcal{T}_{a, 0}$, the surface $\Sigma_{a, T, p, q}$ is somehow less robust with respect to perturbations.

Regarding the set $\mathcal{T}_{a, 1}$, when $a>0$ and $T \in \mathcal{T}_{a, 1}$, the surfaces $\Sigma_{a, T, p, q}$ are sections of nodoids which at the boundary intersect the planes $\Pi_{-}$and $\Pi_{+}$tangentially. A tangential contact with the end planes may cause a loss of stability. In fact, as we will see, a perturbation of the mean curvature has some effect. Note that tangent intersections cannot occur with unduloids, and in fact $\mathcal{T}_{a, 1}$ is empty when $a<0$.

Now, we go back to problem (1.5) and we exhibit our main results about it. When $T \notin \mathcal{T}_{a}$ (nondegeneracy case) we can study 1.5 with the aid of the implicit function theorem and we obtain:

Theorem 1.2 Let $a \in(-1,0) \cup(0, \infty)$ and let $(\varepsilon, x, y, z) \mapsto H_{\varepsilon}(x, y, z)$ be a mapping in $C^{1}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ such that:

$$
\begin{gather*}
H_{0}(x, y, z)=1 \quad \forall(x, y, z) \in \mathbb{R}^{3},  \tag{1}\\
H_{\varepsilon}(x, y, z)=H_{\varepsilon}(x, y,-z) \quad \forall(x, y, z) \in \mathbb{R}^{3}, \forall \varepsilon \in \mathbb{R} \tag{2}
\end{gather*}
$$

(i) If $T \in(0, \infty) \backslash \mathcal{T}_{a}$, then for every $(p, q) \in \mathbb{R}^{2}$ there exist $\bar{\varepsilon}=\bar{\varepsilon}(a, T, p, q)>0$ and a mapping $\varepsilon \mapsto \varphi_{\varepsilon}$ in $C^{1}\left((-\bar{\varepsilon}, \bar{\varepsilon}), \mathcal{X}_{T}\right)$ with $\varphi_{0}=0$ and $\varphi_{\varepsilon}$ solving 1.5 for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$.
(ii) If, in addition, $H_{\varepsilon}$ is independent of $x$ and $y$, then the same result holds for every $T \in(0, \infty) \backslash \mathcal{T}_{a, 0}$ with $\varphi_{\varepsilon}$ depending just on $t$.

When $T \in \mathcal{T}_{a}$ (degeneracy case), the implicit function theorem does not work anymore because the operator $\mathfrak{L}_{a}$ has a non null kernel in $\mathcal{X}_{T}$. In this case different kind of results hold. When $T \in \mathcal{T}_{a, 0}$, in general, no solution of 1.5 exists. More precisely, recalling that $\mathcal{T}_{a, 0}=\left\{T_{a, k}\right\}_{k=0}^{\infty}$, we have:

Theorem 1.3 Let $a \in(-1,0) \cup(0, \infty),\left(p_{0}, q_{0}\right) \in \mathbb{R}^{2}$ and let $(\varepsilon, x, y, z) \mapsto H_{\varepsilon}(x, y, z)$ be a mapping in $C^{1}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ satisfying $\left(H_{1}\right)$.
(i) If $T=T_{a, 0}$ and

$$
\begin{equation*}
\left.\frac{\partial H_{\varepsilon}}{\partial \varepsilon}(x, y, z)\right|_{\varepsilon=0} \neq 0 \quad \forall(x, y, z) \in \mathbb{R}^{3} \tag{1.9}
\end{equation*}
$$

then there cannot exist $\bar{\varepsilon}>0$, a continuous mapping $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right) \in \mathbb{R}^{2}$ and a $C^{1}$-mapping $\varepsilon \mapsto \varphi_{\varepsilon} \in$ $C^{2}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)$ with $|\varepsilon| \leq \bar{\varepsilon}$, such that $\left.\left(p_{\varepsilon}, q_{\varepsilon}\right)\right|_{\varepsilon=0}=\left(p_{0}, q_{0}\right), \varphi_{0}=0$ and for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ the triple $\left(p_{\varepsilon}, q_{\varepsilon}, \varphi_{\varepsilon}\right)$ solves 1.5).
(ii) If $T=T_{a, k}, k \geq 1$, and

$$
\left.\int_{\left[-T_{a, k}, T_{a, k}\right] \times[-\pi, \pi]} x_{a}^{2} \bar{w}_{a, 0} \frac{\partial H_{\varepsilon}}{\partial \varepsilon}\left(X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)\right|_{\varepsilon=0} d t d \theta \neq 0
$$

where $\bar{w}_{a, 0}$ is a nontrivial even solution of 1.6 depending just on $t$, then the same conclusion as in (i) holds true.

In particular 1.9 holds true for $H_{\varepsilon}(x, y, z)=1+\varepsilon \widetilde{H}(x, y, z)$, with $\widetilde{H} \in C^{1}\left(\mathbb{R}^{3}\right)$ never vanishing.
We notice that nonexistence is proved without asking for any symmetry condition on $H_{\varepsilon}$ or on the solutions of 1.5 with respect to $t$. To show Theorem 1.3 we use the information stated in part $(i)$ of Theorem 1.1. Moreover, we consider a non null solution $\bar{w}_{a, 0}$ of $\mathfrak{L}_{a} \varphi=0$ on $\mathbb{R} \times \mathbb{S}^{1}$ of the form 1.7 with $j=0$. Testing the equation in 1.5 with $\bar{w}_{a, 0}$, writing down its expansion with respect to the smallness parameter $\varepsilon$, and analyzing carefully the different contributions coming from the right hand side and the left one, we obtain the result.

We point out that for $a \in(-1,0)$ Theorems 1.2 and 1.3 essentially cover all the cases, because, by Theorem 1.1 part (ii), either $T \notin \mathcal{T}_{a}$ or $T \in \mathcal{T}_{a, 0}$. When $a \in(0, \infty)$ the situation is different. In the degenerate case $\left(T \in \mathcal{T}_{a}\right)$, besides when $T \in \mathcal{T}_{a, 0}$, we can obtain some results only for $T \in \mathcal{T}_{a, 1}$, provided that $a$ is not too large. In this case we have:

Theorem 1.4 Let $a \in(0, \infty), T \in \mathcal{T}_{a, 1},\left(p_{0}, q_{0}\right) \in \mathbb{R}^{2}$, and let $H_{\varepsilon}(x, y, z)$ be a mapping in $C^{1}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ satisfying $\left(H_{1}\right)$. Let

$$
\widetilde{H}(x, y, z):=\left.\frac{\partial H_{\varepsilon}}{\partial \varepsilon}(x, y, z)\right|_{\varepsilon=0}
$$

and define

$$
\begin{equation*}
Q(x, y, z):=\frac{1}{2}\left(\int_{0}^{x} \widetilde{H}(s, y, z) d s, \int_{0}^{y} \widetilde{H}(x, s, z) d s, 0\right) \quad \forall(x, y, z) \in \mathbb{R}^{3} \tag{1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
M(p, q):=\int_{[-T, T] \times[-\pi, \pi]} Q\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) \cdot \partial_{t} X_{a} \wedge \partial_{\theta} X_{a} d t d \theta \quad \forall(p, q) \in \mathbb{R}^{2} \tag{1.11}
\end{equation*}
$$

(i) If there exist $\bar{\varepsilon}>0$, a $C^{0}$-mapping $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right) \in \mathbb{R}^{2}$ and a $C^{1}$-mapping $\varepsilon \mapsto \varphi_{\varepsilon} \in \mathcal{X}_{T}$ with $|\varepsilon|<\bar{\varepsilon}$, such that $\left.\left(p_{\varepsilon}, q_{\varepsilon}\right)\right|_{\varepsilon=0}=\left(p_{0}, q_{0}\right), \varphi_{0}=0$, and for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ the triple $\left(p_{\varepsilon}, q_{\varepsilon}, \varphi_{\varepsilon}\right)$ solves (1.5), then $\left(p_{0}, q_{0}\right)$ is a critical point of $M$.
(ii) If, in addition, $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right], H_{\varepsilon}$ satisfies also $\left(H_{2}\right)$ and

$$
\begin{equation*}
H_{\varepsilon}(x, y, z)=1+\varepsilon \widetilde{H}(x, y, z) \quad \forall(x, y, z) \in \mathbb{R}^{3} \tag{3}
\end{equation*}
$$

with $\widetilde{H} \in C^{2}\left(\mathbb{R}^{3}\right)$, and $\left(p_{0}, q_{0}\right) \in \mathbb{R}^{2}$ is a nondegenerate critical point of $M$, then there exist $\bar{\varepsilon}>0$, $C^{1}$-mappings $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right) \in \mathbb{R}^{2}, \varepsilon \mapsto \varphi_{\varepsilon} \in \mathcal{X}_{T}$ with $|\varepsilon|<\bar{\varepsilon}$, such that $\varphi_{0}=0$, and for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ the triple $\left(p_{\varepsilon}, q_{\varepsilon}, \varphi_{\varepsilon}\right)$ solves (1.5).

We point out that the mapping $M$ in 1.11) has the geometrical meaning of an algebraic, weighted volume of the body enclosed between $\Sigma_{a, T, p, q}$ and the planes of equation $z= \pm z_{a}(T)$, with a weight given by the perturbative part of $H_{\varepsilon}$, namely $\widetilde{H}(x, y, z)$.

The proof of Theorem 1.4 is based on the Lyapunov-Schmidt reduction, a technique which allows us to manage situations in which the linearized problem is defined by a Fredholm operator having a non null kernel. This is our case, since, when $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right]$ and $T \in \mathcal{T}_{a, 1} \backslash \mathcal{T}_{a, 0}$, the Jacobi operator $\mathfrak{L}_{a}$ turns out to have a two-dimensional kernel in $\mathcal{X}_{T}$. By the Lyapunov-Schmidt method we can solve 1.5 for small $|\varepsilon|$ and for every $(p, q) \in \mathbb{R}^{2}$, apart from a couple of Lagrange multipliers, say $\lambda_{1, \varepsilon}(p, q)$ and $\lambda_{2, \varepsilon}(p, q)$, which correspond exactly to a basis of $\operatorname{ker}\left(\mathfrak{L}_{a}\right)$ in the space $\mathcal{X}_{T}$.

In order to remove them, we exploit the variational nature of 1.5 . In fact, one can recognize that (1.5) is the Euler-Lagrange equation of a suitable energy functional in the space of parametric surfaces of annular type which are normal graphs of $\Sigma_{a, T, p, q}$ with fixed boundary, up to horizontal translations.

Roughly speaking, $\lambda_{1, \varepsilon}(p, q)$ and $\lambda_{2, \varepsilon}(p, q)$ can be eliminated by taking variations of the energy along translations of $\Sigma_{a, T, p, q}$ in the directions $\mathbf{e}_{1}$ and $\mathbf{e}_{2}$, respectively. The gradient of the function $M$ comes out as leading term, with respect to $\varepsilon$, of such variations. For this reason, solutions to (1.5) can exist just in correspondence of critical points of $M$. Viceversa, nondegeneracy of critical points of $M$ is a sufficient condition for existence of solutions of 1.5 .

We conclude with a couple of remarks: our results have some connections with those discussed in [18] but with some differences: also in 18, degeneracy/nondegeneracy of compact sections of symmetric nodoids is studied, but in the context of bifurcation phenomena for surfaces with constant mean curvature $H_{0}$. There, the value $H_{0}$ is not fixed and can vary with $T$. Here, we fix $H_{0}=1$ and add a possibly variable perturbation on the prescribed mean curvature, and this makes the difference and arises new, distinct results.

Finally, we observe that this study is part of a project which aims at constructing complete surfaces with prescribed, almost constant curvature, which cannot be detected in case of costant mean curvature. This kind of problem was first addressed in 4, looking for embedded compact surfaces with genus 1. However some mistakes were detected (see [3, 5]) and a correct proof of the result stated in [4] is not available, yet. The surfaces constructed in this work should be helping in this direction.

The paper is organized as follows: in Section 2 we introduce some notation and we study the Jacobi operator $\mathfrak{L}_{a}$. Each of the next sections contains the proof of each theorem stated before, in the order. Finally, two appendices supplement this work: the first one about the Jacobi elliptic functions, the second one concerning the volume functional.

## 2 Preliminaries

We start by listing some notations used throughout the paper.

- We denote by $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ the canonical basis and by $\wedge$ the exterior product in $\mathbb{R}^{3}$.
- If $(p, q) \in \mathbb{R}^{2}$ and $R>0$, then $B_{R}(p, q)$ is the ball of radius $R$ around $(p, q)$. If $(p, q)=(0,0)$ we simply write $B_{R}$.
- Given $T>0$, we define $\mathcal{R}_{T}:=[-T, T] \times[-\pi, \pi]$.
- By $C$ we denote generic constants, whose value may change from line to line.


### 2.1 Surfaces of annular type and mean curvature

By a surface of annular type we mean a surface $\Sigma$ in $\mathbb{R}^{3}$ parametrized by a sufficiently regular mapping $X: I \times \mathbb{S}^{1} \rightarrow \mathbb{R}^{3}$ where $I$ is an interval in $\mathbb{R}$. We identify $\mathbb{S}^{1}$ with $\mathbb{R} / 2 \pi \mathbb{Z}$ and we denote $(t, \theta)$ the pair of parameters. We always assume nice regularity, at least $C^{2}$, and, writing $X_{t}$ and $X_{\theta}$ the derivatives of $X$ with respect to $t$ and $\theta$, respectively, we also assume that $X_{t} \wedge X_{\theta} \neq 0$ at every $(t, \theta) \in I \times[-\pi, \pi]$. The normal vector to $\Sigma$ at a given point $X \in \Sigma$ is

$$
N:=\frac{X_{t} \wedge X_{\theta}}{\left|X_{t} \wedge X_{\theta}\right|} .
$$

The mean curvature of $\Sigma$ at $X \in \Sigma$, denoted by $\mathfrak{M}(X)$, is expressed in terms of the coefficients of the first and second fundamental form, in Gaussian notation,

$$
\begin{aligned}
& \mathcal{E}=\left|X_{t}\right|^{2}, \quad \mathcal{F}=X_{t} \cdot X_{\theta}, \mathcal{G}=\left|X_{\theta}\right|^{2} \\
& \mathcal{L}=X_{t t} \cdot N, \mathcal{M}=X_{t \theta} \cdot N, \\
& \mathcal{N}=X_{\theta \theta} \cdot N,
\end{aligned}
$$

as

$$
\mathfrak{M}=\frac{\mathcal{E N}-2 \mathcal{F} \mathcal{M}+\mathcal{G} \mathcal{L}}{2\left(\mathcal{E} \mathcal{G}-\mathcal{F}^{2}\right)}
$$

A surface of revolution $\Sigma$ in $\mathbb{R}^{3}$ with axis of revolution given by the $z$-axis is the image of a mapping $X: I \times \mathbb{S}^{1} \rightarrow \mathbb{R}^{3}$ of the form

$$
X(t, \theta)=\left[\begin{array}{c}
x(t) \cos \theta \\
x(t) \sin \theta \\
z(t)
\end{array}\right] \quad \forall(t, \theta) \in I \times[-\pi, \pi]
$$

where $x: I \rightarrow(0, \infty)$ and $z: I \rightarrow \mathbb{R}$ are mappings of class $C^{2}$. The curve $t \mapsto(x(t), 0, z(t))$, with $t \in I$, defines the generatrix of the surface $\Sigma$.

### 2.2 The Jacobi operator

Fixing $a \in(-1,0) \cup(0, \infty)$, the Jacobi operator $\mathfrak{L}_{a}$ corresponding to the Delaunay surface $\Sigma_{a}$ is defined as the linearized mean curvature operator around the parameterization 1.3 with respect to normal variations. More precisely, for every $\varphi \in C^{2}\left(\mathbb{R} \times \mathbb{S}^{1}\right)$ we set

$$
\begin{equation*}
\mathfrak{L}_{a} \varphi:=\left.\frac{\partial}{\partial s}\left[\mathfrak{M}\left(X_{a}+s \varphi N_{a}\right)\right]\right|_{s=0} \quad \text { where } \quad N_{a}:=\frac{\left(X_{a}\right)_{t} \wedge\left(X_{a}\right)_{\theta}}{\left|\left(X_{a}\right)_{t} \wedge\left(X_{a}\right)_{\theta}\right|} \tag{2.1}
\end{equation*}
$$

We point out that the definition of $\mathfrak{L}_{a} \varphi$ is well posed. Indeed, for every $\varphi \in C^{2}\left(\mathbb{R} \times \mathbb{S}^{1}\right)$, we have

$$
\begin{equation*}
\left(X_{a}+\varphi N_{a}\right)_{t} \wedge\left(X_{a}+\varphi N_{a}\right)_{\theta} \cdot N_{a}=x_{a}^{2}\left[1-2 \varphi+\frac{\varphi^{2}}{x_{a}^{2}}\left(x_{a}^{2}-\frac{\gamma_{a}^{2}}{x_{a}^{2}}\right)\right] \tag{2.2}
\end{equation*}
$$

Hence $\left[\left(X_{a}+s \varphi N_{a}\right)_{t} \wedge\left(X_{a}+s \varphi N_{a}\right)_{\theta}\right](t, \theta) \neq 0$ for $|s|$ small enough, depending on $a, \varphi,(t, \theta)$, which allows us to write $\mathfrak{M}\left(X_{a}+s \varphi N_{a}\right)(t, \theta)$ for $|s|$ small, and to compute its derivative at $s=0$.

Proposition 2.1 It holds

$$
\mathfrak{L}_{a} \varphi=\frac{1}{2 x_{a}^{2}}\left(\Delta \varphi+2 p_{a} \varphi\right)
$$

where

$$
p_{a}(t):=x_{a}^{2}(t)+\frac{\gamma_{a}^{2}}{x_{a}^{2}(t)}, \quad \gamma_{a}:=a(a+1)
$$

and $\Delta=\partial_{t t}+\partial_{\theta \theta}$.

We refer to [4, Lemma 3.1] for a proof.
Remark 2.2 By definition, $p_{a}$ is even and $2 \tau_{a}$-periodic. Moreover, by means of (1.1), 1.2) we see that $p_{a}$ satisfies the equation

$$
p_{a}^{\prime \prime}=2\left[2\left(1+2 \gamma_{a}\right) p_{a}-3 p_{a}^{2}+4 \gamma_{a}^{2}\right]
$$

Then, recalling that $\min \{1+a,|a|\} \leq x_{a}(t) \leq \max \{1+a,|a|\}$ for every $t \in \mathbb{R}$, where $x_{a}(0)=1+a$ and $x_{a}\left(\tau_{a}\right)=|a|$, by a standard argument on autonomous second order ODEs we infer that the fundamental period of $p_{a}$ is actually $\tau_{a}$ and that

$$
\begin{equation*}
\max _{t \in \mathbb{R}} p_{a}=p_{a}(0)=1+2 \gamma_{a}, \quad \min _{t \in \mathbb{R}} p_{a}=p_{a}\left(\frac{\tau_{a}}{2}\right)=2\left|\gamma_{a}\right| \tag{2.3}
\end{equation*}
$$

### 2.3 Fundamental solutions of the linearized problem

Fix $a \in(-1,0) \cup(0, \infty)$ and $T>0$. Let $\varphi \in C^{2}\left([-T, T] \times \mathbb{S}^{1}\right)$ be such that

$$
\begin{gathered}
\varphi(t, \theta)=w(t) \cos (j \theta) \text { for some } j \in \mathbb{N} \\
\varphi( \pm T, \cdot)=0, \quad \varphi(t, \cdot)=\varphi(-t, \cdot)
\end{gathered}
$$

Then $\mathfrak{L}_{a} \varphi=0$ if and only if $w \in C^{2}([-T, T])$ is even and solves

$$
\left\{\begin{array}{l}
w^{\prime \prime}=\left(j^{2}-2 p_{a}\right) w \quad \text { in } \quad(-T, T)  \tag{2.4}\\
w( \pm T)=0
\end{array}\right.
$$

Our goal is to determine whether, for any fixed couple $a, j$, there exist some $T>0$ such that 2.4 admits a nontrivial even solution. To this aim, it seems convenient to begin by studying the nodal set of the solutions to the more general equation

$$
\begin{equation*}
u^{\prime \prime}=q u \quad \text { in } \mathbb{R} \tag{2.5}
\end{equation*}
$$

without imposing any boundary condition. Here, we assume that $q \in C^{0}(\mathbb{R})$ is even and $\tau$-periodic. By well known results every solution to $\sqrt{2.5}$ is a linear combination of the principal fundamental solutions $w, v \in C^{2}(\mathbb{R})$ which satisfy

$$
\left\{\begin{array} { l } 
{ w ( 0 ) = 1 } \\
{ w ^ { \prime } ( 0 ) = 0 , }
\end{array} \quad \left\{\begin{array}{l}
v(0)=0 \\
v^{\prime}(0)=1
\end{array}\right.\right.
$$

Since $q$ is even, we have that $w$ is even and $v$ is odd.
Remark 2.3 Applying Floquet Theory to Hill's equation (see e.g. [6, Section 2.4.2]) one obtains a partial characterization of $w$ and $v$. Indeed, there exist $r, s: \mathbb{R} \rightarrow \mathbb{R}$, with $r$ even and $s$ odd, such that exactly one of the following alternatives holds true:
(i) $r$ and $s$ are both either $\tau$-periodic or $2 \tau$-periodic, and there exists $\mu>0$ such that

$$
\begin{aligned}
& w(t)=r(t) \cosh (\mu t)+s(t) \sinh (\mu t) \\
& v(t)=r(t) \sinh (\mu t)+s(t) \cosh (\mu t)
\end{aligned}
$$

(ii) $r$ and $s$ are both either $\tau$-periodic or $2 \tau$-periodic, and there exists $\lambda \in \mathbb{R}$ such that

$$
\begin{aligned}
& w(t)=r(t) \\
& v(t)=s(t)+\lambda \operatorname{tr}(t)
\end{aligned}
$$

(iii) $r$ and $s$ are both either $\tau$-periodic or $2 \tau$-periodic, and there exists $\lambda \in \mathbb{R}$ such that

$$
\begin{aligned}
& w(t)=r(t)+\lambda t s(t) \\
& v(t)=s(t)
\end{aligned}
$$

(iv) $r$ and $s$ are both $\tau$-periodic and there exists $0<\sigma<\frac{\pi}{\tau}$ such that

$$
\begin{aligned}
& w(t)=r(t) \cos (\sigma t)-s(t) \sin (\sigma t) \\
& v(t)=r(t) \sin (\sigma t)+s(t) \cos (\sigma t)
\end{aligned}
$$

Lemma 2.4 Let $q \in C^{0}(\mathbb{R})$ be a even $\tau$-periodic function, and let $w$ be the even principal fundamental solutions of $u^{\prime \prime}=q u$ in $\mathbb{R}$.
(i) If

$$
\begin{equation*}
\frac{1}{\tau} \int_{0}^{\tau} q d t<0 \tag{2.6}
\end{equation*}
$$

then there exists $T>0$ such that $w( \pm T)=0$.
(ii) If $w(\alpha)=w(\beta)=0$ for some $\alpha, \beta \in \mathbb{R}$ with $\alpha<\beta$, then

$$
q^{-} \not \equiv 0
$$

where $q^{-}=\max \{-q, 0\}$ is the negative part of $q$. Moreover

$$
\beta-\alpha \geq \pi\left(\max _{t \in[0, \tau]} q^{-}(t)\right)^{-\frac{1}{2}}
$$

Proof. Let us prove ( $i$ ). Assume that 2.6 holds, and suppose by contradiction that $w \neq 0$ for every $t \in \mathbb{R}$, that is, $w>0$ on $\mathbb{R}$ (because $w(0)=1$ ). Fix $s>0$. Since $w>0$ and $w^{\prime}(0)=0$, from 2.5 we find

$$
\int_{0}^{s} q(\xi) d \xi=\int_{0}^{s} w^{-1}(\xi) w^{\prime \prime}(\xi) d \xi=w(s)^{-1} w^{\prime}(s)+\int_{0}^{s}\left(w^{-1}(\xi) w^{\prime}(\xi)\right)^{2} d \xi
$$

Let $k_{s} \in \mathbb{N}$ be the integer part of $\tau^{-1} s$, so that $s \in\left[k_{s} \tau,\left(k_{s}+1\right) \tau\right)$. Being $q \tau$-periodic, we get

$$
w(s)^{-1} w^{\prime}(s)<\sum_{i=0}^{k_{s}-1} \int_{i \tau}^{(i+1) \tau} q(\xi) d \xi+\int_{k_{s} \tau}^{s} q(\xi) d \xi \leq \tau I k_{s}+\left(s-k_{s} \tau\right) \max _{\xi \in[0, \tau]} q(\xi)
$$

where we set $I:=\tau^{-1} \int_{0}^{\tau} q(\xi) d \xi$. Thus, using that $s<\left(k_{s}+1\right) \tau$, we obtain

$$
\begin{equation*}
w(s)^{-1} w^{\prime}(s)<\tau\left(I k_{s}+\max _{\xi \in[0, \tau]} q(\xi)\right), \quad \text { for any } s>0 \tag{2.7}
\end{equation*}
$$

Let $t>0$. Integrating 2.7 over $[0, t]$ we find

$$
0<w(t) \leq e^{\tau\left(I \int_{0}^{t} k_{s} d s+t \max _{\xi \in[0, \tau]} q(\xi)\right)} \quad \text { for any } t>0
$$

where we used that $w(0)=1$. Now, an explicit computation shows that

$$
I \int_{0}^{t} k_{s} d s+t \max _{\xi \in[0, \tau]} q(\xi)=\frac{I}{2}\left(\tau k_{t}\right)^{2}(1+o(1)) \quad \text { as } t \rightarrow \infty
$$

thus, since by assumption $I<0$, we infer that

$$
\begin{equation*}
w(t) \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{2.8}
\end{equation*}
$$

To complete the proof of $(i)$ we argue by exhaustion. Consider the sequence $a_{n}:=w(2 \tau n), n \in \mathbb{N}$ and suppose that $w$ is as in Remark 2.3 , (i). Since $r$ and $s$ are at least $2 \tau$-periodic, $s$ is odd, and $w(0)=1$, then $a_{n}=\cosh (2 \tau \mu n)$, which implies that $\lim \sup _{t \rightarrow \infty} w=\infty$, contradicting 2.8. Similarly, if $w$ is as in Remark 2.3, (ii) - (iii), we get that $a_{n}=1$, again a contradiction. Finally, let $w$ be as in Remark 2.3 , (iv). Arguing as before, we have

$$
a_{n}=r(2 \tau n) \cos (2 \tau \sigma n)+s(2 \tau n) \sin (2 \tau \sigma n)=\cos (2 \tau \sigma n)
$$

We now distinguish two cases: if $\frac{\tau \sigma}{\pi} \in \mathbb{Q}$, then we can extract a subsequence such that $a_{n}=1$, again a contradiction. On the other hand if $\frac{\tau \sigma}{\pi} \in \mathbb{R} \backslash \mathbb{Q}$ then $a_{n}$ is dense in $[-1,1]$. In particular there exists some $n_{0}$ such that $a_{n_{0}}=w\left(2 \tau n_{0}\right)<0$. Hence, also in this case we obtain a contradiction, since we are assuming $w>0$. The proof of $(i)$ is complete.

Let now prove (ii). Testing $\sqrt{2.5}$ with $w$ and integrating by parts we obtain

$$
0=\int_{\alpha}^{\beta}\left|w^{\prime}\right|^{2} d t+\int_{\alpha}^{\beta} q|w|^{2} d t
$$

By the one dimensional Poincaré inequality we have

$$
\int_{\alpha}^{\beta}\left|w^{\prime}\right|^{2} d t \geq\left((\beta-\alpha)^{-1} \pi\right)^{2} \int_{\alpha}^{\beta}|w|^{2} d t
$$

thus we find

$$
0 \geq\left[\left((\beta-\alpha)^{-1} \pi\right)^{2}+\min _{[0, \tau]} q\right] \int_{\alpha}^{\beta}|w|^{2} d t
$$

that is,

$$
0<\left((\beta-\alpha)^{-1} \pi\right)^{2} \leq-\min _{[0, \tau]} q=\max _{[0, \tau]} q^{-}
$$

and (ii) easily follows. The Lemma is proved.
We now focus on the equation (compare with 2.4)

$$
\begin{equation*}
u^{\prime \prime}=\left(j^{2}-2 p_{a}\right) u \quad \text { in } \mathbb{R} \tag{2.9}
\end{equation*}
$$

As next Lemma shows, solutions to 2.9) are completely known when $j=0,1$, see [4, Lemma 4.3].
Lemma 2.5 Let $a \in(-1,0) \cup(0, \infty)$.
(i) Set

$$
w_{a, 0}:=\left\{\begin{array}{ll}
-\frac{z_{a}^{\prime}}{x_{a}} \frac{\partial x_{a}}{\partial a}+\frac{x_{a}^{\prime}}{x_{a}} \frac{\partial z_{a}}{\partial a} & \text { if } a \neq-\frac{1}{2}, \\
-\cos (t) & \text { if } a=-\frac{1}{2},
\end{array} \quad v_{a, 0}:= \begin{cases}\frac{x_{a}^{\prime}}{x_{a}}, & \text { if } a \neq-\frac{1}{2} \\
-\sin (t) & \text { if } a=-\frac{1}{2}\end{cases}\right.
$$

Then every solution to $u^{\prime \prime}=-2 p_{a} u$ in $\mathbb{R}$ is a linear combination of $w_{a, 0}$ and $v_{a, 0}$. Moreover, $w_{a, 0}$ is even and such that $w_{a, 0}(0)=-1$ while $v_{a, 0}$ is odd.
(ii) Set

$$
w_{a, 1}:=\frac{z_{a}^{\prime}}{x_{a}}, \quad v_{a, 1}:=\frac{x_{a} x_{a}^{\prime}+z_{a} z_{a}^{\prime}}{x_{a}}
$$

Then every solution to $u^{\prime \prime}=\left(1-2 p_{a}\right) u$ in $\mathbb{R}$ is a linear combinations of $w_{a, 1}$ and $v_{a, 1}$. Moreover, $w_{a, 1}$ is even and such that $w_{a, 1}(0)=1$ while $v_{a, 1}$ is odd.

In general, given $j \in \mathbb{N}$ we denote by $w_{a, j}$ the unique solution to the Cauchy problem

$$
\left\{\begin{array}{l}
w_{a, j}^{\prime \prime}=\left(j^{2}-2 p_{a}\right) w_{a, j} \quad \text { in } \mathbb{R}  \tag{2.10}\\
w_{a, j}(0)=(-1)^{j+1} \\
w_{a, j}^{\prime}(0)=0
\end{array}\right.
$$

Clearly, since $j^{2}-2 p_{a}$ is even, $w_{a, j}$ is even. Moreover, any even solution to 2.9 is proportional to $w_{a, j}$. As a straightforward consequence of Lemma 2.4 we obtain the following.

Corollary 2.6 Let $a \in(-1,0) \cup(0, \infty)$ and $j \geq 2$.
(i) If

$$
\begin{equation*}
j^{2} \geq 2\left(1+2 \gamma_{a}\right) \tag{2.11}
\end{equation*}
$$

then $w_{a, j}(t) \neq 0$ for every $t \in \mathbb{R}$.
(ii) If

$$
j^{2}<4\left|\gamma_{a}\right|
$$

then there exists $T>0$ such that $w_{a, j}( \pm T)=0$.
Proof. Let us prove ( $i$. Assume by contradiction that there exists $T>0$ such that $w_{a, j}(T)=0$. Since $w_{a, j}$ is even, we have $w_{a, j}(T)=w_{a, j}(-T)=0$. Hence, by Lemma 2.4, (ii), with $q=j^{2}-2 p_{a}$ we infer that $j^{2}-2 p_{a}\left(t_{*}\right)<0$ for some $t_{*} \in\left[0, \tau_{a}\right]$. On the other hand, by 2.3) and 2.11 it holds

$$
j^{2}-2 p_{a} \geq j^{2}-2\left(1+2 \gamma_{a}\right) \geq 0
$$

a contradiction.
As for (ii), again by Remark 2.2 we infer

$$
\frac{1}{\tau_{a}} \int_{0}^{\tau_{a}}\left(j^{2}-2 p_{a}\right) d t \leq j^{2}-4\left|\gamma_{a}\right|
$$

Applying Lemma 2.4, (i) with $q=j^{2}-2 p_{a}$ we get the result.
Next Lemma provides an explicit formula for $w_{a, 0}$.
Lemma 2.7 Let $a \in(-1,0) \cup(0, \infty) \backslash\left\{-\frac{1}{2}\right\}$. For any $t \in \mathbb{R}$ it holds

$$
\begin{equation*}
w_{a, 0}(t)=\frac{1}{1+2 a}\left[1+2 \gamma_{a}-2 x_{a}^{2}(t)+\frac{x_{a}^{\prime}(t)}{x_{a}(t)}\left(2 z_{a}(t)-t\right)\right] \tag{2.12}
\end{equation*}
$$

Proof. The result can be checked directly, by showing that both $w_{a, 0}$ and the right-hand side of 2.12) solve $u^{\prime \prime}=-2 p_{a} u$ in $\mathbb{R}$ with the initial conditions $u(0)=-1, u^{\prime}(0)=0$.

Nevertheless, we also provide a constructive proof. To this goal, it is useful to recall the relation between $x_{a}$ and Jacobi elliptic functions. By using and adapting [3, Proof of Lemma 2.3], one can see that for any $t \in \mathbb{R}$ it holds

$$
x_{a}(t)= \begin{cases}(1+a) \operatorname{dn}\left((1+a) t \mid m_{a}\right), & \text { if } a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty)  \tag{2.13}\\ |a| \operatorname{dn}\left(|a|\left(t-\tau_{a}\right) \mid m_{a}\right), & \text { if } a \in\left(-1,-\frac{1}{2}\right)\end{cases}
$$

where $\operatorname{dn}(s \mid m)$ is the Delta Amplitude function (see Appendix A) with parameter

$$
m_{a}:= \begin{cases}1-\frac{a^{2}}{(1+a)^{2}} & \text { if } a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty) \\ 1-\frac{(1+a)^{2}}{a^{2}} & \text { if } a \in\left(-1,-\frac{1}{2}\right)\end{cases}
$$

Moreover, we recall that

$$
K(m)=\int_{0}^{\pi / 2} \frac{1}{\sqrt{1-m \sin ^{2} \theta}} d \theta \quad E(m)=\int_{0}^{\pi / 2} \sqrt{1-m \sin ^{2} \theta} d \theta, \quad m \in[0,1)
$$

are, respectively, the complete elliptic integrals of the first and second kind and that it holds (again, one can argue as in [3, Proof of Lemma 2.3])

$$
\tau_{a}= \begin{cases}\frac{K\left(m_{a}\right)}{1+a} & \text { if } a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty)  \tag{2.14}\\ \frac{K\left(m_{a}\right)}{|a|} & \text { if } a \in\left(-1,-\frac{1}{2}\right)\end{cases}
$$

Finally, using 2.13, 2.14 and A.8, we easily see that

$$
\int_{0}^{\tau_{a}} x_{a}^{2} d s= \begin{cases}(1+a) E\left(m_{a}\right) & \text { if } a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty)  \tag{2.15}\\ |a| E\left(m_{a}\right), & \text { if } a \in\left(-1,-\frac{1}{2}\right)\end{cases}
$$

We are now in the position to compute the derivative of $x_{a}$ with respect to $a$. First we assume that $a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty)$, and use the first representation in 2.13. Thus we get

$$
\begin{align*}
\frac{\partial x_{a}}{\partial a}(t)=\operatorname{dn}\left((1+a) t \mid m_{a}\right) & +\left.(1+a) t \frac{\partial}{\partial s}[\operatorname{dn}(s \mid m)]\right|_{(s, m)=\left((1+a) t, m_{a}\right)}  \tag{2.16}\\
& -\left.\frac{a}{1+2 a} 2 m_{a} \frac{\partial}{\partial m}[\operatorname{dn}(s \mid m)]\right|_{(s, m)=\left((1+a) t, m_{a}\right)}
\end{align*}
$$

From 2.13 we have

$$
\begin{equation*}
\left.\frac{\partial}{\partial s}[\operatorname{dn}(s \mid m)]\right|_{(s, m)=\left((1+a) t, m_{a}\right)}=\frac{x_{a}^{\prime}(t)}{(1+a)^{2}} \tag{2.17}
\end{equation*}
$$

Moreover, using A.9, 2.17) and recalling that $1-m_{a}=(1+a)^{-2} a^{2}$, we find

$$
\begin{align*}
\left.2 m_{a} \frac{\partial}{\partial m}[\operatorname{dn}(s \mid m)]\right|_{(s, m)=\left((1+a) t, m_{a}\right)} & =\frac{x_{a}(t)}{1+a}-\frac{1+a}{x_{a}(t)}+\frac{x_{a}^{\prime}(t)}{1+a} t  \tag{2.18}\\
& -\frac{\left(x_{a}^{\prime}(t)\right)^{2}}{a^{2}(1+a) x_{a}(t)}-\frac{x_{a}^{\prime}(t)}{a^{2}} \int_{0}^{(1+a) t} \operatorname{dn}\left(\tau \mid m_{a}\right)^{2} d \tau
\end{align*}
$$

Now, from (1.1) we have that

$$
\begin{equation*}
z_{a}(t)=\int_{0}^{t} x_{a}^{2}(s) d s-\gamma_{a} t \tag{2.19}
\end{equation*}
$$

As a consequence, using also the change of variables $\tau=(1+a) s$ we get

$$
\begin{equation*}
\int_{0}^{(1+a) t} \operatorname{dn}\left(\tau \mid m_{a}\right)^{2} d \tau=(1+a) \int_{0}^{t}\left(\operatorname{dn}\left((1+a) s \mid m_{a}\right)^{2} d s=\frac{1}{1+a} \int_{0}^{t} x_{a}^{2}(s) d s=\frac{z_{a}(t)+\gamma_{a} t}{1+a}\right. \tag{2.20}
\end{equation*}
$$

Putting together (2.16-2.18 and 2.20 we find

$$
\begin{aligned}
\frac{\partial x_{a}}{\partial a}(t) & =\frac{x_{a}(t)}{1+a}+\frac{x_{a}^{\prime}(t)}{1+a} t \\
& -\frac{a}{1+2 a}\left(\frac{x_{a}(t)}{1+a}-\frac{1+a}{x_{a}(t)}+\frac{x_{a}^{\prime}(t)}{1+a} t-\frac{\left(x_{a}^{\prime}(t)\right)^{2}}{a^{2}(1+a) x_{a}(t)}-\frac{x_{a}^{\prime}(t)\left(z_{a}(t)+\gamma_{a} t\right)}{a^{2}(1+a)}\right)
\end{aligned}
$$

Exploiting (1.1) and 1.2 we obtain the chain of equalities

$$
\begin{equation*}
\left(x_{a}^{\prime}\right)^{2}=x_{a}^{2}-\left(z_{a}^{\prime}\right)^{2}=\left(1+2 \gamma_{a}\right) x_{a}^{2}-x_{a}^{4}-\gamma_{a}^{2}=\left(1+\gamma_{a}-z_{a}^{\prime}\right) x_{a}^{2}-\gamma_{a}^{2} \tag{2.21}
\end{equation*}
$$

Thus, using 2.21 and performing some standard computations we get

$$
\begin{equation*}
\frac{\partial x_{a}}{\partial a}(t)=\frac{1}{\gamma_{a}(1+2 a)}\left[\left(1+2 \gamma_{a}\right) x_{a}(t)+2 \gamma_{a} x_{a}^{\prime}(t) t+x_{a}^{\prime}(t) z_{a}(t)-x_{a}(t) z_{a}^{\prime}(t)\right] \tag{2.22}
\end{equation*}
$$

which conclude the computation of $\frac{\partial x_{a}}{\partial a}$ when $a \in\left(-\frac{1}{2}, 0\right) \cup(0, \infty)$.
Let now $a \in\left(-1,-\frac{1}{2}\right)$. Here we have to use the second representation in 2.13. Nevertheless, we can argue as before, with some obvious modifications and paying attention to the further technical issue due to the presence of $\tau_{a}$ in the representation of $x_{a}$. We omit the details: we limit ourselves to point out that, in order to overcome the additional difficulty, one needs to take 2.15 into account and use that

$$
\frac{\partial \tau_{a}}{\partial a}=\frac{(1+a) K\left(m_{a}\right)+a E\left(m_{a}\right)}{(1+2 a) \gamma_{a}}
$$

which can be obtained by direct computation by means of 2.14 and, for instance, [8, Eq. 19.4.1]. In the end, also in this case 2.22 holds.

Next we compute the derivative of $z_{a}$ with respect to $a$. To ease the notation, from now on we avoid to explicitly state the variables when denoting a function. Differentiating 2.19 with respect to $a$, exploiting (2.21, 2.22) and integrating by parts we get

$$
\begin{align*}
\frac{\partial z_{a}}{\partial a} & =2 \int_{0}^{t} x_{a} \frac{\partial x_{a}}{\partial a} d s-(1+2 a) t \\
& =\frac{2+5 \gamma_{a}}{\gamma_{a}(1+2 a)} \int_{0}^{t} x_{a}^{2} d s+\frac{1}{\gamma_{a}(1+2 a)}\left(2 \gamma_{a} x_{a}^{2} t+x_{a}^{2} z_{a}-3 \int_{0}^{t} x_{a}^{4} d s\right)-(1+2 a) t \tag{2.23}
\end{align*}
$$

To compute the integral of $x_{a}^{4}$ we first notice that by (1.1) it holds

$$
\int_{0}^{t} x_{a} x_{a}^{\prime \prime} d s=\left(1+2 \gamma_{a}\right) \int_{0}^{t} x_{a}^{2} d s-2 \int_{0}^{t} x_{a}^{4} d s
$$

On the other hand, integrating by parts and using 2.21) we get

$$
\int_{0}^{t} x_{a} x_{a}^{\prime \prime} d s=x_{a} x_{a}^{\prime}-\int_{0}^{t}\left(x_{a}^{\prime}\right)^{2} d s=x_{a} x_{a}^{\prime}-\left(1+2 \gamma_{a}\right) \int_{0}^{t} x_{a}^{2} d s+\int_{0}^{t} x_{a}^{4} d s+\gamma_{a}^{2} t
$$

Comparing these expressions we find

$$
\begin{equation*}
3 \int_{0}^{t} x_{a}^{4} d s=2\left(1+2 \gamma_{a}\right) \int_{0}^{t} x_{a}^{2} d s-x_{a} x_{a}^{\prime}-\gamma_{a}^{2} t \tag{2.24}
\end{equation*}
$$

Plugging (2.24) into 2.23 we find

$$
\frac{\partial z_{a}}{\partial a}=\frac{1}{1+2 a} \int_{0}^{t} x_{a}^{2} d s+\frac{1}{\gamma_{a}(1+2 a)}\left(2 \gamma_{a} x_{a}^{2} t+x_{a}^{2} z_{a}+x_{a} x_{a}^{\prime}+\gamma_{a}^{2} t\right)-(1+2 a) t
$$

Finally, using 2.19 and 2.21, after some elementary computations and we get

$$
\begin{equation*}
\frac{\partial z_{a}}{\partial a}=\frac{1}{\gamma_{a}(1+2 a)}\left[2 \gamma_{a} z_{a}+2 \gamma_{a} z_{a}^{\prime} t-\gamma_{a} t+x_{a} x_{a}^{\prime}+z_{a} z_{a}^{\prime}\right] \tag{2.25}
\end{equation*}
$$

We are in position to complete the proof. Putting 2.22 and 2.25 in the expression of $w_{a, 0}$ (see Lemma 2.5 and regrouping the terms we infer that

$$
w_{a, 0}=\frac{1}{1+2 a}\left[\frac{\left(z_{a}^{\prime}\right)^{2}+\left(x_{a}^{\prime}\right)^{2}-\left(1+2 \gamma_{a}\right) z_{a}^{\prime}}{\gamma_{a}}+\frac{x_{a}^{\prime}}{x_{a}}\left(2 z_{a}-t\right)\right]
$$

The conclusion easily follows by (1.1) and 1.2 .

## 3 Proof of Theorem 1.1

In this Section we prove Theorem 1.1. We begin with a preliminary result. Recalling the definition of $w_{a, j}$ (see Lemma 2.5 and 2.10 ) we can rewrite the sets 1.8 as

$$
\mathcal{T}_{a, j}=\left\{t>0 \mid w_{a, j}(t)=0\right\}, \quad j \in \mathbb{N} .
$$

Concerning $\mathcal{T}_{a, 0}, \mathcal{T}_{a, 1}$ and their relationship, we have the following.
Lemma 3.1 Let $a \in(-1,0) \cup(0, \infty)$.
(i) If $a=-\frac{1}{2}$, then $\mathcal{T}_{a, 0}=\left\{\left(k+\frac{1}{2}\right) \pi\right\}_{k=0}^{\infty}$. If $a \neq-\frac{1}{2}$, then $\mathcal{T}_{a, 0}=\left\{T_{a, k}\right\}_{k=0}^{\infty}$, where

$$
k \tau_{a}<T_{a, k}<\left(k+\frac{1}{2}\right) \tau_{a}, \quad \text { for every } k \in \mathbb{N}
$$

(ii) If $a \in(-1,0)$, then $\mathcal{T}_{a, 1}=\emptyset$. If $a \in(0, \infty)$, then $\mathcal{T}_{a, 1}=\left\{\left(k+\frac{1}{2}\right) \tau_{a}\right\}_{k=0}^{\infty}$.
(iii) $\mathcal{T}_{a, 0} \cap \mathcal{T}_{a, 1}=\emptyset$.

Proof. We begin by proving (ii) and (iii). Using the definition of $w_{a, 1}$ (see Lemma 2.5) and 1.1), it is easy to see that $w_{a, 1}>0$ when $a \in(-1,0)$. Therefore $\mathcal{T}_{a, 1}=\emptyset$ and thus $\mathcal{T}_{a, 0} \cap \mathcal{T}_{a, 1}=\emptyset$ is trivial in this case.

Assume now that $a>0$. Using Remark 2.2 one can see that both $w_{a, 1}(t)$ and $-w_{a, 1}\left(t+\tau_{a}\right)$ solve $u^{\prime \prime}=\left(1-2 p_{a}\right) u$ in $\mathbb{R}$ with initial conditions $u(0)=-1, u^{\prime}(0)=0$. Therefore $w_{a, 1}(t)+w_{a, 1}\left(t+\tau_{a}\right)=0$ for every $t \in \mathbb{R}$. By taking $t=-\frac{\tau_{a}}{2}$ and using the symmetry of $w_{a, 1}$ we get

$$
w_{a, 1}\left(\frac{\tau_{a}}{2}\right)=w_{a, 1}\left(-\frac{\tau_{a}}{2}\right)=0
$$

thus from the periodicity of $w_{a, 1}$ we infer that $\left\{\left(k+\frac{1}{2}\right) \tau_{a}\right\}_{k=0}^{\infty} \subseteq \mathcal{T}_{a, 1}$. On the other hand, since

$$
w_{a, 1}^{\prime}(t)=x_{a}^{\prime}(t)\left(1+\frac{\gamma_{a}}{x_{a}^{2}(t)}\right)
$$

we have that $w_{a, 1}$ is monotone decreasing in $\left(0, \tau_{a}\right)$ and monotone increasing in $\left(\tau_{a}, 2 \tau_{a}\right)$. Hence, since $w_{a, 1}(0)=1$, it follows that $w_{a, 1}$ has at most one zero in $\left(0, \tau_{a}\right)$, and at most one zero in $\left(\tau_{a}, 2 \tau_{a}\right)$. Now, observing that $w_{a, 1}\left(\frac{\tau_{a}}{2}\right)=w_{a, 1}\left(\frac{3 \tau_{a}}{2}\right)=0$, and using the periodicity of $w_{a, 1}$ we infer that $\mathcal{T}_{a, 1} \subseteq$ $\left\{\left(k+\frac{1}{2}\right) \tau_{a}\right\}_{k=0}^{\infty}$ and (ii) follows.

Let us set $t_{k}:=\left(k+\frac{1}{2}\right) \tau_{a}, k \in \mathbb{N}$. Since $w_{a, 1}\left(t_{k}\right)=0$ and $x_{a}(t)>0$ for any $t \in \mathbb{R}$, we immediately get that $z_{a}^{\prime}\left(t_{k}\right)=0$ and $x_{a}^{2}\left(t_{k}\right)=\gamma_{a}$. Thus, by 1.2 we find that $x_{a}\left(t_{k}\right)=\left|x_{a}^{\prime}\left(t_{k}\right)\right|$. Recalling that $x_{a}^{\prime}(t)<0$ whenever $t \in \bigcup_{n \in \mathbb{N}}\left(2 n \tau_{a},(2 n+1) \tau_{a}\right)$, we infer that

$$
\frac{x_{a}^{\prime}\left(t_{k}\right)}{x_{a}\left(t_{k}\right)}=(-1)^{k+1}
$$

Then, by Lemma 2.5 and 2.25 we obtain

$$
w_{a, 0}\left(t_{k}\right)=(-1)^{k+1} \frac{x_{a}\left(t_{k}\right) x_{a}^{\prime}\left(t_{k}\right)+2 \gamma_{a} z_{a}\left(t_{k}\right)-\gamma_{a} t_{k}}{\gamma_{a}(1+2 a)}=\frac{(-1)^{k+1}}{1+2 a}\left(\frac{x_{a}^{\prime}\left(t_{k}\right)}{x_{a}\left(t_{k}\right)}+2 z_{a}\left(t_{k}\right)-t_{k}\right) .
$$

Let us define

$$
f(t)=\frac{x_{a}^{\prime}(t)}{x_{a}(t)}+2 z_{a}-t, \quad t \in \mathbb{R}
$$

By the previous discussion, we have that $w_{a, 0}\left(t_{k}\right)=0$ if and only if $f\left(t_{k}\right)=0$. Using (1.1) and 1.2 we see that $f(0)=0$ and

$$
f^{\prime}(t)=p_{a}(t)-\left(1+2 \gamma_{a}\right) .
$$

Hence, thanks to Remark 2.2 we get that $f^{\prime}(t) \leq 0$ for every $t \in \mathbb{R}$, and $f^{\prime}(t)=0$ if and only if $t=n \tau_{a}$ for some $n \in \mathbb{Z}$. As a consequence we have that $f(t)=0$ if and only if $t=0$. Therefore $w_{a, 0}\left(t_{k}\right) \neq 0$ for any $k \in \mathbb{N}$ and thus $\mathcal{T}_{a, 0} \cap \mathcal{T}_{a, 1}=\emptyset$. The proof of (iii) is complete.

As for $(i)$, if $a=-\frac{1}{2}$ the conclusion follows immediately by Lemma 2.5. Let then $a \in(-1,0) \cup(0,+\infty)$ with $a \neq-\frac{1}{2}$. As a further consequence of the proof of $(i i)$ we have that

$$
w_{a, 0}\left(\left(k+\frac{1}{2}\right) \tau_{a}\right)=(-1)^{k}\left|w_{a, 0}\left(\left(k+\frac{1}{2}\right) \tau_{a}\right)\right|, \quad \text { for any } k \in \mathbb{N}
$$

Moreover, by means of Lemma 2.7 we can compute

$$
w_{a, 0}\left(k \tau_{a}\right)=\frac{1}{1+2 a}\left[1+2 \gamma_{a}-2 x_{a}^{2}\left(k \tau_{a}\right)\right]=(-1)^{k+1}, \quad \text { for any } k \in \mathbb{N}
$$

where we used that $x_{a}\left(2 n \tau_{a}\right)=1+a$ and $x_{a}\left((2 n+1) \tau_{a}\right)=|a|$ for any $n \in \mathbb{Z}$. Thus we infer that

$$
w_{a, 0}\left(k \tau_{a}\right) w_{a, 0}\left(\left(k+\frac{1}{2}\right) \tau_{a}\right)<0 \quad \text { for any } k \in \mathbb{N}
$$

As a consequence, there exists $T_{a, k} \in\left(k \tau_{a},\left(k+\frac{1}{2}\right) \tau_{a}\right)$ such that $w_{a, 0}\left(T_{a, k}\right)=0$ for any $k \in \mathbb{N}$.
Finally, let us recall that $w_{a, 0}$ and $v_{a, 0}$ are two linearly independent solutions to 2.9 with $j=0$ (see Lemma 2.5. We fix $k \in \mathbb{N}$ and consider the interval $\left[k \tau_{a},(k+1) \tau_{a}\right]$ (whose endpoints are two consecutive zeros of $v_{a, 0}$ ). Then, by the Sturm separation theorem (see [23]) we infer that the point $T_{a, k}$ is indeed the unique zero of $w_{a, 0}$ lying in $\left[k \tau_{a},(k+1) \tau_{a}\right]$. Hence $(i)$ is proved and the proof of the Lemma is complete.

## Remark 3.2

(i) If $\bar{a} \in(-1,0) \cup(0, \infty)$ and $\bar{T}>0$ are such that $\bar{T} \notin \mathcal{T}_{\bar{a}, 0}$, then the map $F(a, T)=\left(x_{a}(T), z_{a}(T)\right)$ is a diffeomorphism between a neighborhood of $(\bar{a}, \bar{T})$ and $F(\bar{a}, \bar{T})$. This fact can be obtained with the inverse function theorem, since $F$ is smooth and its Jacobian is

$$
J_{F}(a, T)=z_{a}^{\prime}(T) \frac{\partial x_{a}}{\partial a}(T)-x_{a}^{\prime}(T) \frac{\partial z_{a}}{\partial a}(T)=-\frac{w_{a, 0}(T)}{x_{a}(T)}
$$

(ii) Viceversa, if there exists a path $a \mapsto T_{a}$ from $(\bar{a}-\delta, \bar{a}+\delta)$ to $(0, \infty)$ such that

$$
\begin{equation*}
x_{a}\left(T_{a}\right)=x_{\bar{a}}\left(T_{\bar{a}}\right) \quad \text { and } \quad z_{a}\left(T_{a}\right)=z_{\bar{a}}\left(T_{\bar{a}}\right) \quad \forall a \in(\bar{a}-\delta, \bar{a}+\delta), \tag{3.1}
\end{equation*}
$$

then $w_{\bar{a}, 0}\left(T_{\bar{a}}\right)=0$. Indeed, differentiating the identities (3.1) with respect to $a$, we get that

$$
\begin{equation*}
x_{a}^{\prime}\left(T_{a}\right) \frac{\partial T_{a}}{\partial a}+\frac{\partial x_{a}}{\partial a}\left(T_{a}\right)=0 \quad \text { and } \quad z_{a}^{\prime}\left(T_{a}\right) \frac{\partial T_{a}}{\partial a}+\frac{\partial z_{a}}{\partial a}\left(T_{a}\right)=0 \quad \forall a \in(\bar{a}-\delta, \bar{a}+\delta) . \tag{3.2}
\end{equation*}
$$

We observe that $x_{\bar{a}}^{\prime}\left(T_{\bar{a}}\right) \neq 0$. Otherwise, $T_{\bar{a}}=k \tau_{\bar{a}}$ for some $k \in \mathbb{N}$. Then, by Lemma 3.1, $T_{\bar{a}} \notin \mathcal{T}_{\bar{a}, 0}$ and we reach a contradiction thanks to part $(i)$. We can also show that $z_{\bar{a}}^{\prime}\left(T_{\bar{a}}\right) \neq 0$. Otherwise, by 1.1), it would be $x_{\bar{a}}^{2}\left(T_{\bar{a}}\right)=\gamma_{\bar{a}}$. As a consequence, $\bar{a}>0$ and $T_{\bar{a}}=\frac{\tau_{\bar{a}}}{2}+k \tau_{\bar{a}}$ for some $k \in \mathbb{N}$. Again, by Lemma 3.1, $T_{\bar{a}} \notin \mathcal{T}_{\bar{a}, 0}$ and we reach a contradiction thanks to part (i). Having proved that $x_{\bar{a}}^{\prime}\left(T_{\bar{a}}\right) \neq 0$ and $z_{\bar{a}}^{\prime}\left(T_{\bar{a}}\right) \neq 0$, using (3.2), we obtain two different expressions for $\left.\frac{\partial T_{a}}{\partial a}\right|_{a=\bar{a}}$ and, equating them, we readily deduce the assertion.

In order to explain the geometrical meaning of the above sentences, let us denote $\Sigma_{a, T}:=X_{a}\left([-T, T] \times \mathbb{S}^{1}\right)$ the bounded section of the Delaunay surface parameterized by $X_{a}$, whose boundary is given by two coaxial circles of radius $x_{a}(T)$, lying in the planes $z= \pm z_{a}(T)$. Part (i) states that if $w_{\bar{a}, 0}(\bar{T}) \neq 0$, then there exists a neighborhood $U$ of $(\bar{a}, \bar{T})$ such that in the class of surfaces $\Sigma_{a, T}$ with $(a, T) \in U$, only the surface $\Sigma_{\bar{a}, \bar{T}}$ has its boundary consisting of the circles defined by $x^{2}+y^{2}=\bar{R}^{2}$ and $z= \pm \bar{L}$, with $\bar{R}=x_{\bar{a}}(\bar{T})$ and $\bar{L}=z_{\bar{a}}(\bar{T})$. Viceversa, part (ii) states that if there exists a path of surfaces $\Sigma_{a, T_{a}}$ with a in a neighborhood of $\bar{a}$, having the same boundary, then $T_{\bar{a}}$ has to be a zero of $w_{\bar{a}, 0}$. Hence, roughly speaking, when $T \notin \mathcal{T}_{a, 0}$, the surface $\Sigma_{a, T}$ has a certain rigidity (i.e., nondegeneracy), up to translation in the horizontal plane.

Proof of Theorem 1.1. Let $a \in(-1,0) \cup(0, \infty)$ be fixed. The inclusion

$$
\bigcup_{j=0}^{\infty} \mathcal{T}_{a, j} \subseteq \mathcal{T}_{a}
$$

is trivial. Let us prove the opposite inclusion. Let $T \in \mathcal{T}_{a}$ and let $\varphi \in C^{2}\left([-T, T] \times \mathbb{S}^{1}\right)$ be a nontrivial even solution to $\mathfrak{L}_{a} \varphi=0$ with $\varphi( \pm T, \cdot)=0$ on $\mathbb{S}^{1}$. Since $\varphi$ is periodic with respect to $\theta$, we can express it via Fourier series

$$
\varphi(t, \theta)=\sum_{j \in \mathbb{Z}} \varphi_{j}(t) \xi_{j}(\theta)
$$

where

$$
\xi_{j}(\theta)=\left\{\begin{array}{ll}
\frac{1}{\sqrt{2 \pi}} & \text { if } j=0  \tag{3.3}\\
\frac{1}{\sqrt{\pi}} \cos (j \theta) & \text { if } j>0 \\
\frac{1}{\sqrt{\pi}} \sin (j \theta) & \text { if } j<0
\end{array} \quad \text { and } \quad \varphi_{j}(t)=\int_{-\pi}^{\pi} \varphi(t, \theta) \xi_{j}(\theta) d \theta\right.
$$

By definition, for every $j \in \mathbb{Z}$ it holds that $\varphi_{j} \in C^{2}([-T, T]), \varphi_{j}( \pm T)=0$, and $\varphi_{j}(t)=\varphi_{j}(-t)$ for any $t \in[-T, T]$. Moreover,

$$
\mathfrak{L}_{a} \varphi=\frac{1}{2 x_{a}^{2}} \sum_{j \in \mathbb{Z}}\left(\varphi_{j}^{\prime \prime}(t)-\left(j^{2}-2 p_{a}(t)\right) \varphi_{j}(t)\right) \xi_{j}(\theta)
$$

thus $\mathfrak{L}_{a} \varphi=0$ implies that for any $j \in \mathbb{Z}, \varphi_{j}$ is an even classical solution to

$$
\left\{\begin{array}{l}
\varphi_{j}^{\prime \prime}=\left(j^{2}-2 p_{a}\right) \varphi_{j} \quad \text { in }(-T, T) \\
\varphi_{j}( \pm T)=0
\end{array}\right.
$$

We observe that for any $j \in \mathbb{N}$, since $\varphi_{j}$ and $\varphi_{-j}$ satisfy the same equation, we get that $\varphi_{-j}=\eta_{j} \varphi_{j}$, for some $\eta_{j} \in \mathbb{R}$. Moreover, by linearity, for every $j \in \mathbb{N}$ it holds $\varphi_{j}=\lambda_{j} w_{a, j}$ for some $\lambda_{j} \in \mathbb{R}$, where $w_{a, j}$ are the functions defined in Lemma 2.5 and 2.10. Thus, if $T \notin \mathcal{T}_{a, j}$, since $\varphi_{j}( \pm T)=0$ the only possibility is that $\lambda_{j}=0$, hence we conclude that $\varphi_{j} \equiv 0$. On the other hand, since $\varphi$ is nontrivial there exists $j_{0} \in \mathbb{N}$ such that $\varphi_{j_{0}} \not \equiv 0$, which implies that $T \in \mathcal{T}_{a, j_{0}}$. As a consequence $\mathcal{T}_{a} \subseteq \bigcup_{j=0}^{\infty} \mathcal{T}_{a, j}$, and we deduce that $\mathcal{T}_{a}=\bigcup_{j=0}^{\infty} \mathcal{T}_{a, j}$.

To prove $(i)-(i v)$ we begin by observing that, if $a \in(-1,0) \cup\left(0, \frac{\sqrt{3}-1}{2}\right]$ and $j \geq 2$ we have that

$$
j^{2}-2\left(1+2 \gamma_{a}\right) \geq 2\left(1-2 \gamma_{a}\right) \geq 0
$$

Therefore, by Corollary 2.6, (i) we get that $\mathcal{T}_{a, j}=\emptyset$ for any $j \geq 2$. Now, $(i)-(i v)$ are immediate consequences of Lemma 3.1 .

Finally, $(v)$ follows from Corollary 2.6, (ii), and the proof is complete.

As a corollary of Theorem 1.1 we provide the following characterization of $\operatorname{ker}\left(\mathfrak{L}_{a}\right)$ in $\mathcal{X}_{T}$.
Corollary 3.3 Let $a \in(-1,0) \cup(0, \infty)$. Then there holds

$$
\begin{array}{ll}
\operatorname{dim} \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)<\infty & \text { for every } T>0 \\
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\{0\} & \text { for every } T>0 \text { except for a countable set }
\end{array}
$$

More precisely,
(i) if $a \in(-1,0)$, then $\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right) \neq \emptyset$ if and only if $T \in \mathcal{T}_{a, 0}$. In such case,

$$
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\operatorname{span}\left\{w_{a, 0}(t)\right\}
$$

(ii) if $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right]$, then $\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right) \neq \emptyset$ if and only if $T \in \mathcal{T}_{a, 0} \cup \mathcal{T}_{a, 1}$. In such case,

$$
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)= \begin{cases}\operatorname{span}\left\{w_{a, 0}(t)\right\} & \text { if } T \in \mathcal{T}_{a, 0} \\ \operatorname{span}\left\{w_{a, 1}(t) \cos \theta, w_{a, 1}(t) \sin \theta\right\} & \text { if } T \in \mathcal{T}_{a, 1}\end{cases}
$$

Proof. Let $a \in(-1,0) \cup(0, \infty)$ and let us define

$$
J_{a}:=\max \left\{j \in \mathbb{N} \mid j^{2}<2\left(1+2 \gamma_{a}\right)\right\}
$$

Using Corollary (2.6), $(i)$, we find that $\mathcal{T}_{a, j}=\emptyset$ for any $j \geq J_{a}$. Thus, by Theorem 1.1 we have that $\mathcal{T}_{a}$ is a finite union of nonempty sets. Moreover $\mathcal{T}_{a, 0}, \mathcal{T}_{a, 1}$ are discrete sets (see Theorem 1.1, (i), (iii)) and, by Lemma 2.4, (ii) with $q=j^{2}-2 p_{a}$ we infer that, if $\mathcal{T}_{a, j}, j \geq 2$ is not empty, then it is a discrete set too. Therefore, $\mathcal{T}_{a}$ is a finite union of discrete sets and it is countable. Hence ker $\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\{0\}$ for any $T>0$ except for a countable set.

Next, let us fix $T>0$. If $T \notin \mathcal{T}_{a}$, thanks to the previous discussion we have that $\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\{0\}$, and thus it trivially holds that $\operatorname{dim} \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)<\infty$. Hence, assume that $T \in \mathcal{T}_{a}$ and let us set

$$
\mathcal{W}_{a}^{T}:=\left\{w_{a, j}(t) \xi_{j}(\theta), w_{a, j}(t) \xi_{-j}(\theta) \mid j \leq J_{a}, T \in \mathcal{T}_{a, j}\right\}
$$

where the functions $\xi_{j}$ are as in (3.3). Notice that, as proved before, $\mathcal{W}_{a}^{T}$ is a finite set. As shown in the proof of Theorem 1.1 , we have that $\varphi \in C^{2}\left([-T, T] \times \mathbb{S}^{1}\right)$ is a nontrivial even solution to $\mathfrak{L}_{a} \varphi=0$ with $\varphi( \pm T, \cdot)=0$ on $\mathbb{S}^{1}$ if and only if $\varphi$ is a linear combination of the elements in $\mathcal{W}_{a}^{T}$, that is,

$$
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\operatorname{span} \mathcal{W}_{a}^{T}
$$

and thus ker $\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)$ has finite dimension. Finally, $(i),(i i)$ are now immediate consequences of Theorem 1.1. $(i)-(i v)$. The proof is complete.

## 4 Proof of Theorem 1.2

In this Section we prove Theorem 1.2. The proof is split in two parts: in the first one we deal with the general case (Theorem 1.2, (i)) and, in the second one, we focus on curvatures which depend only on $z$ (Theorem 1.2, (ii)).

### 4.1 The general case

We fix $a \in(-1,0) \cup(0, \infty)$ and we consider surfaces of annular type which are normal graphs of a compact section of an unduloid or a nodoid with vertical axis of revolution. More precisely, fixing $T>0$ and $\alpha \in(0,1)$, we consider parametric surfaces defined by maps $X:[-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z} \rightarrow \mathbb{R}^{3}$ of the form

$$
X(t, \theta)=X_{a}(t, \theta)+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi(t, \theta) N_{a}(t, \theta),
$$

where $X_{a}$ and $N_{a}$ are defined in 1.3$\rangle-2.1,(p, q) \in \mathbb{R}^{2}$ and $\varphi \in C^{2, \alpha}([-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z}, \mathbb{R})$ with $\|\varphi\|_{C^{2, \alpha}}$ small enough, so that $X$ is a regular surface, too. Since we perturb with normal variations depending also on $\theta$, the resulting surface in not necessarily a surface of revolution. Moreover, we impose null boundary conditions at $t= \pm T$ and, since we also assume that the mean curvature function is even with respect to the vertical axis, we can impose the same condition also on $\varphi$ with respect to $t$. We aim to find solutions to problem (1.5). The unknown is the triple $(p, q, \varphi) \in \mathbb{R} \times \mathbb{R} \times C^{2, \alpha}([-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z}, \mathbb{R})$.

It is convenient to introduce the Hölder spaces

$$
\begin{aligned}
& \mathcal{X}_{T}:=\left\{\varphi \in C^{2, \alpha}([-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z}) \mid \varphi( \pm T, \cdot)=0, \varphi(\cdot, \theta) \text { even } \forall \theta\right\} \\
& \mathcal{Y}_{T}:=\left\{\varphi \in C^{0, \alpha}([-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z}) \mid \varphi(\cdot, \theta) \text { even } \forall \theta\right\} .
\end{aligned}
$$

Clearly, $\mathcal{X}_{T}$ and $\mathcal{Y}_{T}$ are Banach spaces, equipped with their standard norms.
Lemma 4.1 Let $a \in(-1,0) \cup(0, \infty)$ and let $T>0$. Then the operator $\mathfrak{L}_{a}$ defined in 2.1) is a bounded linear operator from $\mathcal{X}_{T}$ into $\mathcal{Y}_{T}$. Moreover, $\mathfrak{L}_{a}$ is an isomorphism between $\mathcal{X}_{T}^{\perp}$ and $\mathcal{Y}_{T}^{\frac{1}{T}}$, where

$$
\begin{aligned}
& \mathcal{X}_{T}^{\perp}:=\left\{\varphi \in \mathcal{X}_{T} \mid \int_{\mathcal{R}_{T}} x_{a}^{2} \varphi v d t d \theta=0 \text { for any } v \in \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)\right\}, \\
& \mathcal{Y}_{T}^{\perp}:=\left\{g \in \mathcal{Y}_{T} \mid \int_{\mathcal{R}_{T}} x_{a}^{2} g v d t d \theta=0 \text { for any } v \in \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)\right\},
\end{aligned}
$$

with the agreement that $\mathcal{X}_{T}^{\perp}=\mathcal{X}_{T}$ and $\mathcal{Y}_{T}^{\perp}=\mathcal{Y}_{T}$ if $\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\{0\}$.
Proof. The first statement of the Lemma is obvious. Let us prove that $\mathfrak{L}_{a}$ is an isomorphism. To this end, we introduce the Hilbert space X obtained as the completion of $\mathcal{X}_{\bar{T}}^{\perp}$ with respect to the standard norm in $W^{1,2}\left(\mathcal{R}_{T}\right)$. Consider the eigenvalue problem

$$
\begin{equation*}
-\Delta u+2 q u=\lambda u, \quad u \in \mathbf{X}, \tag{4.1}
\end{equation*}
$$

where $q \geq 0$ is defined as

$$
q:=\left(1+2 \gamma_{a}\right)-p_{a} \in C^{\infty}([-T, T]) .
$$

For every $u \in \mathcal{X}_{T}$ it holds

$$
\int_{\mathcal{R}_{T}}|\nabla u|^{2} d t d \theta \geq \int_{-\pi}^{\pi}\left(\int_{-T}^{T}\left|\frac{\partial u}{\partial t}\right|^{2} d t\right) d \theta \geq \frac{\pi^{2}}{4 T^{2}} \int_{-\pi}^{\pi}\left(\int_{-T}^{T}\left|\frac{\partial u}{\partial t}\right|^{2} d t\right) d \theta=\frac{\pi^{2}}{4 T^{2}} \int_{\mathcal{R}_{T}}|u|^{2} d t d \theta .
$$

Thus by density we get the Poincaré-type inequality

$$
\int_{\mathcal{R}_{T}}|\nabla u|^{2} d t d \theta \geq \frac{\pi^{2}}{4 T^{2}} \int_{\mathcal{R}_{T}}|u|^{2} d t d \theta \quad \text { for any } u \in \mathrm{X} .
$$

Thanks to previous discussion and a standard argument, we infer that there exists a strictly positive sequence of eigenvalues for problem 4.1.

Let now $g \in \mathcal{Y}_{T}$, and consider the equation

$$
\begin{equation*}
\mathfrak{L}_{a} u=g \tag{4.2}
\end{equation*}
$$

which is equivalent to

$$
-\Delta u+q u=2\left(1+2 \gamma_{a}\right) u-x_{a}^{2} g
$$

Once again, by a standard argument we get a Fredholm alternative-type result: if $2\left(1+2 \gamma_{a}\right)$ is not an eigenvalue of 4.1), then there exists a unique solution $u \in \mathrm{X}$ to 4.2. Otherwise, if $2\left(1+2 \gamma_{a}\right)$ is an eigenvalue, denoting by $E$ the associated eigenspace, 4.2 admits a solution if and only if

$$
\begin{equation*}
\int_{\mathcal{R}_{T}} x_{a}^{2} g v d t d \theta=0 \quad \text { for any } v \in E \tag{4.3}
\end{equation*}
$$

In this case, if $\tilde{u} \in \mathrm{X}$ is a solution, every other solution is in the form $u=\tilde{u}+v$ for some $v \in E$. Moreover, in both cases, by standard regularity theory, we get that $u \in \mathcal{X}_{T}$.

Next we notice that $2\left(1+2 \gamma_{a}\right)$ is an eigenvalue of 4.1) if and only if $T \in \mathcal{T}_{a}$. If $T \notin \mathcal{T}_{a}$, then $\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\{0\}$, thus $\mathcal{X}_{T}=\mathcal{X}_{T}^{\perp}$ and $\mathcal{Y}_{T}=\mathcal{Y}_{T}^{\perp}$, hence the proof is complete. On the other hand, if $T \in \mathcal{T}_{a}$ then $E=\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)$ and (4.3) is equivalent to $g \in \mathcal{Y}_{T}^{\perp}$. Let $\tilde{u}$ be a solution to (4.2). It holds that (see the proof of Corollary 3.3,

$$
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\operatorname{span}\left\{w_{a, j}(t) \xi_{j}(\theta), w_{a, j}(t) \xi_{-j}(\theta) \mid j \leq J_{a}, T \in \mathcal{T}_{a, j}\right\}
$$

where $\xi_{j}$ are as in (3.3), and we check that

$$
\int_{\mathcal{R}_{T}} x_{a}^{2} w_{i, a} w_{j, a} \xi_{ \pm i}(\theta) \xi_{ \pm j}(\theta)=\left(\int_{-T}^{T} x_{a}^{2} w_{i, a} w_{j, a} d t\right) \delta_{i j}, \quad \text { for any } i, j \in \mathbb{N}, i \leq J_{a}, j \leq J_{a}
$$

where $\delta_{i j}$ is the Kronecker delta. Therefore

$$
u(t, \theta):=\tilde{u}(t, \theta)-\sum_{\substack{\ell \in \mathbb{Z} \\|\ell| \leq J_{a}}} \frac{\int_{\mathcal{R}_{T}} x_{a}^{2} \tilde{u} w_{a,|\ell|} \xi_{\ell} d t d \theta}{\int_{-T}^{T} x_{a}^{2}\left|w_{|\ell|, a}\right|^{2} d t} w_{a,|\ell|}(t) \xi_{\ell}(\theta)
$$

is also a solution to 4.2 , and it is the unique solution belonging to $\mathcal{X}_{T}^{\perp}$. In conclusion, $\mathfrak{L}_{a}$ is an invertible bounded operator between the Banach spaces $\mathcal{X}_{T}^{\perp}$ and $\mathcal{Y}_{T}^{\perp}$ and thus it is an isomorphism. The Lemma is proved.

We are now in position to prove Theorem 1.2, (i).
Proof of Theorem 1.2, ( $i$ ). Fix $a \in(-1,0) \cup(0, \infty), T>0$ with $T \notin \mathcal{T}_{a}$ and $(p, q) \in \mathbb{R}^{2}$. Set

$$
\mathcal{F}(\varepsilon, \varphi)=\mathfrak{M}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi N_{a}\right)-H_{\varepsilon}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi N_{a}\right), \quad(\varepsilon, \varphi) \in \mathbb{R} \times \mathcal{X}_{T}
$$

By direct computation we see that $\varphi \mapsto \mathfrak{M}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi N_{a}\right)$ maps $\mathcal{X}_{\mathcal{T}}$ to $\mathcal{Y}_{T}$ and it is of class $C^{1}$. Moreover, using that $H_{\varepsilon}(x, y, z)$ is of class $C^{1}$ in $\mathbb{R} \times \mathbb{R}^{3}$ and since $\left(H_{2}\right)$ holds, we find that $\varphi \mapsto$ $H_{\varepsilon}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi N_{a}\right)$ maps $\mathcal{X}_{\mathcal{T}}$ to $\mathcal{Y}_{T}$ and it is of class $C^{1}$. Thus we conclude that $\mathcal{F} \in C^{1}\left(\mathbb{R} \times \mathcal{X}_{T} ; \mathcal{Y}_{T}\right)$.

Since $\mathfrak{M}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) \equiv \mathfrak{M}\left(X_{a}\right) \equiv H_{0} \equiv 1$, we have

$$
\mathcal{F}(0,0)=0
$$

In addition, since $\nabla H_{0} \equiv 0$, using also 2.1, we obtain

$$
\frac{\partial \mathcal{F}}{\partial \varphi}(0,0)[\xi, \psi]=\mathfrak{L}_{a} \psi, \quad(\xi, \psi) \in \mathbb{R} \times \mathcal{X}_{T}
$$

Thanks to Lemma 4.1 we can apply the Implicit function theorem and conclude that there exist $\bar{\varepsilon}=$ $\bar{\varepsilon}(a, T, p, q)$ and a function $\varepsilon \mapsto \varphi_{\varepsilon} \in \mathcal{X}_{T}$ defined for $|\varepsilon|<\bar{\varepsilon}$ of class $C^{1}$, such that $\varphi_{0}=0$ and $\mathcal{F}\left(\varepsilon, \varphi_{\varepsilon}\right)=0$ for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$. This means that $\varphi_{\varepsilon}$ solves (1.5) and the proof is complete.

### 4.2 The case of mean curvature functions depending just on $z$

In this Subsection we consider mappings $H_{\varepsilon}$ of the form

$$
H_{\varepsilon}(x, y, z)=\widetilde{H}_{\varepsilon}(z) \quad \forall(x, y, z) \in \mathbb{R}^{3},
$$

where $\widetilde{H}_{\varepsilon}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a mapping in $C^{1}(\mathbb{R} \times \mathbb{R})$ such that

$$
\begin{gather*}
\widetilde{H}_{0}(z)=1 \quad \forall z \in \mathbb{R} \\
\widetilde{H}_{\varepsilon}(z)=\widetilde{H}_{\varepsilon}(-z) \quad \forall z \in \mathbb{R}, \quad \forall \varepsilon \in \mathbb{R} . \tag{4.4}
\end{gather*}
$$

We fix $a \in(-1,0) \cup(0, \infty)$ and we consider surfaces of revolution of annular type which are normal graphs of $X_{a}\left([-T, T] \times \mathbb{S}^{1}\right)$. More precisely, fixing $T>0$, we consider parametric surfaces defined by maps $X:[-T, T] \times \mathbb{S}^{1} \rightarrow \mathbb{R}^{3}$ of the form

$$
X(t, \theta)=X_{a}(t, \theta)+\varphi(t) N_{a}(t, \theta)
$$

where $\varphi \in C^{2}([-T, T], \mathbb{R})=: C^{2}[-T, T]$. Also in this case we aim to find solutions to the problem (1.5). Here the unknown is the triple $(p, q, \varphi) \in \mathbb{R} \times \mathbb{R} \times C^{2}[-T, T]$.

The fact that we take variations along the normal vector depending just on $t$ guarantees that $X(t, \theta)$ yields a parameterization of a surface of revolution. This choice is meaningful because we are studying a problem of prescribed mean curvature in which the mean curvature function depends just on the $z$ variable. In this case, the problem simplifies a lot because is reduced to an ODE. Moreover, we impose null boundary conditions and, since we also assume that the mean curvature function is even, we ask $\varphi$ to satisfy the same symmetry. Hence we introduce the Banach spaces

$$
\widetilde{\mathcal{X}}_{T}:=\left\{\varphi \in C^{2}[-T, T] \mid \varphi( \pm T)=0, \varphi \text { even }\right\} \quad \text { and } \quad \widetilde{\mathcal{Y}}_{T}:=\left\{\varphi \in C^{0}[-T, T] \mid \varphi \text { even }\right\}
$$

equipped with their standard norms. We have that:
Lemma 4.2 Let $a \in(-1,0) \cup(0, \infty)$ and let $T>0, T \notin \mathcal{T}_{a, 0}$. Then the operator $\mathfrak{L}_{a}$ defined in (2.1) is an isomorphism of Banach spaces between $\widetilde{\mathcal{X}}_{T}$ and $\tilde{\mathcal{Y}}_{T}$.

Proof. Let us fix $a \in(-1,0) \cup(0, \infty)$ and $T>0$ with $w_{a, 0}(T) \neq 0$. By Proposition 2.1 we have that

$$
\mathfrak{L}_{a} \varphi=\frac{1}{2 x_{a}^{2}}\left(\varphi^{\prime \prime}+2 p_{a} \varphi\right) \quad \forall \varphi \in \widetilde{\mathcal{X}}_{T} .
$$

Then, we check that $\mathfrak{L}_{a}$ is a bounded linear operator from $\widetilde{\mathcal{X}}_{T}$ into $\widetilde{\mathcal{Y}}_{T}$. By Lemma 2.5, if $\varphi \in \widetilde{\mathcal{X}}_{T}$ and $\mathfrak{L}_{a} \varphi=0$, then $\varphi=c_{1} w_{a, 0}+c_{2} v_{a, 0}$ for some constants $c_{1}, c_{2} \in \mathbb{R}$. Since $\varphi$ is even, then, $c_{2}=0$ and as $\varphi( \pm T)=0$, we also infer that $c_{1}=0$. Hence the operator $\mathfrak{L}_{a}$ has null kernel in $\mathcal{X}_{T}$. Moreover, for $g \in \widetilde{\mathcal{Y}}_{T}$, the function

$$
\begin{aligned}
\varphi(t) & =\frac{2}{1+2 a}\left\{\left(\int_{0}^{t} x_{a}^{2} g w_{a, 0} d s\right) v_{a, 0}(t)-\left(\int_{0}^{t} x_{a}^{2} g v_{a, 0} d s\right) w_{a, 0}(t)\right. \\
& \left.+\frac{1}{w_{a, 0}(T)}\left[-\left(\int_{0}^{T} x_{a}^{2} g w_{a, 0} d s\right) v_{a, 0}(T)+\left(\int_{0}^{T} x_{a}^{2} g v_{a, 0} d s\right) w_{a, 0}(T)\right] w_{a, 0}(t)\right\}
\end{aligned}
$$

solves $\mathfrak{L}_{a} \varphi=g$ and belongs to $\widetilde{\mathcal{X}}_{T}$, and the conclusion plainly follows.

Remark 4.3 With a view to studying problems involving the singular limit $a \rightarrow 0$, it is important to estimate the norm of the inverse of the operator $\mathcal{L}_{a}: \widetilde{\mathcal{Y}}_{T} \rightarrow \widetilde{\mathcal{X}}_{T}$ with respect to small $|a|$. One can show that

$$
\begin{equation*}
\left\|\mathcal{L}_{a}^{-1}\right\| \rightarrow \infty \quad \text { as } a \rightarrow 0 \tag{4.5}
\end{equation*}
$$

if $T$ is larger than the only positive zero $T_{0}$ of the function $w_{0}(t)=-1+t \tanh (t)$. Indeed, one has that $w_{a, 0} \rightarrow w_{0}$ in $C_{l o c}^{2}(\mathbb{R})$, as $a \rightarrow 0$ (see [4, Lemma 4.7], [3, Lemma 2.8]). In particular, $w_{a, 0}\left(T_{0}\right) \rightarrow 0$, as $a \rightarrow 0$. Then, taking $g \in \widetilde{\mathcal{Y}}_{T_{0}}$ such that

$$
\int_{0}^{T_{0}} g(s)(1-s \tanh (s)) \operatorname{sech}(s)^{2} d s \neq 0
$$

since $v_{a, 0}(t) \rightarrow \tanh (t)$ as $a \rightarrow 0$, we have that

$$
\left|\frac{v_{a, 0}\left(T_{0}\right)}{w_{a, 0}\left(T_{0}\right)} \int_{0}^{T_{0}} x_{a}^{2}(s) g(s) w_{a, 0}(s) d s\right| \rightarrow \infty
$$

and then 4.5 easily follows. A similar reasoning holds true also for fixed $a \in(-1,0) \cup(0, \infty)$ and $T$ varying in a neighborhood of some $T_{a, k} \in \mathcal{T}_{a, 0}$.

Proof of Theorem 1.2, (ii). It suffices to argue as in the proof of Theorem 1.2, (i), taking into account Lemma 4.2.

## 5 Proof of Theorem 1.3

Proof of Theorem 1.3. Let $a \in(-1,0) \cup(0, \infty),\left(p_{0}, q_{0}\right) \in \mathbb{R}^{2}$ and let $H_{\varepsilon}$ be as in the statement. Here it is convenient to denote

$$
H_{\varepsilon}(x, y, z)=H(\varepsilon, x, y, z)
$$

We prove $(i)$ Let $T=T_{a, 0}$, where $T_{a, 0}$ is as in Theorem 1.1, (i). We point out that, by Lemma 3.1. $(i), T_{a, 0}$ is the first positive zero of $w_{a, 0}$ where $w_{a, 0}$ is defined in Lemma 2.5

Assume by contradiction that there exist $\bar{\varepsilon}>0$, a $C^{0}$-function $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right)$ and a $C^{1}$-function $\varepsilon \mapsto$ $\varphi_{\varepsilon} \in C^{2}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)$, defined for $|\varepsilon|<\bar{\varepsilon}$, such that $\left.\left(p_{\varepsilon}, q_{\varepsilon}\right)\right|_{\varepsilon=0}=\left(p_{0}, q_{0}\right), \varphi_{0}=0$ and for all $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ the triple $\left(p_{\varepsilon}, q_{\varepsilon}, \varphi_{\varepsilon}\right)$ satisfies

$$
\left\{\begin{array}{l}
\mathfrak{M}\left(X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)=H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right) \text { in }\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}  \tag{5.1}\\
\varphi_{\varepsilon}\left( \pm T_{a, 0}, \cdot\right)=0
\end{array}\right.
$$

Since $\mathfrak{M}\left(X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)=\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon} N_{a}\right), \mathfrak{M}\left(X_{a}\right) \equiv 1$ and $H(0, x, y, z) \equiv 1$, we can write the equation in 5.1) as

$$
\begin{equation*}
\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon} N_{a}\right)-\mathfrak{M}\left(X_{a}\right)-\mathfrak{L}_{a} \varphi_{\varepsilon}+\mathfrak{L}_{a} \varphi_{\varepsilon}=H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)-H\left(0, X_{a}+\varphi_{\varepsilon} N_{a}\right) . \tag{5.2}
\end{equation*}
$$

Clearly, since $\mathfrak{L}_{a} w_{a, 0}=0, w_{a, 0}\left( \pm T_{a, 0}\right)=0, \varphi_{\varepsilon}\left( \pm T_{a, 0}, \cdot\right)=0$ and since $\varphi_{\varepsilon}$ is $2 \pi$-periodic with respect to the variable $\theta$, integrating by parts it follows that

$$
\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0} \mathfrak{L}_{a} \varphi_{\varepsilon} d t d \theta=\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} \varphi_{\varepsilon} \mathfrak{L}_{a} w_{a, 0} d t d \theta=0
$$

Hence, multiplying each side of 5.2 by $x_{a}^{2} w_{a, 0}$ and integrating on $\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}$ we get that for all $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ it holds

$$
\begin{align*}
& \int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0}\left(\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon} N_{a}\right)-\mathfrak{M}\left(X_{a}\right)-\mathfrak{L}_{a} \varphi_{\varepsilon}\right) d t d \theta  \tag{5.3}\\
& \quad=\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0}\left(H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)-H\left(0, X_{a}+\varphi_{\varepsilon} N_{a}\right)\right) d t d \theta
\end{align*}
$$

As for the left-hand side of (5.3), we first observe that since $\varepsilon \mapsto \varphi_{\varepsilon}$ is a $C^{1}$-mapping and as $\varphi_{0}=0$, then it follows that

$$
\begin{equation*}
\left\|\varphi_{\varepsilon}\right\|_{C^{2}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)} \leq C_{1}|\varepsilon| \tag{5.4}
\end{equation*}
$$

for all sufficiently small $\varepsilon$, where $C_{1}$ is a positive constant independent of $\varepsilon$. Now, since the map $\varphi \mapsto$ $\mathfrak{M}\left(X_{a}+\varphi N_{a}\right)$ is well defined and differentiable, as a function from $\left\{\varphi \in C^{2}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right) \mid\|\varphi\|_{C^{2}}<\right.$ $\delta\}$ to $C^{0}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)$, where $\delta>0$ is small number depending only on $a$, then, by definition of $\mathfrak{L}_{a}$ and thanks to (5.4) we infer that for all sufficiently small $\varepsilon$

$$
\begin{equation*}
\left\|\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon} N_{a}\right)-\mathfrak{M}\left(X_{a}\right)-\mathfrak{L}_{a} \varphi_{\varepsilon}\right\|_{C^{0}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)}=o\left(\left\|\varphi_{\varepsilon}\right\|_{C^{2}\left(\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}\right)}\right) \tag{5.5}
\end{equation*}
$$

Hence, combining (5.5 and (5.4) we conclude that, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0}\left(\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon} N_{a}\right)-\mathfrak{M}\left(X_{a}\right)-\mathfrak{L}_{a} \varphi_{\varepsilon}\right) d t d \theta=o(\varepsilon) \tag{5.6}
\end{equation*}
$$

We now analyze the right-hand side of (5.3). We begin observing that since the map $\varepsilon \mapsto H(\varepsilon, \cdot)$ is differentiable, then, for any $(x, y, z) \in \mathbb{R}^{3}, \varepsilon \in \mathbb{R}$ we have

$$
H(\varepsilon, x, y, z)-H(0, x, y, z)=\frac{\partial H}{\partial \varepsilon}(\xi, x, y, z) \varepsilon
$$

for some $\xi=\xi(\varepsilon, x, y, z) \in \mathbb{R}$ such that $|\xi| \leq|\varepsilon|$. From this, and using again that $H(0, \cdot) \equiv 1$, we readily infer that

$$
\begin{aligned}
\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0} & \left(H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)-H\left(0, X_{a}+\varphi_{\varepsilon} N_{a}\right)\right) d t d \theta \\
& =\varepsilon \int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0} \frac{\partial H}{\partial \varepsilon}\left(\xi, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right) d t d \theta
\end{aligned}
$$

Now, since $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right)$ is continuous and using (5.4), we deduce that

$$
X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a} \rightarrow X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}, \quad \text { as } \varepsilon \rightarrow 0, \quad \text { uniformly on }\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}
$$

Moreover, since $\xi=\xi\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)$ is such that $|\xi| \leq|\varepsilon|$, for all $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ and $(t, \theta) \in\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}$, then, exploiting the continuity of the map $(\varepsilon, x, y, z) \mapsto \frac{\partial H}{\partial \varepsilon}(\varepsilon, x, y, z)$ we infer that

$$
\frac{\partial H}{\partial \varepsilon}\left(\xi, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right) \rightarrow \frac{\partial H}{\partial \varepsilon}\left(0, X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right), \text { as } \varepsilon \rightarrow 0
$$

uniformly on on $\left[-T_{a, 0}, T_{a, 0}\right] \times \mathbb{S}^{1}$. As a consequence we obtain that, as $\varepsilon \rightarrow 0$,

$$
\begin{align*}
& \int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0}\left(H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)-H\left(0, X_{a}+\varphi_{\varepsilon} N_{a}\right)\right) d t d \theta  \tag{5.7}\\
&=\varepsilon \int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0} \frac{\partial H}{\partial \varepsilon}\left(0, X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right) d t d \theta+o(\varepsilon)
\end{align*}
$$

Plugging (5.6), 5.7) in (5.3), dividing by $\varepsilon$ and taking the limit as $\varepsilon \rightarrow 0$ we get

$$
\left.\int_{\mathcal{R}_{T_{a, 0}}} x_{a}^{2} w_{a, 0} \frac{\partial H_{\varepsilon}}{\partial \varepsilon}\left(X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)\right|_{\varepsilon=0} d t d \theta=0
$$

Now, thanks to the assumption 1.9 , since by construction the function $w_{a, 0}$ has constant sign on $\left(-T_{a, 0}, T_{a, 0}\right)$, and since $x_{a}>0$ on $\mathbb{R}$, the integral on the left hand side is non null. Thus we readily get a contradiction and the proof of $(i)$ is complete.

The proof of $(i i)$ is the same, with slight adjustments.
Remark 5.1 A sufficient condition for

$$
\left.\int_{\mathcal{R}_{T_{a, k}}} x_{a}^{2} w_{a, 0} \frac{\partial H_{\varepsilon}}{\partial \varepsilon}\left(X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)\right|_{\varepsilon=0} d t d \theta \neq 0
$$

to hold is that $\frac{\partial H}{\partial \varepsilon}\left(0, X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)$ has the same sign of $w_{a, 0}$ in its first $k$ nodal regions, i.e. if for all $(t, \theta) \in\left(-T_{a, k}, T_{a, k}\right) \backslash\left\{T_{a, j}\right\}_{j=1}^{k-1} \times \mathbb{S}^{1}$ it holds

$$
w_{a, 0} \frac{\partial H}{\partial \varepsilon}\left(0, X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)>0
$$

Specularly, the same conclusion holds whenever $\frac{\partial H}{\partial \varepsilon}\left(0, X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right)$ has the opposite sign of $w_{a, 0}$ in its first $k$ nodal regions.

## 6 Proof of Theorem 1.4

In this section we prove Theorem 1.4 . We begin with a preliminary result in which we compute the partial derivatives of the Melnikov-type function defined in 1.11.

Lemma 6.1 For any $a \in(-1,0) \cup(0, \infty)$ and $T>0$ it holds $M \in C^{1}\left(\mathbb{R}^{2}\right)$. In particular

$$
\begin{aligned}
\frac{\partial M}{\partial p}(p, q) & =-\int_{\mathcal{R}_{T}} x_{a}^{2} \widetilde{H}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) w_{a, 1} \cos \theta d t d \theta \\
\frac{\partial M}{\partial q}(p, q) & =-\int_{\mathcal{R}_{T}} x_{a}^{2} \widetilde{H}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) w_{a, 1} \sin \theta d t d \theta
\end{aligned}
$$

If in addition $\tilde{H} \in C^{1}\left(\mathbb{R}^{3}\right)$ then $M \in C^{2}\left(\mathbb{R}^{2}\right)$.
Proof. First we point out that the vector field $Q$, defined in 1.10 , is such that $\operatorname{div} Q=\widetilde{H}$ and $Q \cdot \mathbf{e}_{3} \equiv 0$. Moreover, the Melnikov-type function $M$ satisfies

$$
\begin{equation*}
M(p, q)=\mathcal{V}_{T, Q}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) \tag{6.1}
\end{equation*}
$$

where $\mathcal{V}_{T, Q}$ is the functional defined in B.1 (see Appendix B for further details).
Let us show the formula for $\frac{\partial M}{\partial p}$. Fixing $a \in(-1,0) \cup(0, \infty)$ and taking 6.1 into account, we apply Lemma B. 2 with the curve $s \mapsto X(s):=X_{a}+(s+p) \mathbf{e}_{1}+q \mathbf{e}_{2}$. Hence, since $\dot{X}=\mathbf{e}_{1}, \dot{X} \cdot X_{t} \wedge X_{\theta}=$ $x_{a} z_{a}^{\prime} \cos \theta=x_{a}^{2} w_{a, 1} \cos \theta$ and $X_{\theta} \wedge \dot{X}=-x_{a} \cos (\theta) \mathbf{e}_{3}$, it follows that

$$
\begin{aligned}
\frac{\partial M}{\partial p}(p, q)= & -\int_{\mathcal{R}_{T}} x_{a}^{2} \widetilde{H}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) w_{a, 1} \cos \theta d t d \theta \\
& +\int_{-\pi}^{\pi}\left(Q\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) \cdot \mathbf{e}_{3} x_{a} \cos \theta\right)(T, \theta) d \theta \\
& -\int_{-\pi}^{\pi}\left(Q\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}\right) \cdot \mathbf{e}_{3} x_{a} \cos \theta\right)(-T, \theta) d \theta
\end{aligned}
$$

and, as $Q \cdot \mathbf{e}_{3} \equiv 0$, we readily get the desired result. Arguing in a similar way, we obtain the expression for $\frac{\partial M}{\partial q}$. Finally, exploiting the Lebesgue dominated convergence Theorem, we obtain that both partial derivatives are continuous, and thus $M \in C^{1}\left(\mathbb{R}^{2}\right)$.

If we further assume that $\widetilde{H} \in C^{1}\left(\mathbb{R}^{3}\right)$, then by a standard argument involving the derivatives of parameter-depending integrals we obtain that $M \in C^{2}\left(\mathbb{R}^{2}\right)$, and the proof is complete.

Proof of Theorem 1.4, (i). Let $\varepsilon \mapsto\left(p_{\varepsilon}, q_{\varepsilon}\right), \varepsilon \mapsto \varphi_{\varepsilon}$ be as in the statement. Arguing exactly as in the proof of Theorem 1.3 , $(i)$, where now we test

$$
\left\{\begin{array}{l}
\mathfrak{M}\left(X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right)=H\left(\varepsilon, X_{a}+p_{\varepsilon} \mathbf{e}_{1}+q_{\varepsilon} \mathbf{e}_{2}+\varphi_{\varepsilon} N_{a}\right) \text { in }[-T, T] \times \mathbb{S}^{1} \\
\varphi_{\varepsilon}( \pm T, \cdot)=0
\end{array}\right.
$$

with, respectively, $x_{a}^{2} w_{a, 1} \cos \theta$ and $x_{a}^{2} w_{a, 1} \sin \theta$, we obtain

$$
\begin{aligned}
& \int_{\mathcal{R}_{T}} x_{a}^{2} \widetilde{H}\left(X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right) w_{a, 1} \cos \theta d t d \theta=0 \\
& \int_{\mathcal{R}_{T}} x_{a}^{2} \widetilde{H}\left(X_{a}+p_{0} \mathbf{e}_{1}+q_{0} \mathbf{e}_{2}\right) w_{a, 1} \sin \theta d t d \theta=0
\end{aligned}
$$

Then, applying Lemma 6.1, we get

$$
\frac{\partial M}{\partial p}\left(p_{0}, q_{0}\right)=\frac{\partial M}{\partial q}\left(p_{0}, q_{0}\right)=0
$$

The proof is complete.
We now prove Theorem 1.4, (ii). We begin with a preliminary Lemma.
Lemma 6.2 Let $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right]$, $T \in \mathcal{T}_{a, 1}$, let $H_{\varepsilon} \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{3}\right)$ satisfy $\left(H_{1}\right)$, $\left(H_{2}\right)$, $\left(H_{3}\right)$, and fix $R>0$. Then there exist $\bar{\varepsilon}=\bar{\varepsilon}(a, T, R)$ and mappings $(\varepsilon, p, q) \mapsto \varphi_{\varepsilon, p, q} \in \mathcal{X}_{T},(\varepsilon, p, q) \mapsto \lambda_{i, \varepsilon}(p, q) \in \mathbb{R}$ $(i=1,2)$, defined for $|\varepsilon|<\bar{\varepsilon}$ and $(p, q) \in B_{R}$, of class $C^{1}$, such that $\varphi_{0, p, q}=0, \lambda_{i, 0}(p, q)=0(i=1,2)$, and for every $\varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$ it holds

$$
\begin{aligned}
& \mathfrak{M}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi_{\varepsilon, p, q} N_{a}\right)-H_{\varepsilon}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\varphi_{\varepsilon, p, q} N_{a}\right) \\
= & \lambda_{1, \varepsilon}(p, q) w_{a, 1} \cos \theta+\lambda_{2, \varepsilon}(p, q) w_{a, 1} \sin \theta .
\end{aligned}
$$

Proof. Let $a, T, H_{\varepsilon}$ and $R$ be as in the statement. Let $(p, q) \in B_{R}$ be fixed. For simplicity, we set

$$
U_{p, q}:=X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}
$$

Let us consider the map $\mathcal{F}=\left(\mathcal{F}_{1}, \mathcal{F}_{2}\right): \mathbb{R} \times \mathbb{R}^{2} \times \mathcal{X}_{T} \times \mathbb{R} \times \mathbb{R} \rightarrow C^{0, \alpha}\left([-T, T] \times \mathbb{S}^{1}\right) \times \mathbb{R} \times \mathbb{R}$, defined by

$$
\begin{aligned}
\mathcal{F}_{1}\left(\varepsilon, p, q ; \varphi, \lambda_{1}, \lambda_{2}\right) & :=\mathfrak{M}\left(U_{p, q}+\varphi N_{a}\right)-H_{\varepsilon}\left(U_{p, q}+\varphi N_{a}\right)-\lambda_{1} w_{a, 1} \cos \theta-\lambda_{2} w_{a, 1} \sin \theta \\
\mathcal{F}_{2}(\varphi) & :=\left(\int_{\mathcal{R}_{T}} x_{a}^{2} \varphi w_{a, 1} \cos \theta d t d \theta, \int_{\mathcal{R}_{T}} x_{a}^{2} \varphi w_{a, 1} \sin \theta d t d \theta\right)
\end{aligned}
$$

We aim to apply the implicit function theorem to $\mathcal{F}$. To this end, we first we point out that, as in the proof of Theorem 1.2 , (i), we see that

$$
\mathcal{F} \in C^{1}\left(\mathbb{R} \times \mathbb{R}^{2} \times \mathcal{X}_{T} \times \mathbb{R} \times \mathbb{R} ; \mathcal{Y}_{T} \times \mathbb{R} \times \mathbb{R}\right)
$$

Moreover, since $\mathfrak{M}\left(U_{p, q}\right)=\mathfrak{M}\left(X_{a}\right)=1$, we have

$$
\mathcal{F}(0, p, q ; 0,0,0)=\left(\mathfrak{M}\left(X_{a}\right)-H_{0}, 0,0\right)=(0,0,0)
$$

Next, by direct computation, arguing as in the proof of Theorem 1.2 , (i), and taking into account that $\nabla H_{0}=0$, we check that

$$
\frac{\partial \mathcal{F}}{\partial\left(\varphi, \lambda_{1}, \lambda_{2}\right)}(0, p, q ; 0,0,0)\left[\psi, \mu_{1}, \mu_{2}\right]=\mathfrak{G}\left(\psi, \mu_{1}, \mu_{2}\right), \quad \forall \psi \in \mathcal{X}_{T}, \mu_{1}, \mu_{2} \in \mathbb{R}
$$

where $\mathfrak{G}: \mathcal{X}_{T} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{Y}_{T} \times \mathbb{R} \times \mathbb{R}$ is the map given by

$$
\mathfrak{G}\left(\psi, \mu_{1}, \mu_{2}\right)=\left(\mathfrak{L}_{a} \psi-\mu_{1} w_{a, 1} \cos \theta-\mu_{2} w_{a, 1} \sin \theta, \int_{\mathcal{R}_{T}} x_{a}^{2} \psi w_{a, 1} \cos \theta d t d \theta, \int_{\mathcal{R}_{T}} x_{a}^{2} \psi w_{a, 1} \sin \theta d t d \theta\right)
$$

We claim that $\mathfrak{G}$ is invertible.
To prove the claim, we first recall that, since $a \in\left(0, \frac{1}{2}(\sqrt{3}-1)\right]$ and $T \in \mathcal{T}_{a, 1}$, by Corollary 3.3 and Lemma 4.1 we have that

$$
\operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)=\operatorname{span}\left\{w_{a, 1} \cos \theta, w_{a, 1} \sin \theta\right\}
$$

and that $\mathfrak{L}_{a}: \mathcal{X}_{T}^{\perp} \rightarrow \mathcal{Y}_{T}^{\perp}$ is an isomorphism, where

$$
\begin{aligned}
& \mathcal{X}_{T}^{\perp}:=\left\{\varphi \in \mathcal{X}_{T} \mid \int_{\mathcal{R}_{T}} x_{a}^{2} \varphi w_{a, 1} \cos \theta d t d \theta=\int_{\mathcal{R}_{T}} x_{a}^{2} \varphi w_{a, 1} \sin \theta d t d \theta=0\right\}, \\
& \mathcal{Y}_{T}^{\perp}:=\left\{g \in \mathcal{Y}_{T} \mid \int_{\mathcal{R}_{T}} x_{a}^{2} g w_{a, 1} \cos \theta d t d \theta=\int_{\mathcal{R}_{T}} x_{a}^{2} g w_{a, 1} \sin \theta d t d \theta=0\right\}
\end{aligned}
$$

Let us begin by showing that $\mathfrak{G}$ is injective. Assume that there exists $\left(\psi, \mu_{1}, \mu_{2}\right) \in \mathcal{X}_{T} \times \mathbb{R} \times \mathbb{R}$ such that $\mathfrak{G}\left(\psi, \mu_{1}, \mu_{2}\right)=0$, that is

$$
\begin{align*}
& \mathfrak{L}_{a} \psi=\mu_{1} w_{a, 1} \cos \theta+\mu_{2} w_{a, 1} \sin \theta,  \tag{6.2}\\
& \int_{\mathcal{R}_{T}} x_{a}^{2} \psi w_{a, 1} \cos \theta d t d \theta=0, \quad \int_{\mathcal{R}_{T}} x_{a}^{2} \psi w_{a, 1} \sin \theta d t d \theta=0 . \tag{6.3}
\end{align*}
$$

In particular, (6.3) implies that $\psi \in \mathcal{X}_{T}^{\perp}$, and thus we have that $\mathfrak{L}_{a} \psi \in \mathcal{Y}_{\mathcal{T}}^{\perp}$. Then, in view of 6.2), we deduce that $\mu_{1}=\mu_{2}=0$. As a consequence, $\mathfrak{L}_{a} \psi=0$ and $\psi \in \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)$. Hence, since $\psi \in \mathcal{X}_{T}^{\perp}$, we conclude that $\psi \equiv 0$ and $\mathfrak{G}$ is injective.

Let us prove the surjectivity of $\mathfrak{G}$. Let us fix $\left(g, \nu_{1}, \nu_{2}\right) \in \mathcal{Y}_{T} \times \mathbb{R} \times \mathbb{R}$. We want to solve

$$
\mathfrak{G}\left(\psi, \mu_{1}, \mu_{2}\right)=\left(g, \nu_{1}, \nu_{2}\right) .
$$

First of all, we take $\mu_{1}, \mu_{2}$ as

$$
\mu_{1}=-\frac{\int_{\mathcal{R}_{T}} x_{a}^{2} g w_{a, 1} \cos \theta d t d \theta}{\int_{\mathcal{R}_{T}} x_{a}^{2}\left|w_{a, 1}\right|^{2}|\cos \theta|^{2} d t d \theta}, \quad \mu_{2}=-\frac{\int_{\mathcal{R}_{T}} x_{a}^{2} g w_{a, 1} \sin \theta d t d \theta}{\int_{\mathcal{R}_{T}} x_{a}^{2}\left|w_{a, 1}\right|^{2}|\sin \theta|^{2} d t d \theta}
$$

Thanks to this choice, and using that $\int_{\mathcal{R}_{T}} x_{a}^{2}\left|w_{a, 1}\right|^{2} \cos \theta \sin \theta d t d \theta=0$, we have

$$
\tilde{g}:=g+\mu_{1} w_{a, 1} \cos \theta+\mu_{2} w_{a, 1} \sin \theta \in \mathcal{Y}_{T}^{\perp}
$$

Thus, by Lemma 4.1 there exists a unique $\tilde{\psi} \in \mathcal{X}_{T}^{\perp}$ such that $\mathfrak{L}_{a} \tilde{\psi}=\tilde{g}$. Then, defining

$$
\psi:=\nu_{1} w_{a, 1} \cos \theta+\nu_{2} w_{a, 1} \sin \theta+\tilde{\psi}
$$

we see that $\left(\psi, \mu_{1}, \mu_{2}\right)$ is the solution to $\mathfrak{G}\left(\psi, \mu_{1}, \mu_{2}\right)=\left(g, \nu_{1}, \nu_{2}\right)$. Hence $\mathfrak{G}$ is also surjective, hence a bijection.

Applying the implicit function theorem to $\mathcal{F}$, for any fixed $(p, q) \in B_{R}$, and thanks to a standard compactness argument, we infer that there exist $\bar{\varepsilon}=\bar{\varepsilon}(a, T, R)>0$ and uniquely determined $C^{1}$ functions

$$
\varphi:\left[\begin{array}{l}
(-\bar{\varepsilon}, \bar{\varepsilon}) \times B_{R} \rightarrow \mathcal{X}_{T} \\
(\varepsilon, p, q) \mapsto \varphi_{\varepsilon, p, q}
\end{array} \quad \lambda_{1}:\left[\begin{array}{l}
(-\bar{\varepsilon}, \bar{\varepsilon}) \times B_{R} \rightarrow \mathbb{R} \\
(\varepsilon, p, q) \mapsto \lambda_{1, \varepsilon}(p, q)
\end{array} \quad \lambda_{2}:\left[\begin{array}{l}
(-\bar{\varepsilon}, \bar{\varepsilon}) \times B_{R} \rightarrow \mathbb{R} \\
(\varepsilon, p, q) \mapsto \lambda_{2, \varepsilon}(p, q)
\end{array}\right.\right.\right.
$$

such that for all $(p, q) \in B_{R}, \varepsilon \in(-\bar{\varepsilon}, \bar{\varepsilon})$

$$
\begin{equation*}
\varphi_{0, p, q} \equiv 0, \quad \lambda_{1,0}(p, q)=0, \quad \lambda_{2,0}(p, q)=0, \quad \mathcal{F}\left(\varepsilon, p, q ; \varphi_{\varepsilon, p, q}, \lambda_{1, \varepsilon}(p, q), \lambda_{2, \varepsilon}(p, q)\right)=0 \tag{6.4}
\end{equation*}
$$

In particular, (6.4) implies that

$$
\mathfrak{M}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-H_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)=\lambda_{1, \varepsilon}(p, q) w_{a, 1} \cos \theta+\lambda_{2, \varepsilon}(p, 1) w_{a, 1} \sin \theta
$$

and the Lemma is proved.
Proof of Theorem 1.4, (ii). Let $a,\left(p_{0}, q_{0}\right), T$ and $H_{\varepsilon}$ be as in the statement. Let us fix $R>0$ such that $\left(p_{0}, q_{0}\right) \in B_{R}$. Let $\bar{\varepsilon}>0$ and $\lambda_{1, \varepsilon}, \lambda_{2, \varepsilon}, \varphi_{\varepsilon, p, q}$ be the mappings given by Lemma 6.2. Once again, for simplicity we denote $U_{p, q}=X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}$.

By Lemma 6.2, it holds

$$
\begin{equation*}
\mathfrak{M}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-H_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)=\lambda_{1, \varepsilon}(p, q) w_{a, 1} \cos \theta+\lambda_{2, \varepsilon}(p, q) w_{a, 1} \sin \theta \tag{6.5}
\end{equation*}
$$

Testing (6.5), respectively, with $x_{a}^{2} w_{a, 1} \cos \theta$ and $x_{a}^{2} w_{a, 1} \sin \theta$ we obtain

$$
\begin{aligned}
& C_{0} \lambda_{1, \varepsilon}(p, q)=\int_{\mathcal{R}_{T}} x_{a}^{2}\left(\mathfrak{M}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-H_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)\right) w_{a, 1} \cos \theta d t d \theta \\
& C_{0} \lambda_{2, \varepsilon}(p, q)=\int_{\mathcal{R}_{T}} x_{a}^{2}\left(\mathfrak{M}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-H_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)\right) w_{a, 1} \sin \theta d t d \theta
\end{aligned}
$$

where $C_{0}=\pi \int_{-T}^{T}\left|w_{a, 1}\right|^{2} d t$.
Let us now define $\mathcal{F}:[-\bar{\varepsilon}, \bar{\varepsilon}] \times B_{R} \rightarrow \mathbb{R}^{2}$ as

$$
\mathcal{F}(\varepsilon, p, q)=\left(\varepsilon^{-1} C_{0} \lambda_{1, \varepsilon}(p, q), \varepsilon^{-1} C_{0} \lambda_{2, \varepsilon}(p, q)\right)
$$

Our aim is to apply the implicit function theorem to $\mathcal{F}$ in $\left(0, p_{0}, q_{0}\right)$.
First of all, we notice that, by construction, it holds that $\mathcal{F} \in C^{1}\left([-\bar{\varepsilon}, \bar{\varepsilon}] \backslash\{0\} \times B_{R}\right)$. Moreover, arguing as in the proof of Theorem 1.3 and Theorem 1.4 ( $i$, we find that, for $\varepsilon$ sufficiently small,

$$
\mathcal{F}(\varepsilon, p, q)=\left(\frac{\partial M}{\partial p}(p, q), \frac{\partial M}{\partial q}(p, q)\right)+\mathfrak{R}_{\mathbf{1}}(\varepsilon, p, q)
$$

where $\mathfrak{R}_{1}:[-\bar{\varepsilon}, \bar{\varepsilon}] \times B_{R} \rightarrow \mathbb{R}^{2}$ is of class $C^{0}$ and such that

$$
\sup _{(p, q) \in B_{R}} \Re_{1}(\varepsilon, p, q) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

Therefore $\mathcal{F} \in C^{0}\left([-\bar{\varepsilon}, \bar{\varepsilon}] \times B_{R}\right)$ and, since $\left(p_{0}, q_{0}\right)$ is a critical point of $M$, it holds

$$
\mathcal{F}\left(0, p_{0}, q_{0}\right)=0
$$

Let us compute $\frac{\partial \mathcal{F}_{1}}{\partial p}(\varepsilon, p, q)$, where $\mathcal{F}_{1}$ is the first component of $\mathcal{F}$. By definition we have

$$
\begin{equation*}
\frac{\partial \mathcal{F}_{1}}{\partial p}(\varepsilon, p, q)=\varepsilon^{-1} C_{0} \frac{\partial}{\partial p} \lambda_{1, \varepsilon}(p, q) \tag{6.6}
\end{equation*}
$$

Next, arguing again as in the proof of Theorem 1.3 and Theorem 1.4, (i), we find

$$
\begin{aligned}
C_{0} \lambda_{\varepsilon, 1}(p, q) & =\int_{\mathcal{R}_{T}} x_{a}^{2}\left(\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon, p, q} N_{a}\right)-1\right) w_{a, 1} \cos \theta d t d \theta \\
& -\varepsilon \int_{\mathcal{R}_{T}} x_{a}^{2}\left(\tilde{H}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-\tilde{H}\left(U_{p, q}\right)\right) w_{a, 1} \cos \theta d t d \theta+\varepsilon \frac{\partial M}{\partial p}(p, q) .
\end{aligned}
$$

Hence

$$
\begin{align*}
C_{0} \frac{\partial}{\partial p} \lambda_{1, \varepsilon}(p, q) & =\int_{\mathcal{R}_{T}} x_{a}^{2}\left(\frac{\partial}{\partial p} \mathfrak{M}\left(X_{a}+\varphi_{\varepsilon, p, q} N_{a}\right)\right) w_{a, 1} \cos \theta d t d \theta \\
& -\varepsilon \int_{\mathcal{R}_{T}} x_{a}^{2} \frac{\partial}{\partial p}\left(\tilde{H}_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-\tilde{H}_{\varepsilon}\left(U_{p, q}\right)\right) w_{a, 1} \cos \theta d t d \theta+\varepsilon \frac{\partial^{2} M}{\partial p^{2}}(p, q) \tag{6.7}
\end{align*}
$$

Now, since $\tilde{H} \in C^{2}\left(\mathbb{R}^{3}\right)$, by the mean value theorem we get

$$
\begin{aligned}
\frac{\partial}{\partial p}\left(\tilde { H } _ { \varepsilon } \left(U_{p, q}\right.\right. & \left.\left.+\varphi_{\varepsilon, p, q} N_{a}\right)-\tilde{H}_{\varepsilon}\left(U_{p, q}\right)\right) \\
& =\nabla \tilde{H}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right) \cdot N_{a} \frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}+\nabla \frac{\partial \tilde{H}}{\partial x}\left(X_{a}+p \mathbf{e}_{1}+q \mathbf{e}_{2}+\xi \varphi_{\varepsilon, p, q} N_{a}\right) \cdot N_{a} \varphi_{\varepsilon, p, q}
\end{aligned}
$$

for some $\xi \in[0,1]$. Thus

$$
\left\|\frac{\partial}{\partial p}\left(\tilde{H}_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-\tilde{H}_{\varepsilon}\left(U_{p, q}\right)\right)\right\|_{C^{0}\left(\mathcal{R}_{T}\right)} \leq C\left(\left\|\frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)}+\left\|\varphi_{\varepsilon, p, q}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)}\right)
$$

where the constant $C>0$ is independent of $(p, q)$ and $\varepsilon$. Moreover, since the map

$$
\varphi:(\varepsilon, p, q) \in[-\bar{\varepsilon}, \bar{\varepsilon}] \times B_{R} \mapsto \varphi_{\varepsilon, p, q} \in C^{2, \alpha}\left(\mathcal{R}_{T}\right)
$$

is of class $C^{1}$ and $\varphi_{0, p, q}$ is the null function for every $(p, q) \in B_{R}$, we have that

$$
\begin{equation*}
\sup _{(p, q) \in B_{R}}\left\|\varphi_{\varepsilon, p, q}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)} \leq C|\varepsilon| \tag{6.8}
\end{equation*}
$$

where $C>0$ independent of $\varepsilon$, and

$$
\begin{equation*}
\sup _{(p, q) \in B_{R}}\left\|\frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)} \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0 \tag{6.9}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\sup _{(p, q) \in B_{R}}\left\|\frac{\partial}{\partial p}\left(\tilde{H}_{\varepsilon}\left(U_{p, q}+\varphi_{\varepsilon, p, q} N_{a}\right)-\tilde{H}_{\varepsilon}\left(U_{p, q}\right)\right)\right\|_{C^{0}\left(\mathcal{R}_{T}\right)} \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0 \tag{6.10}
\end{equation*}
$$

Now, setting

$$
\mathfrak{R}_{2}\left(\varphi_{\varepsilon, p, q}\right):=\mathfrak{M}\left(X_{a}+\varphi_{\varepsilon, p, q} N_{a}\right)-1-\mathfrak{L}_{a} \varphi_{\varepsilon, p, q}
$$

we have

$$
\begin{equation*}
\frac{\partial}{\partial p} \mathfrak{M}\left(X_{a}+\varphi_{\varepsilon, p, q} N_{a}\right)=\mathfrak{L}_{a} \frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}+\frac{\partial}{\partial p} \mathfrak{R}_{2}\left(\varphi_{\varepsilon, p, q}\right) . \tag{6.11}
\end{equation*}
$$

Since $\varphi_{\varepsilon, p, q} \in \mathcal{X}_{T}$ for any $\varepsilon, p, q$, then $\frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}( \pm T, \cdot)=0$ on $\mathbb{S}^{1}$. Therefore, integrating by parts we find

$$
\begin{equation*}
\int_{\mathcal{R}_{T}} x_{a}^{2} \mathfrak{L}_{a}\left(\frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}\right) w_{a, 1} \cos \theta d t d \theta=\int_{\mathcal{R}_{T}} x_{a}^{2} \frac{\partial \varphi_{\varepsilon, p, q}}{\partial p} \mathfrak{L}_{a}\left(w_{a, 1} \cos \theta\right) d t d \theta=0 \tag{6.12}
\end{equation*}
$$

where we used that $w_{a, 1} \cos \theta \in \operatorname{ker}\left(\left.\mathfrak{L}_{a}\right|_{\mathcal{X}_{T}}\right)$. Hence, from 6.11) and 6.12 we obtain

$$
\begin{equation*}
\int_{\mathcal{R}_{T}} x_{a}^{2}\left(\frac{\partial}{\partial p} \mathfrak{M}\left(X_{a}+\varphi_{\varepsilon, p, q} N_{a}\right)\right) w_{a, 1} \cos \theta d t d \theta=\int_{\mathcal{R}_{T}} x_{a}^{2} \frac{\partial}{\partial p} \mathfrak{R}_{2}\left(\varphi_{\varepsilon, p, q}\right) w_{a, 1} \cos \theta d t d \theta \tag{6.13}
\end{equation*}
$$

A careful analysis of [3, Proposition B.1, B.2] shows that $\mathfrak{R}_{2}$ can be expressed, via Taylor expansion, as a linear combination of monomials of degree greater of equal than two with respect to $\varphi_{\varepsilon, p, q}$ and its derivatives with respect to $t, \theta$ up to the second order, having as coefficients smooth functions in $[-T, T]$ independent of $\varepsilon, p, q$. Therefore, differentiating with respect to $p$ we infer that

$$
\left\|\frac{\partial}{\partial p} \Re_{2}\left(\varphi_{\varepsilon, p, q}\right)\right\|_{C^{0}\left(\mathcal{R}_{T}\right)} \leq C\left\|\frac{\partial \varphi_{\varepsilon, p, q}}{\partial p}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)}\left\|\varphi_{\varepsilon, p, q}\right\|_{C^{2}\left(\mathcal{R}_{T}\right)}
$$

where the constant $C>0$ is independent of $\varepsilon, p, q$. Then, using 6.8 and 6.9 we deduce that

$$
\begin{equation*}
\varepsilon^{-1} \sup _{(p, q) \in B_{R}}\left\|\frac{\partial}{\partial p} \Re_{2}\left(\varphi_{\varepsilon, p, q}\right)\right\|_{C^{0}\left(\mathcal{R}_{T}\right)} \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0 \tag{6.14}
\end{equation*}
$$

Putting together (6.6), 6.7) and 6.10 6.14, we find

$$
\frac{\partial \mathcal{F}_{1}}{\partial p}(\varepsilon, p, q)=\frac{\partial^{2} M}{\partial p^{2}}(p, q)+\Re_{3}(\varepsilon, p, q)
$$

where $\Re_{3}$ is a continuous function such that

$$
\sup _{(p, q) \in B_{R}} \Re_{3}(\varepsilon, p, q) \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0
$$

Using the same argument we can compute the whole Jacobian matrix of $\mathcal{F}$, obtaining that

$$
J_{(p, q)} \mathcal{F}(\varepsilon, p, q)=D^{2} M(p, q)+\mathfrak{R}(\varepsilon, p, q)
$$

where $D^{2}$ denotes the Hessian matrix, and the matrix $\mathfrak{R}=\left(\Re_{i j}\right)$ is such that

$$
\sup _{(p, q) \in B_{R}} \Re_{i, j}(\varepsilon, p, q) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0
$$

From this we conclude that $\mathcal{F} \in C^{1}\left([-\varepsilon, \varepsilon] \times B_{R}\right)$ and

$$
J_{(p, q)} \mathcal{F}\left(0, p_{0}, q_{0}\right)=D^{2} M\left(p_{0}, q_{0}\right)
$$

In fact, since $\left(p_{0}, q_{0}\right)$ is a nondegenerate critical point of $M$, then $J_{(p, q)} \mathcal{F}\left(0, p_{0}, q_{0}\right)$ is invertible.
Applying the implicit function theorem to $\mathcal{F}$, we get that there exist $0<\varepsilon_{0} \leq \bar{\varepsilon}$ and uniquely determined $C^{1}$ functions

$$
p:\left[\begin{array}{l}
\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow B_{R} \\
\varepsilon \mapsto p_{\varepsilon},
\end{array} \quad q:\left[\begin{array}{l}
\left(-\varepsilon_{0}, \varepsilon_{0}\right) \rightarrow B_{R} \\
\varepsilon \mapsto q_{\varepsilon},
\end{array}\right.\right.
$$

such that

$$
p(0)=p_{0}, \quad q(0)=q_{0}, \quad \mathcal{F}\left(\varepsilon, p_{\varepsilon}, q_{\varepsilon}\right)=0 \quad \text { for any } \varepsilon \in\left(-\varepsilon_{0}, \varepsilon_{0}\right)
$$

In particular, by definition of $\mathcal{F}$, it holds that

$$
\lambda_{\varepsilon, 1}\left(p_{\varepsilon}, q_{\varepsilon}\right)=\lambda_{\varepsilon, 2}\left(p_{\varepsilon}, q_{\varepsilon}\right)=0 \quad \text { for any }|\varepsilon| \leq \varepsilon_{0}
$$

and by (6.5 we conclude that

$$
\mathfrak{M}\left(U_{p_{\varepsilon}, q_{\varepsilon}}+\varphi_{\varepsilon, p_{\varepsilon}, q_{\varepsilon}} N_{a}\right)=H_{\varepsilon}\left(U_{p_{\varepsilon}, q_{\varepsilon}}+\varphi_{\varepsilon, p_{\varepsilon}, q_{\varepsilon}} N_{a}\right) \quad \text { for any }|\varepsilon| \leq \varepsilon_{0}
$$

Finally, setting $\varphi_{\varepsilon}:=\varphi_{\varepsilon, p_{\varepsilon}, q_{\varepsilon}}$, we have that the triple $\left(p_{\varepsilon}, q_{\varepsilon}, \varphi_{\varepsilon}\right)$ solves (1.5) and Theorem 1.4. (ii) is proved.

## Appendix A: Jacobi elliptic functions

In this section we present some definitions and results regarding the Jacobi elliptic functions. For more details, we refer to [1, Chapters 15,16 ].

The incomplete elliptic integrals of the first and second kind of parameter $m$ are defined, respectively, as

$$
\begin{equation*}
F(s \mid m):=\int_{0}^{s} \frac{1}{\sqrt{1-m \sin ^{2} \theta}} d \theta \quad E(s \mid m):=\int_{0}^{s} \sqrt{1-m \sin ^{2} \theta} d \theta, \quad s \in \mathbb{R}, m \in[0,1) \tag{A.1}
\end{equation*}
$$

The Jacobi Amplitude function of parameter $m$, denoted by $\operatorname{am}(s \mid m)$, is defined as the inverse function of $F$ with respect to $s$, namely

$$
\begin{equation*}
s=F(\operatorname{am}(s \mid m) \mid m), \quad s \in \mathbb{R}, m \in[0,1) \tag{A.2}
\end{equation*}
$$

The Delta Amplitude function of parameter $m$ is defined as

$$
\operatorname{dn}(s \mid m):=\frac{\partial}{\partial s} \operatorname{am}(s \mid m), \quad s \in \mathbb{R}, m \in[0,1)
$$

For convenience, we also recall the following alternative representation

$$
\begin{equation*}
\operatorname{dn}(s \mid m)=\sqrt{1-m \sin ^{2}(\operatorname{am}(s \mid m))}, \quad s \in \mathbb{R}, m \in[0,1) \tag{A.3}
\end{equation*}
$$

Finally, the complete elliptic integrals of the first and second kind are defined, respectively, as

$$
K(m):=F\left(\left.\frac{\pi}{2} \right\rvert\, m\right) \quad E(m):=E\left(\left.\frac{\pi}{2} \right\rvert\, m\right), \quad m \in[0,1)
$$

Here we list some known properties of the Jacobi elliptic functions, see also [8, 22.13, 22.16].

$$
\begin{gather*}
\operatorname{am}(0 \mid m)=0, \quad \operatorname{am}(K(m) \mid m)=\frac{\pi}{2}  \tag{A.4}\\
\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)=-m \sin (\operatorname{am}(s \mid m)) \cos (\operatorname{am}(s \mid m))  \tag{A.5}\\
\int_{0}^{s} \operatorname{dn}(\tau \mid m)^{2} d \tau=E(\operatorname{am}(s \mid m) \mid m)  \tag{A.6}\\
\int_{0}^{s} \frac{d \tau}{\operatorname{dn}(\tau \mid m)^{2}}=\frac{1}{1-m}\left[E(\operatorname{am}(s \mid m) \mid m)+\frac{\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)}{\operatorname{dn}(s \mid m)}\right] \tag{A.7}
\end{gather*}
$$

Notice that from A.4, A.5 and A.7 it follows that

$$
\begin{equation*}
\int_{0}^{K(m)} \operatorname{dn}(\tau \mid m)^{2} d \tau=E(m), \quad \int_{0}^{K(m)} \frac{d \tau}{\operatorname{dn}(\tau \mid m)^{2}}=\frac{E(m)}{1-m} \tag{A.8}
\end{equation*}
$$

In the next Lemma we compute the derivative of the Delta amplitude function with respect to $m$.
Lemma A. 1 For any $s \in \mathbb{R}, m \in[0,1)$, it holds

$$
\begin{align*}
\frac{\partial}{\partial m} \operatorname{dn}(s \mid m) & =\frac{1}{2 m}\left[\operatorname{dn}(s \mid m)-\frac{1}{\operatorname{dn}(s \mid m)}\right] \\
& +\frac{\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)}{2 m}\left[s-\frac{\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)}{(1-m) \operatorname{dn}(s \mid m)}-\frac{1}{1-m} \int_{0}^{s} \operatorname{dn}(\tau \mid m)^{2} d \tau\right] \tag{A.9}
\end{align*}
$$

Proof. Differentiating A.1 with respect to $m$ and exploiting the following relations

$$
\begin{gather*}
\frac{\sin ^{2} \theta}{\sqrt{1-m \sin ^{2} \theta}}=-\frac{1}{m}\left[\sqrt{1-m \sin ^{2} \theta}-\frac{1}{\sqrt{1-m \sin ^{2} \theta}}\right]  \tag{A.10}\\
\frac{1}{\left(1-m \sin ^{2} \theta\right)^{3 / 2}}=\frac{\sqrt{1-m \sin ^{2} \theta}}{1-m}-\frac{m}{1-m} \frac{\partial}{\partial \theta}\left(\frac{\sin \theta \cos \theta}{\sqrt{1-m \sin ^{2} \theta}}\right)
\end{gather*}
$$

we get that

$$
\begin{equation*}
\frac{\partial}{\partial m} F(s \mid m)=-\frac{1}{2 m}\left[F(s \mid m)+\frac{\sin (s) \cos (s)}{(1-m) \sqrt{1-m \sin ^{2}(s)}}-\frac{E(s \mid m)}{1-m}\right] \tag{A.11}
\end{equation*}
$$

Next, from A.2, A.5, A.6 and A.11 we find

$$
\begin{equation*}
\frac{\partial}{\partial m} \operatorname{am}(s \mid m)=\frac{\operatorname{dn}(s \mid m)}{2 m}\left[s-\frac{\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)}{(1-m) \operatorname{dn}(s \mid m)}-\frac{1}{1-m} \int_{0}^{s} \operatorname{dn}(\tau \mid m)^{2} d \tau\right] \tag{A.12}
\end{equation*}
$$

Finally, differentiating A.3 with respect to $m$ and using A.5 we obtain

$$
\begin{equation*}
\frac{\partial}{\partial m}[\operatorname{dn}(s \mid m)]=-\frac{\sin ^{2}(\operatorname{am}(s \mid m))}{2 \operatorname{dn}(s \mid m)}+\frac{\frac{\partial}{\partial s} \operatorname{dn}(s \mid m)}{\operatorname{dn}(s \mid m)} \frac{\partial}{\partial m} \operatorname{am}(s \mid m) \tag{A.13}
\end{equation*}
$$

Combining A.10, A.12 and A.13 we deduce A.9. The Lemma is proved.

## Appendix B: Volume functional

Let $\mathcal{S}_{T}$ be the class of maps $X=X(t, \theta):[-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z} \rightarrow \mathbb{R}^{3}$ of class $C^{2}, 2 \pi$-periodic with respect to $\theta$, with

$$
X_{t}(t, \theta) \wedge X_{\theta}(t, \theta) \neq 0 \quad \forall(t, \theta) \in[-T, T] \times \mathbb{R}
$$

and such that $X \cdot \mathbf{e}_{1}$ and $X \cdot \mathbf{e}_{2}$ are even with respect to $t$, whereas $X \cdot \mathbf{e}_{3}$ is odd with respect to $t$.
We observe that for every $a \in(-1,0) \cup(0, \infty)$ the mapping $\left.X_{a}\right|_{[-T, T] \times \mathbb{R}}$ belongs to $\mathcal{S}_{T}$. Moreover, when $\varphi=\varphi(t, \theta):[-T, T] \times \mathbb{R} / 2 \pi \mathbb{Z} \rightarrow \mathbb{R}^{3}$ is a function of class $C^{2}, 2 \pi$-periodic with respect to $\theta$, even with respect to $t$, and with $\|\varphi\|_{C^{0}\left(\mathcal{R}_{T}\right)}$ small enough, then $X_{a}+\varphi N_{a} \in \mathcal{S}_{T}$, as it follows by definition and by 2.2 .

Let $H: \mathbb{R}^{3} \rightarrow \mathbb{R}$ be a continuous function and let $Q: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ be any vector field of class $C^{1}$ and such that $\operatorname{div} Q=H$ in $\mathbb{R}^{3}$. We point out that such a vector field $Q$ always exists (see for instance 1.10) but, in general, it is not uniquely determined. For any choice of $Q$ we set

$$
\begin{equation*}
\mathcal{V}_{T, Q}(X)=\int_{\mathcal{R}_{T}} Q(X) \cdot X_{t} \wedge X_{\theta} d t d \theta \quad \forall X \in \mathcal{S}_{T} \tag{B.1}
\end{equation*}
$$

Remark B. 1 We observe that when $X=X_{a}$ with $a \in(-1,0)$, the mapping $X_{a}$ is a parameterization of an unduloid whose axis of revolution is the $z$-axis. Let

$$
\Theta_{a, T}:=\left\{\left(\rho x_{a}(t) \cos \theta, \rho x_{a}(t) \sin \theta, z_{a}(t)\right) \in \mathbb{R}^{3}|\rho \in[0,1],|t| \leq T, \theta \in[-\pi, \pi]\}\right.
$$

be the region of $\mathbb{R}^{3}$ enclosed by the unduloid and the horizontal planes $z= \pm z_{a}(T)$. Then the $H$-weighted volume of $\Theta_{a, T}$ is given by

$$
\begin{equation*}
\operatorname{vol}_{H}\left(\Theta_{a, T}\right)=-\mathcal{V}_{T, Q}\left(X_{a}\right)+\int_{\Sigma_{a, T}^{+}} Q_{3} d \sigma-\int_{\Sigma_{a, T}^{-}} Q_{3} d \sigma \tag{B.2}
\end{equation*}
$$

where $\Sigma_{a, T}^{ \pm}:=\left\{(x, y, z) \in \mathbb{R}^{3} \mid x^{2}+y^{2} \leq x_{a}^{2}(T), z=z_{a}( \pm T)\right\}$. Indeed, by the divergence theorem we have

$$
\operatorname{vol}_{H}\left(\Theta_{a, T}\right)=\int_{\Theta_{a, T}} H(x, y, z) d x d y d z=\int_{\partial \Theta_{a, T}} Q \cdot \nu d \sigma
$$

where $Q: \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}$ is any vector field such that $\operatorname{div} Q=H$ in $\mathbb{R}^{3}$ and $\nu$ is the outer normal to $\partial \Theta_{a, T}$. Notice that $\partial \Theta_{a, T}=\Sigma_{a, T} \cup \Sigma_{a, T}^{+} \cup \Sigma_{a, T}^{-}$, where $\Sigma_{a, T}=X_{a}\left(\mathcal{R}_{T}\right)$. In addition $\nu=-N_{a}$ on $\Sigma_{a, T}$ whereas $\nu= \pm \mathbf{e}_{3}$ on $\Sigma_{a, T}^{ \pm}$. Hence

$$
\operatorname{vol}_{H}\left(\Theta_{a, T}\right)=-\int_{\mathcal{R}_{T}} Q\left(X_{a}\right) \cdot N_{a}\left|\left(X_{a}\right)_{t} \wedge\left(X_{a}\right)_{\theta}\right| d t d \theta+\int_{\Sigma_{a, T}^{+}} Q_{3} d \sigma-\int_{\Sigma_{a, T}^{-}} Q_{3} d \sigma
$$

and B.2 follows from (B.1) and from the definition of $N_{a}$.
Fixing $X \in \mathcal{S}_{T}$, we call a variation of $X$ a curve $s \mapsto X(s) \in \mathcal{S}_{T}$ of class $C^{2}$ defined in an open interval $\left(-s_{0}, s_{0}\right) \subset \mathbb{R}$ and such that $X(0)=X$. For convenience, we set $\dot{X}:=\left.\frac{\partial X(s)}{\partial s}\right|_{s=0}$, and we observe that $\dot{X}$ shares the same symmetries of $X$.

Lemma B. 2 Let $X \in \mathcal{S}_{T}$ and let $s \mapsto X(s) \in \mathcal{S}_{T}$ be a variation of $X$. Then

$$
\begin{aligned}
\left.\frac{\partial}{\partial s}\left[\mathcal{V}_{T, Q}(X(s))\right]\right|_{s=0} & =\int_{\mathcal{R}_{T}} H(X) \dot{X} \cdot X_{t} \wedge X_{\theta} d t d \theta \\
& -\int_{-\pi}^{\pi}\left[\left(Q(X) \cdot X_{\theta} \wedge \dot{X}\right)(T, \theta)-\left(Q(X) \cdot X_{\theta} \wedge \dot{X}\right)(-T, \theta)\right] d \theta
\end{aligned}
$$

Proof. By direct computation we have that

$$
\begin{aligned}
\left.\frac{\partial}{\partial s}\left[\mathcal{V}_{T, Q}(X(s))\right]\right|_{s=0} & =\int_{\mathcal{R}_{T}}[J Q(X) \dot{X}] \cdot X_{t} \wedge X_{\theta} d t d \theta \\
& +\int_{\mathcal{R}_{T}} Q(X) \cdot \dot{X}_{t} \wedge X_{\theta} d t d \theta+\int_{\mathcal{R}_{T}} Q(X) \cdot X_{t} \wedge \dot{X}_{\theta} d t d \theta
\end{aligned}
$$

where $J Q$ is the Jacobian matrix of $Q$. Then, applying the algebraic identity

$$
(M \mathbf{a}) \cdot \mathbf{b} \wedge \mathbf{c}+\mathbf{a} \cdot(M \mathbf{b}) \wedge \mathbf{c}+\mathbf{a} \cdot \mathbf{b} \wedge(M \mathbf{c})=(\operatorname{tr} M) \mathbf{a} \cdot \mathbf{b} \wedge \mathbf{c}, \quad \forall \mathbf{a}, \mathbf{b}, \mathbf{c} \in \mathbb{R}^{3}, \forall M \in \mathbb{R}^{3 \times 3}
$$

with $\mathbf{a}=\dot{X}, \mathbf{b}=X_{t}, \mathbf{c}=X_{\theta}, M=J Q(X)$, we obtain

$$
\begin{aligned}
\left.\frac{\partial}{\partial s}\left[\mathcal{V}_{T, Q}(X(s))\right]\right|_{s=0}= & \int_{\mathcal{R}_{T}} H(X) \dot{X} \cdot X_{t} \wedge X_{\theta} d t d \theta-\int_{\mathcal{R}_{T}} \dot{X} \cdot\left[X_{t} \wedge(Q(X))_{\theta}+(Q(X))_{t} \wedge X_{\theta}\right] d t d \theta \\
& +\int_{\mathcal{R}_{T}} Q(X) \cdot\left[\dot{X}_{t} \wedge X_{\theta}+X_{t} \wedge \dot{X}_{\theta}\right] d t d \theta
\end{aligned}
$$

To conclude it is sufficient to use the identity

$$
\begin{equation*}
\int_{\mathcal{R}_{T}} Y \cdot\left[X_{t} \wedge Z_{\theta}+Z_{t} \wedge X_{\theta}\right] d t d \theta=\int_{\mathcal{R}_{T}} Z \cdot\left[Y_{t} \wedge X_{\theta}+X_{t} \wedge Y_{\theta}\right]-\int_{-\pi}^{\pi}\left[Z \cdot X_{\theta} \wedge Y\right]_{t=-T}^{t=T} d \theta \tag{B.3}
\end{equation*}
$$

with $Y=\dot{X}$ and $Z=Q(X)$. It remains to prove B.3). For this, integrating by parts we have

$$
\begin{aligned}
\int_{\mathcal{R}_{T}} Y \cdot\left[X_{t} \wedge Z_{\theta}+Z_{t} \wedge X_{\theta}\right] d t d \theta= & \int_{\mathcal{R}_{T}} Z_{\theta} \cdot Y \wedge X_{t} d t d \theta+\int_{\mathcal{R}_{T}} Z_{t} \cdot X_{\theta} \wedge Y d t d \theta \\
= & \int_{-T}^{T}\left[Z \cdot Y \wedge X_{t}\right]_{\theta=-\pi}^{\theta=\pi} d t-\int_{\mathcal{R}_{T}} Z \cdot\left[Y_{\theta} \wedge X_{t}+Y \wedge X_{t \theta}\right] d t d \theta \\
& +\int_{-\pi}^{\pi}\left[Z \cdot X_{\theta} \wedge Y\right]_{t=-T}^{t=T} d \theta-\int_{\mathcal{R}_{T}} Z \cdot\left[X_{\theta t} \wedge Y+X_{\theta} \wedge Y_{t}\right] d t d \theta .
\end{aligned}
$$

Then, since $X, Y$ and $Z$ are $2 \pi$-periodic with respect to $\theta$, it follows that $\left[Z \cdot Y \wedge X_{t}\right]_{\theta=-\pi}^{\theta=\pi}=0$ and (B.3) readily follows. The proof of the Lemma is complete.
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