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Abstract

Single-cell RNA sequencing is an essential tool to investigate cellular heterogeneity, and

to highlight cell subpopulation specific signatures. Single-cell sequencing applications

are now spreading from the most conventional RNAseq to epigenomics. Single-cell se-

quencing led to the development of a large variety of algorithms and tools. However,

there are few computational workflows providing analysis flexibility and achieving at the

same time functional (i.e. information about data and the utilized tools are saved in

terms of meta-data) and computational reproducibility (i.e. real image of the compu-

tation environment used to generate the data is stored) through a user-friendly envi-

ronment. rCASC is a modular workflow providing integrated analysis environment. It

provides preprocessing tools to remove low quality cells and/or specific bias, e.g. cell

cycle. Subpopulations discovery can be achieved using different clustering techniques

based on different distance metrics. Quality of clusters is then estimated through a

new metric namely Cell Stability Score (CSS), which describes the stability of a cell in

a cluster as consequence of a perturbation induced by removing a random set of cells

from the overall cells’ population. Moreover, rCASC provides tools for the identification

of clusters-specific gene-signature by mean of neural network analysis. In conclusion

rCASC is a modular workflow embedding new features helping researchers in defining

cells subpopulations and in detecting subpopulation specific markers. It exploits docker

containerization to make easier its installation and to achieve a computation reproducible

analysis. A Java GUI, is also provided to make friendly the use of the tool even for users

without computational skills in R. rCASC is also available on the cloud on Laniakea,

Galaxy platform.
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1 Introduction

People always have weird thoughts

around camp fire.

Finn the Human- Adventure time

1.1 First generation sequencing

In the middle of 70s the field of genetic research was radically modified by the possibility

to sequence DNA fragments using Sanger sequence [1]. The development of Sanger

sequencing method represented the first step to the definition of the Human genome

sequence [2] [3]. However, at the beginning of the years 2000 sequencing was mainly

limited to DNA/cDNA characterization

1.1.1 Short read sequencing

Second generation sequencing, also known as short read sequencing or Next Generation

Sequencing (NGS), is a parallel sequencing approach, in which nucleic acids are frag-

mented and each fragment is sequenced multiple times. The sequencing accuracy for

each individual nucleotide can be quite high, i.e. the error rate can be less than 1/10000

nucleotides. NGS extended the area of application of sequencing at the quantification

of nucleic acid molecules, which was till 2010 mainly done by microarray technology [4].

Short read sequencing of transcriptomes, also known as RNA-Seq, provides both the

sequence and frequency of RNA molecules that are present at any particular time in a

specific cell type, tissue or organ.
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1 Introduction

1.2 Single cell Technologies

Single cell analysis provides information aiming to understand the functional differences

existing between cells located in a tissue. Individual cells of the same phenotype are

commonly viewed as identical functional units of a tissue or organ. However, short read

sequencing of RNA from single cells suggests a more complex organization of hetero-

geneous cell states that together produce system-level functions. Since the analysis of

heterogeneous cell population in bulk only provides an averaged view of the subpopula-

tions, the information about small potentially relevant subpopulations might be lost by

averaging population data. Sequencing of DNA and RNA from single cells can provide

more comprehensive footprint of cellular functions. Single cell analysis focus on the un-

derstanding of differences that characterize single cells within a population of cells, which

could be phenotypically identical. Nowadays, isolation and separation of single cells is

still technically challenging. A large variety of technologies for Single-Cell separation,

isolation and sorting are available and they can be chosen accordingly to the scientific

objective of interest. Technologies currently in use for the isolation of Single Cells from

tissues or liquid culture are :

• FACS/flow cytometry.

• Random seeding or liquid dilution into microplates.

• Manual cell picking.

• Microfluidics.

• Laser microdissection.

• Electric fields.

• Non-contact dispensing/printing.

• Optical tweezers.

• Capillary-based isolation.

2



1 Introduction

1.2.1 Single cell RNA sequencing technologies

Single-Cell RNA sequencing (scRNA-seq)[5] provides the expression profile of individual

cells. Through genes clustering analyses, cell subpopulations detection can be achieved,

showing the identification of rare subpopulation of cells, which cannot be detected using

conventional bulk RNAseq. scRNA-seq technology improved significantly in the last few

years, both in terms of transcript quantitation and experimental throughput. Recent

advances in microfluidic technologies have enabled high-throughput single cell profiling

by which researchers can examine hundreds to thousands of cells per experiment in a

cost-effective manner. Whereas low capture efficiency and high levels of technical noise

limit the sensitivity and accuracy of scRNA-seq, sophisticated analytical frameworks are

emerging to facilitate the interpretation of scRNA-seq data.

Figure 1.1: Single cell sequencing platforms

1.2.1.1 FACS

FACS, fig. 1.1A, was the first approach used to isolate and sequence single cells. It

requires expensive equipment, expert technician and and throughput is limited to few

3



1 Introduction

hundred of cells.

1.2.1.2 Fluidigm C1

C1, fig. 1.1D, was the first instrument designed specifically to analyze single cell at RNA

level. C1 system isolates single cells into individual reaction chambers in the Fluidigm

integrated fluidic circuit (IFC), which is a complex microfluidic chip. The optically clear

IFC automatically stain captured cells. After staining, cells are automatically lysed and

template is prepared for qPCR or sequencing analysis. The Fluidigm platform has a

lower throughput with respect to droplet based single cell sequencing, but offers the

possibility to take a picture of the cells before lysis, which avoid the acquisition of data

from empty chambers and chambers with cell dublets or debris [6].

1.2.1.3 Drop-seq and Indrop-seq

Drop-seq, fig. 1.1B, was developed by Macosko [7], The procedure incapsulates a sin-

gle cell in a droplet. The procedure uses highly diluted cells, to avoid doublets, and

highly diluted beads, on which are covalently bound multiple copies of a oligonucleotide

encompassing sequencing primer, cell barcode, UMI (Unique molecular identifier), and

oligo-dT. The need of having only one bead and one cell in a droplet leads to the gen-

eration of large amount of empty droplets, droplets with a bead, droplets with a cell.

Thus, a subset of cells, those incapsulated in the droplet without bead, are excluded

from the sequencing. The cell encapsulation in the droplet is done in presence of lysis

buffer, which disrupts the cell and allows the hybridisation of mRNAs to the oligo-dT.

Subsequently, the droplet is disrupted and cDNA is generated and sequenced. InDrop-

seq was developed by Zilionis [8], fig. 1.1B. The procedure is similar to drop-seq, but

uses large soft hydrogel beads instead of small hard beads. Because of the hydrogel size,

only one hydrogel bead can be incapsulated in a droplet, thus, there are no cells that

are excluded from sequencing, as in the case of drop-seq. This technology is used by

10XGenomics, which is today the leader in single-cell sequencing.

4



1 Introduction

1.2.1.4 Microwell

Microwells, fig. 1.1C, technology is an alternative approach to dropseq/inDrop-seq.

Rhapsody, from BD, is a recent platform based on microwells and offers the possibility

to sequence up to twenty thousands cells in a unique run. Rhapsody is essentially an

evolution of drop-seq which uses microwells instead of droplets.

Figure 1.2: A) Split-seq [9]. B) In 10XGenomics visium spatial transcriptomics platform
4 subarrays, 6.5 x 6.5 mm are available. Each subarray contains 5000 cir-
cular spatial spots, each with a unique spatial barcode and an approximate
diameter of 50 µm. The spots are arranged with a center-to-center distance
of 100 µm.

1.2.1.5 Split-seq

Split-seq is a single-cell RNA sequencing technique, developed few years ago [9], it is

of particular interest because it allows to sequence a massive number of cells. This

technique, fig. 1.2A, can be indeed used to sequence up to a million cells at the same

time. The main idea of the method is to use the cell as reactor for the library preparation.

Cells are permealized so that RNA or DNA oligonucleotides can enter inside the cell.

5



1 Introduction

Using pulling and random splitting of cells it is possible to generate, using a relative

little number of different probes, a complex barcode that is cell specific, fig. 1.2A.

1.2.1.6 Spatial transcriptomics

Spatial transcriptomics, fig. 1.2B, is acquiring a lot of interest today since it offers the

possibility to combine both single-cell transcription profiling and spatial coordinates of

the cells in the tissue section. Several papers have been recently published on spa-

tial transcriptomics approaches [10] [11] [12]. Recently 10X Genomics commercialized

”visium” spatial transcriptomics technology (fig. 1.2B), which represents a slight im-

provement with respect to the spatial transcriptomics platform, published in [10]. The

visium technology extends the number of acquisition spot up to 5000, where each spot

has a diameter of 50µm, which however, does not guarantee single cell resolution. Visium

technology uses frozen samples embedded in OTC. A fresh-frozen tissue section is then

placed on an array containing capture probes that bind to RNA, fig. 1.2B. Tissue is fixed

and permeabilized to release RNA, which binds to adjacent capture probes, allowing the

capture of gene expression information. cDNA is then synthesized from captured RNA

and libraries are prepared and sequenced.

1.2.2 Single Cell ATAC-seq

ATAC-seq stands for Assay for Transposase-Accessible Chromatin using sequencing,

that means that a transposase can access to open chromatin and then the product of

transposase excision is sequenced. A brief description of the method is given in fig. 1.3.

Nucleosomes, have DNA wrapped around them and in between them, transposase cuts

the DNA in regions not protected by nucleosome [13], sequenced fragments are then

aligned to genome to identify accessible chromatin regions. The Atac-seq fragments are

aligned to genome to identify chromatin accessible regions.

6



1 Introduction

Figure 1.3: Assay for transposase-accessible chromatin using sequencing (ATAC-seq).
An hyperactive transposase (Tn5) simultaneously cleaves genomic DNA and
ligates adaptors to the excised DNA fragments.

7



1 Introduction

1.2.3 Single Cell RNA-seq preprocessing

A first step in scRNAseq data analysis is data preprocessing, which is required to eval-

uate the quality of the overall experiment. Single cell raw sequencing data also need

to be preprocessed to moderate the noise caused by zero inflations [14]. In single-cell

RNA sequencing data, technical factors may induce an overabundance of zero measure-

ments, which is defined as zero inflations. Transcription data are transformed, e.g. log10

converted or normalized [15] [16] [17], then transformed data undergo to data reduction

[18] [19] to reduce the overall complexity of the dataset. After preprocessing, data are

organized in subgroups, by clustering, to identify cell subpopulations. Subsequently,

each cell subpopulation is further investigated to extract specific features, e.g. cluster’s

specific genes to be used as target for antibody staining in FACS analysis, or to identify

cell type specific signatures.

1.2.3.1 Data preprocessing, filtering and normalization

Many preprocessing methods have been developed [20]. Notably, Diaz [21] and coworkers

developed an approach, named Lorenz filtering, for the identification of low quality/dead

cells in full transcript scRNAseq experiments (i.e. those experiments based on the use

of smartseq sequencing protocol [22]).

Lorenz filtering is based on Lorenz statistics. In economy, Lorenz curve is a graphical

representation of the distribution of income or wealth. It was developed by Max O.

Lorenz in 1905 to represent inequality of the wealth distribution, fig. 1.4A. Diaz and

coworker used this statistics to detect and remove cells characterized by a low quality

transcriptome, i.e. cells with few expressed genes and overall low expression. Lorenz

filtering [21], detects genes expressed at background levels in each sample, fig. 1.4B.

Libraries with significantly high background levels are then discarded, fig. 1.4C .

Despite the removal of low quality cells, scRNAseq data requires to be normalized

before being used for clusters analysis. Nowadays, the best way to normalize single-cell

RNA-seq data has not defined yet [17], especially in the case of UMI data. Preprocessing

is used to identify and remove low quality cells but cannot be used to remove technical

8



1 Introduction

Figure 1.4: A) An example of Lorenz curve. In a perfect condition of equality, i.e. where
50 % of the population (y-axes) has an income that is exactly in the middle
between the lowest and the highest income (x-axes, red lines), the hypotenuse
of the triangle is the line of equality. In a condition of inequality, Lorenz curve
shows which is the fraction of the population that has a specific income, e.g.
green lines indicate that only 14 % of the population has an income that
is exactly in the middle between the lowest and the highest income; B) An
example of the Lorenz curve to estimate low quality cells; C) Fractions of
each cells expressed above quantile. Those cells characterized by the smallest
fraction of genes above quantiles, i.e. right part of the plot, are discarded.

9



1 Introduction

and biological biases. SCnorm [15], is particularly interesting since performs a quantile

regression approach for a robust normalization of single cell RNAseq data. SCnorm

groups genes based on their counts-depth relationship, fig. 1.5A, then applies a quantile

regression to each group in order to estimate the scaling factors needed to remove the ef-

fect of sequencing depth from the counts, fig. 1.5B. Scone [16], provides different global

scaling methods that can be applied to UMI single-cell data. The scone Bioconduc-

tor package embeds the following normalization procedures: CLR (Centered log-ratio)

, RLE (Relative log-expression), FQ (Full-quantile normalization), SSN (Sum scaling

normalization), TMM (Weighted trimmed mean of M-values), UQ (Upper-quartile).

Figure 1.5: Count-depth relationship groups before (A) and after (B) normalization with
SCnorm.

1.2.4 scRNAseq data Clustering

Clustering is the task of grouping a set of cell transcriptomes, in a way that cells in

the same group are more similar to each other than those in other groups. A lot of

single-cell studies use computational and statistical methods being developed primarily

for the analysis of traditional bulk RNA-seq methods [23] [24] . These methods do not

address the unique characteristics that make single-cell expression data challenging to

be analyzed:

• outlier cell populations

10
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• transcript amplification noise

• biological effects, such as cell cycle.

In additions, it has been shown that many statistical methods fail to alleviate other

underlying biases, such as dropout events, where zero expression measurements occur due

to sampling or stochastic oligo hybridization failures. A lot of single cell clustering tools

uses hierarchical clustering methods, which usually rely on specific similarity metrics

across the objects to be clustered. However, standard similarity metrics may not be

generalize well across platforms and biological experiments. Clustering algorithm can

be divided in two main group:

• Hierarchical

• Not Hierarchical

The main difference is that a hierarchical algorithm estimates the best numbers of clus-

ters according to the dataset, instead, a not hierarchical algorithm divides the dataset

in K clusters, with K defined by the user. The clustering tool described below provide

a representation of the most used algorithms in single cells analysis today. Specifically

all the clustering methods embed a data reduction procedure followed by a clustering

algorithm.

1.2.5 Hierarchical clustering algorithm

1.2.5.1 Griph

The clustering performed by griph [25] is graph-based and uses the community detection

method Louvain modularity [26]. Griph algorithm is close to agglomerative clustering

methods, since every node is initially assigned to its own community and communities

are subsequently built by iterative merging.

11
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1.2.5.2 Seurat

Seurat was shown to deliver the overall best performance in cell clustering in two inde-

pendent papers [27] [28], evaluating the efficacy of clustering tools for scRNAseq. Seurat

aggregates cells using PCA information, reducing the clustering problem dimensionality

by choosing a specific subset of PC dimensions. The clustering algorithm is also in this

case based on Lovain modularity method [26].

1.2.5.3 Scanpy

Scanpy is a scalable toolkit for the analysis of large single-cell gene expression data

[29]. It runs faster than Seurat and griph as the number of cells increases. Its Python-

based implementation efficiently deals with datasets of more than one million cells, also

supporting sparse data and allowing HDF5-based files. Its clustering algorithm is based

on Leiden algorithm [30], that was designed to fix the issue of disconnected communities,

which is a critical side effect associated to Louvain modularity approach.

1.2.5.4 SHARP

SHARP [31], Single-cell RNA-seq Hyper-fast and Accurate processing via ensemble Ran-

dom Projection, is based on ensemble random projection (RP) and multi-layer meta-

clustering, which well preserves cell-to-cell distance in reduced-dimensional space. By

default, SHARP automatically determines the optimal number of clusters by integrat-

ing Silhouette index, Calinski-Harabasz index and hierarchical heights. SHARP adopts

hierarchical clustering as the basic clustering method in individual RP clustering and

weighted-base meta-clustering. SHARP, defines the number of reduced dimension as a

function of the number of cells ( ceiling( log2(ncells)
(0.22)

)), where ceiling function rounds a

number up to the nearest integer or to the nearest multiple of significance. To make the

performance robust, SHARP by default adopts 15 runs of RPs for small-size datasets,

whereas 5 runs of RPs for large-size datasets, fig. 1.6.

12



1 Introduction

Figure 1.6: SHARP clustering algorithm; A) The dataset is splitted in multiple random
blocks. Each block is transformed by random projection. The random projec-
tions for each block are clustered by weighted-based meta-clustering. Blocks
clusters are combined by similarity-based meta-clustering; B) An example of
the aggregation performed by meta-clustering algorithm. The present con-
cept applies both to weighted-based and similarity-based meta-clustering.

13



1 Introduction

1.3 Non hierarchical clustering algorithm

1.3.0.1 t-Sne + K-Means

t-Sne + K-means is often used in single cell rna-seq data. After data reduction by t-Sne

method, cells are clustered by k-means method [18], which aims to partition the points

into k groups, such that the sum of squares from points to the assigned cluster centres

is minimized. At the minimum, all cluster centres are at the mean of their Voronoi sets,

i.e. set of data points which are nearest to the cluster centre.

1.3.0.2 SIMLR

SIMLR, single-cell interpretation via multi-kernel learning [19], fig. 1.7, approaches the

key question of ”which cells are similar or different”, learning an appropriate cell-to-cell

similarity function from the input single-cell data. SIMLR offers three main unique

advantages over other methods:

• it learns a distance metric that best fits the structure of the data by combining

multiple kernels;

• SIMLR is unsupervised, thus allowing de novo discovery from data;

• SIMLR addresses the challenge of high levels of dropout events that can signifi-

cantly weaken cell-to-cell similarities even under an appropriate distance metric,

by employing graph diffusion, which improves weak similarity measures, which are

likely to result from noise or dropout events.

SIMLR requires as input log10 transformed gene counts for each cell and the number

of possible clusters to be used for partitioning the cells. Given a log10 gene expression

matrix X, with N cells and M genes as input, where M has to be greater then N,

SIMLR solves for S, a NxN symmetric matrix that contain cell pairwise similarities.

In particular, Sij represents similarities between cell i and cell j. S matrix is solved

generating a matrix with C blocks on the diagonal, fig. 1.7, where, in every blocks, cells

14



1 Introduction

Figure 1.7: SIMLR clustering algorithm. The input count data matrix together with the
K number of clusters are used to identify the subset of kernels that better
fit the data structure. Then, kernel information is used to build a cell-to-cell
similarity matrix that is used for data reduction by t-Sne and, the space
reduced information are used for K-mean clustering and gene prioritization.

have larger similarities to other cells within the same subpopulation. SIMLR computes

cell-to-cell similarities through the following algorithm

Minimize
∑
i,j

D(xi, xj)Si,j + β ‖S‖2F + γTr(LT (IN − S)L) + p
∑
l

wllog(wl) (1.1)

where

D(Xi, Xk) =
∑
l

wlDl(xi, xj),
∑

wl = 1, wl > 0 (1.2)

LTL = Ic,
∑

: jSij = 1, Sij >= 0forall(i, j) (1.3)

where Xi and Xj are gene expression vector for ith and jth cell; D(Xi, Xj) is the distance

between cell i and cell j expressed as linear combination of distance metrics Dl with

weights wl ; IN and IC are identity matrix of N and C dimension respectively; β and

γ are non negative tuning value. S between two cells should be small if the distance

between them is large and, should be large, if the distance between them is small. One

critical component of this optimization problem is the choice of the distance measure

D(xi, xj) between pairs of cells. It is well-known that the distance metric defined for

the input space is critical to the performance of clustering and visualization algorithms
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designed for high-dimensional data [32]. Due to the presence of unusual zero-inflated

distributions in single-cell data [11], standard metrics like the euclidean distance may

fail to perform well. Instead, SIMLR incorporates multiple kernel learning, that flexibly

combines multiple distance metrics. The algorithm works optimizing S, L and w :

• Fixing L and w to update S

• Fixing S and w to update L

• Fixing S and L to update W

• Similarity enhancement with a diffusion based step reduces the effects of noise and

dropouts in single-cell data.

SIMLR iterates the four steps above until convergence. On the basis of our experience

SIMLR is very precise, but very slow and works optimally for dataset up to 1000 cells.

1.4 Feature selection

Feature selection is a useful tool to detect genes,which are more representative for each

cluster. Seurat and SIMLR integrated in their algorithm a feature selection option that

automatically select the cluster specific signatures. Differential expression approaches

as Anova-like method [33] can also be used as feature selection methods. COMET, with

respect to other tools, uses a derivative of the hypergeometric test to identify single

gene or combination of genes, up to 4, which provide an optimal representation of each

cluster.
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1.5 Aim of the Thesis

Reproducibility of a research is a key element in the modern science and it is manda-

tory for any industrial application. It represents the ability of replicating an experiment

independently by the location and the operator. Therefore, a study can be considered

reproducible only if all used data are available and the exploited computational analysis

workflow is clearly described. However, to reproduce a complex bioinformatics analysis,

the raw data and the list of tools used in the workflow could be not enough to guaran-

tee the reproducibility of published results. Indeed, different releases of the same tools

and/or of the system libraries (exploited by such tools) might lead to sneaky reproducibil-

ity issues. I am part of the group that founded the reproducible bioinformatics com-

munity [34]. The Reproducible Bioinformatics Project (RBP, http://www.reproducible-

bioinformatics.org/) provides a general schema and an infrastructure to distribute robust

and reproducible workflows. Thus, it guarantees to final users the ability to repeat con-

sistently any analysis independently by the used UNIX-like architecture. As part of this

project, I focused my research activity in the development of an analysis workflow for

scRNaseq, fulfilling the requirements of being functional (i.e., information about the data

and the tools used are saved as metadata) and computational reproducible (i.e., a real

image of the computational environment used to generate the data is stored) through a

user-friendly environment. Thus, my thesis work was devoted to the development of a

SCRNAseq tool that could be used both as stand-alone or as cloud-based application.
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Everything small is just a smaller

version of something big

Finn the Human- Adventure time

2.1 rCASC Workflow

Figure 2.1: Overview of rCASCC workflow. Blue boxes refer to data preprocessing, yel-
low boxes to clustering, green boxes to the characterization of the generated
clusters. Red box indicates the set of tools for cluster-specific feature selec-
tion.
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Reproducible classification and analysis for single cell data (rCASC) [35] workflow is

divided in 4 modules, fig. 2.1. In brief:

• The first module implements different procedures, which are platform dependent,

to generate the cells counts matrix. Actually spatial transcriptomics, InDrop and

10XGenomics are supported. BD Rhapsody fastq to counts tool is under develop-

ment.

• Second module includes various quality control, normalization and filtering tools.

• Third module provides different options for subpopulation clustering (Griph, SIMLR,

t-Sne+K-mean, Seurat, Scanpy). This module includes the cell stability score met-

rics (CSS), which is used to evaluate how stable is the subpopulation organization

generated by clustering [35].

• The fourth module includes various feature selection tools, allowing the discovery

of cluster specific signatures.

• The fifth module includes a feature discovery tool based on Sparsely-connected

Autoencoder, allowing the identification of key genes which might play a role in

the phenotype of the cell subpopulation.

rCASC workflow can be controlled by both command line (https://github.com/kendomaniac/rCASC)

and java graphical interface (https://github.com/mbeccuti/4SeqGUI). rCASC is also

available as cloud based application on the Elixir Galaxy framework Laniakea [36].

2.2 Quality control and Preprocessing

We implemented Lorenz statistic [21] as quality filter, for the removal of low quality

cells in full transcript scRNAseq. Furthermore, we have developed a quality control plot

called RiboMito plot, which facilitates, the identification of stressed and low quality cells

[37]. RiboMito plot is associated to the function called scannobyGTF, which allows the

removal of cells detected as outlier by RiboMito Plot. In RiboMito plot on the x-axis
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is shown the percentage of ribosomal mRNA counts calculated with respect to all UMI

counts in each cell. In y-axis, it is given the percentage of mitochondrial mRNA counts

for each cell. Furthermore, scannobyGTF offers the possibility to remove ribosomal

and mitochondrial genes from the dataset. In fig. 2.2A, it is shown an example of

RiboMito Plot for mouse bone marrow cells. Various groups of cells characterized by a

different ribosomal content are present, few cells are also characterized by a high fraction

of mitochondrial genes associated to low fraction of ribosomal counts and few genes

expressed in each cells, fig. 2.2A rectangle area. Cells subset can be removed because

probably constituted by stressed cells with a little informative transcriptome, i.e. less

then 100 genes called present (N.B. ribosomal and mitochondrial genes are in total 114 in

mouse). In fig. 2.2B, it is shown the RiboMito Plot for CD8+T cells activated by Listeria

infection [38]. Also in this case low quality cells are characterized by high fraction of

mitochondrial genes and a poor transcript content, left side of the plot in fig. 2.2B.

Ribosomal RNA and ribosomal proteins represent a significant part of cell cargo. Large

cells and actively proliferating cells have respectively more ribosomes and more active

ribosome synthesis [39]. Thus, ribosomal proteins expression represents one of the major

confounding factor in cluster formation between active and quiescent cells. Furthermore,

the main function of mitochondria is to produce energy through aerobic respiration and

the number of mitochondrial mRNAs depends on cell metabolic demands [40]. This

might also affect clustering, favoring the separation between metabolic active and resting

cells. In fig. 2.2C, it is shown the effect of removal of ribosomal and mitochondrial genes

from the dataset using scannoByGTF function.

RiboMito Plot was used in the paper of Ordonez et al [37]. In this paper we evaluated

the possibility to remove apoptotic and proapoptotic cells using only computational

filters. In fig. 2.3A, it is summarized the experiment made in [37] using HEK293 cells, in

which apoptosis was induced. Squares in fig. 2.3A indicates apoptotic, proapoptotic and

healthy cells isolated by FACS and sequenced by 10XGenomics platform. In fig. 2.3B,

it is shown the t-Sne plot for the three populations, only apoptotic cell are relatively

well separated as instead proapoptotic and healthy cells are clustering together. In
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Figure 2.2: A) Mouse bone marrow scRNAseq; B) CD8+ T cell activated by Lysteria in-
fection; C) Effect on number of detected genes after the removal of ribosomal
and mitochondrial genes.
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fig. 2.3C-E, it is showed the RiboMito Plot for healthy, proapoptotic and apoptotic cells

respectively. Also in RiboMito Plot only apoptotic cells show different distribution of

cells with high number of detected genes with respect to health and proapoptotic cells.

The above mentioned observations combined with other analysis in [37] suggested that

the only way to remove apoptotic and proapoptotic cells was preprocessing cells before

scRNAseq.

Figure 2.3: A) Live/dead cells represented with DAPI and Annexin V, in order to de-
tect healthy, pre-apoptotic and apoptotic cells; B) t-Sne plot, apoptotic can
be separated instead pro-apoptotic and healthy are clustered together; C)
Health cells MitoRibo Plot; D) Pro-apoptotic cells MitoRibo Plot; E) Apop-
totic cells MitoRibo Plot.

2.2.1 Variance and expression Filtering

An ”ever green” way to remove the noise from single cell RNA-seq count matrix is fil-

tering genes by expression. rCASC provides a function named topX, which ranks genes,

according to gene expression/variance and removes genes that are below a user defined

threshold value. Specifically gene variance is calculated using edgeR tagwise dispersion
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[33]. The method estimates the gene-wise dispersion implementing a conditional maxi-

mum likelihood procedure [41] . On the basis of our experience it is useful to combine the

two features, filtering the full dataset, fig. 2.4A, by variance, fig. 2.4B, in order to keep

the most variable genes, thus enhancing the difference between cells, and then reducing

noise by removing low expressed genes, fig. 2.4C.

Figure 2.4: Example of TopX function usage; A)Unfiltered dataset. B) Top 10000 most
variant genes; C) Top 5000 most expressed genes out of 10000 most variant
genes

2.2.2 Data Normalization

In rCASC workflow are available two different tools:

• SCnorm [15], which works best on datasets based on full length transcript scR-

NAseq, i.e. library prep based on Smart Seq protocol. SCnorm performs a quantile-

regression as approach for robust normalization of single-cell RNA-seq data. In

brief, SCnorm groups genes based on their count-depth relationship then applies

a quantile regression to each group in order to estimate scaling factors which will

remove the effect of sequencing depth from counts. SCnorm is not intended for

datasets with more than 80% zero counts, because of lack of algorithm convergence

in these situations. In fig. 2.5, it is shown an example of SCnorm normalization.

• scone [16], which provides different global scaling methods that can be applied to

smart-seq and UMI single-cell data. The scone Bioconductor package embeds the

following normalization procedures:

23



2 Results

Figure 2.5: A)Evaluation of count-depth relationship in un-normalized blood mouse cells

dataset. Transcript of different length are sampled differently by short tran-

script; B) Effect of SCnorm normalization. SCnorm eliminate the differences

in sampling between transcripts of different length.

– CLR, Centered log-ratio, in this normalization procedure sample vectors un-

dergo a transformation based on the logarithm of ratio between individual

elements and the geometric mean of the vector.

– RLE, Relative log-expression, here the scaling factors are calculated for each

row as median of the ratio, for each gene, of its read count of its geometric

mean across all lanes.

– FQ, Full-quantile normalization uses an approach developed for microarrays

normalization. As first step each column of the count matrix is ranked from

the smaller to the larger value. As second step the mean of each row is calcu-

lated and it is used to replace all values in the row. As third step each column

is sorted on the basis of the gene values. The result of the normalization is a

new count table that has for each column the same distribution.

– SSN, Sum scaling normalization, in this normalization gene counts are divided

by the total number of mapped reads (or library size) associated with their

column and multiplied by the mean total count across all the samples of the

dataset.
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– TMM, Weighted trimmed mean of M-values. To compute the TMM factor,

one column is considered as reference sample and the others columns of the

count matrix as test samples, with TMM being the weighted mean of log

ratios between test and reference, after excluding the most expressed genes

and the genes with the largest log ratios.

– UQ, Upper-quartile, in this normalization, the total counts are replaced by

the upper quartile of counts different from 0 in the computation of the nor-

malization factors.

2.2.3 Detecting and removing cell cycle bias

Single-cell RNA-Sequencing measurement of expression is often affected by large sys-

tematic bias. One of the major source of this bias is cell cycle, which introduces large

within-cell-type heterogeneity that can obscure the differences in expression between cell

types. Since not all datasets are affected by cell cycle bias, it is essential to address if

the removal of cell cycle effect is really needed. reCAT [42] is a modelling framework

for unsynchronized single-cell transcriptome data, which is able to reconstruct cell cycle

time-series. Thus, reCAT cell cycle prediction step can be used to check if cell cycle effect

can be detected in a dataset, fig. 2.6A, and then cell cycle normalization approach can

be applied, e.g. using ccRemove [43]. In case cell cycle effect is not detected, fig. 2.6B,

it is not necessary to perform any cell cycle normalization.

ccRemove [43] is a cell cycle effect remover which removes cell cycle effects preserving

other biological signals. In fig. 2.7, it is shown the effect of the ccReove, implemented in

rCASC, using the Buettner dataset [44]. The removal of the cell cycle effect, fig. 2.7B,

is clearly shown by a reduction of the variance explained by PC1 and PC2 in the PCA

plot with respect to the untreated dataset, fig. 2.7.
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Figure 2.6: Cell cycle assignment to the cells using reCAT. A) Buettner dataset, cells
are expected to be distributed in G1, S and G2M, B) Naive T cells, expected
to be mainly in G0, reCAT does not manage to detect any cell cycle trend

Figure 2.7: rCASC implementation of the ccRemove. A) PCA analysis of Buettner et
al. [44] log10 transformed raw data, B) PCA analysis of the same dataset
after cell cycle effect removal.
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2.3 Subpopulation discovery

Subpopulation discovery is the main topic of scRNAseq. The partition of cells in different

groups can be done using multiple clustering approaches. In clustering there are two

main decisions that have to be taken:

• Which data preprocessing has to be applied.

• Which clustering algorithm has to be used.

Different combinations of algorithm and data reduction technique can affect the cells

groups organizations. Furthermore, perturbation of the dataset, e.g. removal of a subset

of cells, can also affect the distribution of the cells in different clusters. A golden standard

solution to cluster single cells is not available at the present time. To provide more

flexibility to the final user, in rCASC we have implemented different clustering algorithms

and data reduction methods. Specifically, we have implemented :

• K-means clustering using tSne as data reduction approach. tSne is a non linear

data reduction method, that was designed for big data [45] and later was applied

to single cell Rna-seq.

• K-means clustering using as data reduction method a machine learning approach

[19]. Kernel learning selects the best combination of kernels providing an optimal

separation between groups of cells.

• Meta-clustering using as data reduction random projections [31]. This clustering

approach splits the cells in multiple groups and, after data reduction, uses a meta-

clustering approach to group them.

• Clustering using Louvain methods for community detection and as data reduction

PCA meta features [46]. In this clustering approach only a subset of PCs is passed

to Louvain algorithm to find the subpopulations organization.

• Clustering using Louvain method for community detection and tSne as data re-

duction method [25]. In this clustering approach the data are passed to louvain
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algorithm to find the optimal subpopulation organization.

• Clustering using the Leiden algorithm and tSne as data reduction method. [29]

2.3.1 Defining the optimal number of clusters

SHARP, griph, Seurat and Scanpy are able to define the optimal number of clusters to

be used for cells partition. K-means clustering instead, requires that the user provides

the number of clusters to be used by the k-means algorithm. To help the user to define

the optimal number of clusters we followed the idea that optimal clusters number should

not be much affected by perturbation applied to the input dataset. Then, we used griph,

because of its high clustering speed, together with bootstraps of the original dataset, i.e.

in every bootstrap we remove randomly 10% of the cells. The aim of this procedure is

the identification of the most represented number of clusters along all the permutations.

The most frequent number of clusters identified by griph clustering, is used in k-means

clustering. The function that uses griph to detect the most represent value of number of

clusters generates an histogram of the detected number of clusters, fig. 2.8. We tested

this function on the set A-D (See Methods section). These datasets are characterized

by a progressive increase of similarity among subpopulations, which makes progressively

more challenging the clustering. In this specific case, we observe that the sensitivity to

perturbation increase from setA to setD, indicating that subset of cells characterized by

similar transcription profiles generate clusters that are sensitive to dataset perturbation.

Figure 2.8: Clusters number is dependent on cell subpopulation similarity: A) number
of clusters detectable by griph in setA, B) number of clusters detectable by
griph in setB, C) number of clusters detectable by griph in setC, D) number
of clusters detectable by griph in setD
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2.3.2 Cluster stability

Since the combination of clustering algorithm and data reduction methods can signif-

icantly affect the subpopulation partitioning, the question which is the best clustering

approach cannot have a general answer. A typical approach would be repeating cluster-

ing using different algorithm, but the question ”which is the best partitioning approach”

remains questionable, because of the lack of a robust quality metrics.

2.3.3 Henning Cluster stability score

Few years ago Henning [47] proposed a method to measure clusters stability published on

R archive as fpc package. The function ”clusterboot” from the fpc R package [48] allows

the evaluation of cluster stability measurement (CSM). We implemented, in rCASC,

CSM for clusters generated with SIMLR, Seurat and k-means. We analyzed setA and

Figure 2.9: Estimating cluster stability output for two SetA (A) and SetC (B) using
CSM and SIMLR clustering.

setC, where SetA is made of monocytes (M), natural killer (NK), B-cells (B), hematopoi-

etic stem cells (S), Naive T cells (N), as instead setC is made of cytotoxic T cell (C),

monocytes (M), T-helper cells (H), Natural killer cells (NK), and Naive T-cells (N). The

presence of three subpopulations of T-cells makes setC more challenging for clustering.

Henning’s CSM identifies as highly stable all setA clusters, fig. 2.9A, i.e. CSM close

to 1, as instead, fig. 2.9B, only cluster 5 (M), was detected with a high CSM in setC.

Unfortunately, this method is quite slow and does not scale well as the number of cells

increase.
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2.3.4 Cell Stability Score (CSS)

On the basis of the results obtained using Henning method we decided to approach

the problem of cluster stability from a different point of view. Instead of evaluating the

cluster stability we decided to evaluate the stability of cells in a cluster as consequence of

dataset perturbations. We designed a metrics called cell stability score (CSS), fig. 2.10.

These are the CSS evaluation steps :

• Single cell RNA-seq data S0, (fig. 2.10A), are grouped by a clustering algorithm,

fig. 2.10B.

• A new dataset Sj is generated by randomly removing a random set of cells (usually

is 10%), fig. 2.10C.

• The dataset Sj is clustered, fig. 2.10C.

• A score is assigned on the basis of the cells clustering together in S0 and Sj

,fig. 2.10D, fig. 2.10E.

• The above steps are repeated N times

• The final visualization show S0 clusters, where cells are labelled according to their

stability score using a symbol assigned to each cell, fig. 2.10H.

CSS is characterized by some interesting properties. In fig. 2.11, the result of the analysis

with SIMLR and CSS of setA and setC are shown. CSS stability, fig. 2.11C, for setA

clusters, fig. 2.11A, is very high for all clusters, i.e. >= 75%, and the clusters composition

is relatively homogeneous with clusters made by more then 92 % by the same cell type

fig. 2.11A. In setC, fig. 2.11B, , we observe that clusters are quite heterogeneous in

composition, fig. 2.11B, and unless for few cases, clusters are contaminated by more

then 10% of other cell types. Interestingly, the CSS for the setC clusters, fig. 2.11D,

shows an inverse relation with the homogeneity of the clusters. This observation suggests

that CSS has the peculiar propriety to measure the cell homogeneity of the cluster.

The CSS propriety previously introduced was further confirmed in the experiment

shown in fig. 2.12. We have reanalyzed the scRNAseq data from Pace [38]. In her
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Figure 2.10: CSS algorithm

paper Pace generated scRNAseq for the following populations of T-cells: naive WT

CD8+ T-cells, naive Suv39h1 KO CD8+T-cells Lysteria activated WT and Suv39h1

KO CD8+T-cells. We have combined 400 cells for each experimental group and we have

used SIMLR with 160 bootstrap to estimate CSS for each cell, fig. 2.12. Clusters 3 and

5 refers to naive WT/KO T-cells. All clusters are very stable. Interestingly, carefully

looking at the boundaries between clusters it is possible to observe cells, fig. 2.12B

rectangles, with lower stability, since they shuffle between two clusters, probably because

the transcriptome is not sufficiently robust to assign those cells to one of the two clusters.

This observation, brings us to speculate that these cells at the boundaries of clusters,

represent partially differentiated cells. However, to further investigate this point we

need a different benchmark dataset which we could not manage to find, yet. The ability

of CSS to identify unstable cells offers also the possibility to refine clusters, removing

unstable cells.

The effect of the perturbations induced in the clustering upon the removal of 10%, 20%,

30% and 50% of the data set was also investigated in SetA, fig. 2.13. Increasing the
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Figure 2.11: A) SetA cells clusters are made at least of 90 % of a unique cell type; B)
Clusters referring to setC are characterized by different heterogeneity, only
cluster 5 is made of 100 % of the same cell type; C)CSS of setA by color
code. All clusters show a CSS greater then 75 %, red dots; D) Cluster 3
CSS score is only between 25 to 50%. Clusters 4 and 1 have CSS below 25
%.
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Figure 2.12: Cell Stability score results for Pace Dataset

fraction of cells removed at each permutation affects, in a negative way, the overall cell

stability score of each cell in each cluster. However, the reduction in CSS is not identical

for all clusters. In fig. 2.13, it is clear that cluster 2, completely made of NK cells, is the

most stable cluster to the perturbations induced by increasing the number of removed

cells. On the other side, cluster 4, mainly made by stem cells (92 cells), together with

few B-cells (2 cells) and Monocytes (7 cells) is the least stable. Sorting by increasing

CSS the cells in cluster 4, fig. 2.13D, B-cells and Monocytes are found within the first 15

most unstable cells. This observation suggests that studying CSS, increasing the fraction

of cells removed at each permutation, could highlight the presence of cells located at the

boundaries of different clusters.
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Figure 2.13: Cell stability score for SIMLR analysis of setA with k=5 clusters, removing

progressively 10 (A), 20 (B), 30 (C) and 50 (D) percent of the cells at each

permutation.

We made a comparison between the five clustering tools implemented in rCASC by

mean of CSS measurements, fig. 2.14. From this analysis, we observed that Griph,

Seurat, SIMLR and SHARP (fig. 2.14B,C,D,E) generate clusters with high CSS, which

fit well with the homogeneity of clusters. On the other side tSne + kmean generates

clusters with lower cluster homogeneity and therefore lower CSS, fig. 2.14A. The worst

clustering was generated by scanpy, fig. 2.14F. In the case of scanpy we tested various

combination of perplexity and PCs values, we failed to find any condition able to detect 5

clusters and the clusters stability was always very poor. We are now implementing a new

function that can work as skeleton for the implementation of any clustering tool within

the permutation framework. From the point of view of the computing time, the above

mentioned analysis took 159 mins for tSne, 168 mins for SIMLR, 194 mins for Seurat, 61
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mins for griph and only 9 min for scanpy. Thus, we further controlled the performance

of the tools giving different number of cells, fig. 2.15. From this analysis is clear that not

all tools scale well as the number of cells increases. SIMLR and t-Sne/kmean become

very slow if the number of cells grow over 2000, fig. 2.15A. Instead griph, Seurat and

scanpy are still very fast if the number of cells is up to 100000, instead the number of

genes used in clustering are not affecting very much the speed of the analysis, fig. 2.15B.

It has to be noted that if the cells number increases the request of RAM for analysis can

be very high.

Figure 2.14: A) tSne+K=mean, B) griph, C) SIMLR, D) Seurat, E) SHARP, F) scanpy.
N.B. Colors do not identify the same cluster in different panels

2.4 Spatial Transcriptomics Analysis

Spatial transcriptomics allows to link each cell transcriptome to cell spatial location

within a tissue sample. The functions embedded in rCASC allow to overlay clustering

results on the spatial localization of the cells in the tissue section under analysis. An

example of rCASC output for 10XGenomics visium spatial transcriptomics is shown in
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Figure 2.15: Computing times for SIMLR(green), tSne(blue), griph(red), Seurat(yellow),
scanpy(violet); A) Computing time increasing the number of cells; B) Com-
puting time increasing the number of genes.

fig. 2.16

A critical issue of 10XGenomics spatial transcriptomics is the possibility to have in a

spot between 1 to 30 cells, depending on the tissue type and cells density. Since some

spots can be made of a mixture of different cells, we have refined CSS including spatial

information.

Each spot, in the spatial transcriptomics design, is surrounded by 6 other spots. CSS

adapted for spatial transcriptomics assign a “bonus” to CSS score, if at least a certain

number of surrounding spots belong to the same cluster of the central spot. For example

as shown in fig. 2.16C, the cell in the center belongs to cluster 1 together with other 3

cells that surround it, while the other three cells belong to the cluster 5. This spatial

bonus increases the CSS score as the number of surrounding spots of the same type

increases.

2.5 Features Selection

2.5.1 SIMLR/Seurat and differential expression for feature selection

SIMLR and Seurat can identify subsets of cluster-specific genes. Independently by the

feature selection tool used, the cluster-specific genes expression can be visualized among
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Figure 2.16: Breast cancer histological section available as part of the demo data for
visium technology.A) SIMLR clusters location in the tissue section. B)
Hematoxylin and eosin image c) Zoom on spots organization.

clusters. In fig. 2.17, it is shown an example of a subset of genes detected as cluster

specific by SIMLR in fig. 2.17A, the plot allows the evaluation of the maxDeltaConfidence

(x-axis) and minLogMean (y-axis),which are required by SIMLR genesSelection, in this

case they are respectively 0.01 and 20. In fig. 2.17B, high number of counts is showed

by bright yellow color as instead low number of counts is shown by bright blue color.

Clusters are represented on the top of the figure as bars of different colors and, in

fig. 2.17C, it is shown the Z-score heatmap, high positive Z-score is indicated by bright

yellow color as instead high negative Z-core is indicated by bright blue color. In fig. 2.17F,

cells are colored on the basis of the amount of CPMs for the gene under analysis, blue

color refers to low CPM as instead bright yellow indicates high CPM. The expression is

generated for each of the genes coming from SIMLR genesSelection output.A limitation

of the above approach is the high time required for genes selection. Another possible

approach to detect cluster specific genes is ANOVA analysis. We have implemented in

rCASC the ANOVA-like method available within the edgeR [33] package, which can be

used to detect clusters differential expression with respect to a reference cluster.

We also implemented DESeq2 differential expression analysis, since it was shown to
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Figure 2.17: SIMLR visualization of gene cluster specific. A) SIMLR Prioritization plot,
B) log10 counts heatmap from the output of genesSelection. C) Z-score
heatmap D) Cell stability score. E) Cell stability score plot of the dataset
clustered with SIMLR. F) Single gene CPM expression in SIMLR clusters

represent one of the most efficient tool for scRNAseq data [49]. On the basis of our

observations both SIMLR/Seurat prioritization tools, as well as differential expression

approaches as edgeR ANOVA-like and DESeq2 are very much dependent on the statisti-

cal characteristic of the clusters and some specific features might be missed. Recently a

new tool become available, COMET, which is based on a different approach with respect

to those described above.

2.5.2 COMET

COMET, fig. 2.18, implements the XL-minimal HyperGeometric test (XL-mHG), which

is a semiparametric test to assess enrichment in ranked list. This method binarizes gene

expression data in a gene-specific and cluster-specific manner, assessing for each gene

G and cluster K, the extent to which gene G could be a good marker for cluster K.

XL-mHG asks whether exists an unusual accumulation of a subset of those “interesting

items” at the “top of the list”. In fig. 2.19, it is shown an example of COMET output (B)
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on a Seurat clusterization of a spatial transcriptomics lymph node dataset (A). CXCL5

(B) was found as the first top ranked gene for cluster 4, indicating that its expression is

prevalently associated to cluster 4.

Figure 2.18: An illustration of the binarization procedure applied by COMET to each
gene in a cluster-specific manner via the non-parametric XL-mHG test.
For each gene, an expression threshold of maximal classification strength
for the given cluster is annotated with the XL-mHG test.The XL-mHG P-
value measures the significance of the chosen threshold index.This threshold
index is then matched to an expression cutoff, which is used to binarize gene
expression values.

Figure 2.19: COMET genes prioritization. A) Seurat clustering for T-cell lymph node
dataset B) Top ranked gene for cluster 4
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2.6 Neural Network (NN) for Single cell data mining

The tools described above are able to detect cluster specific genes, however there is no

indication of the importance of such genes in the molecular activities associated to a

specific cluster. We decided to try to grasp the molecular activities underlying the tran-

scriptome characterizing each cluster. Thus, we decided to see if neural network analysis

could help in defining molecular features, which are specific of a cluster.

Artificial neural networks are computing systems inspired by the biological neural net-

work that constitute animal brains. NN is made by three parts, fig. 2.20:

• input Layer : input Data.

• hidden Layer: a black box,”where the magic happen”.

• output Layer : the result outputs. These results will be compared with the ex-

pected ones. On the basis of the level of convergence between output layer and

expected results the middle layer is changed until the output layer looks like the

expected results.

Neural networks are powerful tools, but they are affected by two main problems:

• NN cannot be used on small datasets

• The core of the NN architecture, the one that will ‘understand‘ the problem, is

a black box. So it is helpful to solve problems but it might not be useful to

understand in which way the problems were solved.

Frequently, NN are used in bioinformatics as dimensionality reduction tools using a

particular type of neural network called autoencoder [50].

The interesting features of scRNAseq dataset are the sparsity and the numerosity of

samples, which makes scRNAseq a suitable input for NN analysis.

2.6.1 Autoencoders

Autoencoder is an unsupervised artificial neural network, which efficiently compresses

and encodes data, then learns how to reconstruct the data back from this reduced encod-
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Figure 2.20: Example of NN. Laptop is feeded with DNA information and learning
through the neural network architecture is performed.

Figure 2.21: SCA workflow in rCASC. Clusters defined by any of the clustering tools im-
plemented in rCASC are used for feeding SCA. SCA is made of experimen-
tally validated information as transcription factors target genes, miRNA
target genes etc. SCA is used to see if the biological knowledge imple-
mented in the latent space is able to reconstruct any of the input clusters.
Then, cluster specific key features are extracted from the latent space.
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ing to produce an output that is as close as possible to the original input. Autoencoder

reduces data dimensions by learning how to ignore the noise in the data. Autoencoder-

based approaches have been used to cluster single cell data [51], to impute single cell

data [52], data denoising [53], batch correction [54]. Recently, Gold and co-workers [55]

have evaluated the use of autoencoders for data interpretation, implementing sparsely-

connected autoencoder (SCA) to gene set analysis. In rCASC we have implemented SCA

to mine the biological content of cells subpopulations generated by clustering, fig. 2.21.

2.6.2 Sparse Autoencoders

A SCA encoding/decoding function

Figure 2.22: Autoencoders architecture. A) Sparsely-Connected Autoencoders (SCA),
B) variational Sparsely-Connected Autoencoders (vSCA), C) Sparse
Sparsely-Connected Autoencoders (SSCA). Grey nodes refer to genes.
Gene-level expression profile for each gene in each cell are used as input and
reconstructed as output on the basis of the latent space. The latent space
is made of nodes where each node is associated to a transcription factor, a
miRNA, a kinase or a functional signature or other biological knowledge.
The vertices connecting input/output nodes to latent space are based on
experimentally validated biological knowledge.

consists of a single sparse layer (fig. 2.22, latent space), with connections based on
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known biological relationships[[55], [56]]. Each node represents a known biological re-

lationship, e.g. transcription factors (TFs) target, miRNA target (miRNAs), cancer-

related immune-signatures (ISs), kinase specific protein targets (Ks), etc. and only re-

ceives inputs from gene nodes associated with the biological relationship. With respect to

the Gold paper [55], which uses gene sets [57], in our implementation the latent space is

based on experimentally validated data, TRRUST [58], miRTarBase [59], RegPhos [60],

and a manually curated cancer-based immune-signature. Cancer immune-signature was

manually curated, retrieving genes ids from PUBMED articles related to the keyword

“cancer immune signature” and genes derived from KEGG “Immune system” pathways

[61] . Genes associated to KEGG pathways were manually extracted from KEGG path-

ways public repository [62] . SSCA latent space is made by the union of TFs, miRNAs,

IS and Kinases data.

In rCASC, SCA analysis is executed multiple times on a cell dataset, previously par-

titioned in clusters, using any of the clustering tools implemented in rCASC: k-mean+t-

Sne [18], SIMLR [19], griph [25], scanpy [29] and SHARP [31] . Cell Stability Score [35]

is used on SCA outputs to generate two quality scores metrics: QCC (Quality Control

for Clusters) and QCM (Quality Control of Model). QCC is generated comparing cell

partitions generated by rCASC clustering, i.e. the reference clusters, with the clusters

generated using the latent space data after each SCA run. This metric measures the

efficacy of the latent space in describing cells aggregations corresponding to at least part

of the reference clusters. Specifically, QCC measures the frequency by which cells, be-

longing to a reference cluster, are found to be part of the same cluster in multiple SCA

runs. QCC ranges from 0 to 1, where 0 indicates total lack of correspondence between

a reference cluster and the corresponding SCA cluster over multiple runs of SCA. QCC

equal to 1 instead indicates that cells, being part of a reference cluster are detected as

part of the same cluster in all runs of SCA analysis. We suggest as threshold for QCC

mean a value ≥ 0.5 , which indicates that at least in 50% of SCA runs a latent space

cluster retains the cell content of the corresponding reference cluster. Instead, QCM

measures cluster consistency between SCA runs. This metric is designed to evaluate the
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reproducibility of the model defined by SCA latent space. Specifically, if a set of biolog-

ical information describing the latent space is important for the definition of a cluster,

it is expected that the majority of the SCA runs will converge to a similar solution for

that cluster. Thus, comparison, via QCM, of random couples of clusters selected over

multiple SCA runs must show a conserved cluster(s) organization, fig. 2.23.

Figure 2.23: Exemplary description QCC and QCM calculation. A) setA clustered with
SIMLR. B) QCC, each cell of setA (A) is compared against the different
runs of SCA to generate a stability score for each cell. i.e. A vs D, A vs E, A
vs F, A vs G, A vs H, A vs I. C) QCM, each cell of a randomly chosen latent
space (D-I) is compared against another randomly chosen latent space (D-
I), e.g. D vs I, E vs D, G vs D, H vs E, I vs F, F vs G. D-I, stability range
is shown on the side of the picture. D-I) 6 SCA runs of TF based latent
space.

QCM ranges from 0 to 1, where 0 indicates that, in any pairs of SCA runs comparisons,

there is a total lack of correspondence between the cells content of a cluster detected in a

SCA run compared to the corresponding cluster in another randomly selected SCA run.

Instead, QCM equal to 1 indicates that cells, being part of a SCA cluster, are always
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detected as part of the same cluster in any pairs of SCA runs comparisons. We suggest

as threshold for QCM mean a value ≥ 0.5, which indicates that at least 50% of SCA

runs retain the structure of the cell content in any pair of SCA runs comparison. Thus,

a reference cluster explainable by SCA analysis should be characterized by both QCC

and QCM ≥ 0.5. As result of multiple runs of SCA, fig. 2.24 , it is possible to build a

Figure 2.24: SCA analysis using a manually curated cancer-immune-signature (IS) on
setA dataset. Input counts table for SCA is setA, log10 transformed. 160
permutations were run and latent space clustering was done with SIMLR.
Numbers are related to the cluster number assigned with previous analysis
made on setA.

frequency matrix for the latent space representations. This frequency matrix is used to

detect the latent space nodes, which are the most important for a cluster characterized

by QCM and QCC means ≥ 0.5. The matrix describing the frequency of the latent space

variables is used to extract cluster specific signatures using COMET tool [63].

2.6.3 Validation of SCA analysis on a PBMC derived dataset (setA)

We used a data set (setA), based on FACS purified cell types [64], to investigate the

SCA (fig. 2.22A) performance. We chose this dataset for technical reasons, since these

cells are FACS separated and they are clean and easily separable. SetA was previously

used to estimate the strength of CSS metric [35]. We tested a SCA embedding a TFs-
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based latent space, where each latent space node was associated with a TF and arches

connecting input and output nodes to each latent space node represented experimentally

validated TF target genes from TRRUST database [58]. From this analysis, we observed

that only cluster 1 and 2, fig. 2.25A,

Figure 2.25: SCA analysis using a TF-based latent space. A) Five clusters were detected
analysing setA with griph using log10 transformed counts table. Each cluster
is made by more than 90% by one cell type. A little amount of HSC is
contaminating B cells, monocytes and näıve T cells. Latent space clustering
was done with SIMLR B) QCC violin plot. The metric is an extension of
CSS and it measures the ability of latent space to keep aggregated cells
belonging to predefined clusters, i.e. those in panel A. C) QCM violin
plot, this metric is also an extension of CSS and it measures the ability
of the neural network to generate consistent data over multiple SCA runs.
Dashed red line indicates the defined threshold to consider the latent space
information suitable to support cells’ clusters. Input counts table for SCA
analysis is log10 transformed. Monocytes (M), natural killer (NK), B-cells
(B), Naive T cells (N), Hematopoietic stem cells (HSC).

could be reconstructed by this type of SCA, since only these two clusters were sup-

ported by a QCC and QCM greater then 0.5 (fig. 2.25B, C). The matrix describing

the frequency of the latent space variables was used to extract cluster specific signa-

tures using COMET tool, which is also implemented in rCASC. The optimal maker

panel definition for cluster 1 was made by four genes PAX5, NFAT5, RFXANK and
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CHD4, fig. 2.26A. The four genes detected by COMET for cluster 1, which was com-

Figure 2.26: COMET analysis of latent space frequency matrix. A) Set of 4 genes (PAX5,
NFAT5, RFXANK and CHD4) characterizing cluster 1 (B-cells). B) Set
of 4 genes (CEBPA, KHSRP negation, CEBPB, CREBBP) characterizing
cluster 2 (Monocytes). Dots are cells, blue and red indicates the expression
of the gene of interest below significant threshold and above respectively.
C) Rank 1 NK signature [32] specifically characterizing cluster 4 (NK). D)
Rank 2 Asthma KEGG negation, specifically characterizing Naive T-cells
(Cluster 5).

posed mainly by B-cells, recapitulated very well some of the key elements that have

been shown already to be involved in development and differentiation of this cell type.

The transcription factor PAX5 is essential for the commitment of lymphoid progenitors

to B-lymphocyte lineage [65]: PAX5 fulfills a dual role by repressing B lineage ’inap-

propriate’ genes and simultaneously activating B lineage-specific genes [65]. NFAT5

is important for optimal antibody productivity [25]. CHD4 is critical for early B-cell

24development [66] and RFXANK is involved in activation of MHC-II genes, which in

turn MHC-II molecules are largely restricted to thymic epithelial cells and professional

47



2 Results

antigen-presenting cells, including dendritic cells, macrophages, and B-cells. Moreover,

for cluster 2, which was mainly composed by monocytes, the best maker panel was made

of four genes, CEBPA, KHSRP (lack of expression), CEBPB, CREBBP, fig. 2.26B, which

have been shown already to be strongly involved in monocyte functionalities. The tran-

scription factor CCAAT/enhancer-binding protein β (CEBPB) is highly expressed in

monocytes/macrophages and is a critical factor for Ly6C-monocyte survival [63]. The

downregulated expression of the KH-Type Splicing Regulatory Protein (KHSRP) dur-

ing monocytopoiesis and its up-regulated expression during granulopoiesis suggested

that KHSRP has divergent roles during monocytic and granulocytic differentiation [67].

CREB is involved in anti-apoptotic survival signaling in monocytes and macrophages

[68] and CREBBP specifically binds to the active phosphorylated form of CREB.

A SCA analysis based on a latent space made of manually curated cancer-immune-

signatures was also performed on setA reference clusters, fig. 2.24. This SCA analysis

showed, for cluster 4 (Natural Killer cells) and cluster 5 (Naive T-cells), QCM/QCC

values greater than 0.5 for the majority of the cells. Analyzing the IS-based latent space

frequency table with COMET, we identified one feature of the immune-signature derived

from Nirmal’s paper, which was characteristic of NK (fig. 2.26C) and a KEGG immune-

signature, which expression absence was specific for Naive T-cells cluster (fig. 2.26D).

SCA analysis on setA was also done using a latent space based on kinase targets, but

we cannot find any robust association with reference clusters (not shown).

2.6.4 Investigating the effect of normalization on SCA latent space

frequency matrix on QCC/QCM scores- SetA

SCA analysis based on validated target genes for miRNAs (fig. 2.27A) showed that clus-

ters 2 (Monocytes) and 3 (Hematopoietic Stem Cells) had a potentially interesting trend,

although they were not supported by a QCM and a QCC greater then 0.5. Consequently,

we investigated the effect of different normalization procedures of the SCA input counts

table on the modelled results, to see if normalization of SCA input data could help in

improving QCM and a QCC scores. In fig. 2.27, it is shown how normalization affected
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Figure 2.27: QCM/QCC plots using different normalizations for the SCA input counts
table. A) Log10 transformed, B) Centered log-ratio normalization (CLR),
C) relative log-expression (RLE), D) full-quantile normalization (FQ), E)
sum scaling normalization (SUM), F) weighted trimmed mean of M-values
(TMM).
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both QCM and QCC scores for clusters closed to the suggested significant threshold

(0.5), i.e. cluster 3 (fig. 2.27, C, F) cluster 2 (fig. 2.27D, E). Low quality clusters, i.e.

those lacking robust latent space information, were minimally affected by normalization,

i.e. clusters 1, 4 and 5. This observation suggested that it is important to assess the

effect of different normalization procedures on SCA input data, specifically if SCA clus-

ters show QCM and QCC scores near to the significant threshold (0.5) suggested for

those metrics. Analyzing the latent space of miRNAs frequency table with COMET we

identified miR-191 as top marker for cluster 3 (HSC) and ranked 1, 5 and 205 mark-

ers using CLR, RLE and TMM normalizations, respectively. miR-191 has been already

associated with the appearance of stem cell-like phenotype in liver epithelial cells. Us-

ing TMM normalization for cluster 3, rank 1 marker was miR-132-3p, which has been

linked to HSC maintenance. miR-187-3p was detected as rank 1 marker for cluster 2

(M) with FQ normalization and as rank 4 marker in SUM normalization, respectively.

miR-187 has been demonstrated to play a central role in the physiological regulation

of IL-10-driven anti-inflammatory responses in TLR4-stimulated monocytes. It was no-

table that different normalizations retained a certain amount of consistency in the top

ranked markers.

2.6.5 Validation of variational Sparsely Connected Autoencoders (vSCA)

analysis on a PBMC derived dataset (setA)

A variational autoencoder (VAE) consists of an encoder, a decoder, and a loss func-

tion. VAEs have one fundamentally unique property that separates them from other

autoencoders: their latent spaces are, by design, continuous, allowing easy random sam-

pling and interpolation. We applied the concept of VAE to SCA (vSCA, fig. 2.22B). We

tested a vSCA based on TF-targets using setA (fig. 2.28D). From the point of view of the

QCM/QCC of clusters vSCA results were nearly superimposable to those of a TF-based

SCA fig. 2.28. The analysis of COMET for cluster 1 and cluster 2 detected as the best

markers respectively CHD4 and CEBPA, which were part of the 4 genes SCA signature

for cluster 1 and 2. Taken together, these observations indicated that vSCA, although
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more complex, did not provide any specific improvement with respect to a simple SCA.

Figure 2.28: vSCA based on TFs targets. A) QCC TFs based SCA, B) QCM TFs
based SCA, C) QCC TFs based vSCA, D) QCM TFs based vSCA . Input
counts table for SCA is log10 transformed, analysis was performed using
160 permutations and latent space clustering was done with SIMLR.

2.6.6 Validation of Sparse Sparsely Connected Autoencoders (SSCA)

analysis on a PBMC derived dataset (setA)

Sparse autoencoder may include more hidden units than inputs, although only a small

number of the hidden units are allowed to be active at once. This sparsity can improve

classification performance. Usually, the sparsity is possible thanks to combinations of

activation functions, sampling steps and different kinds of penalties [63]. In our im-

plementation sparsity was generated combining TF, miRNA, IS and kinase SCA latent

spaces. The addition of miRNA targets to TF latent space (fig. 2.29B) repositioned

cluster 3 (HSC) inthe significant area, i.e. mean of both QCM and QCC greater then

0.5, which could not be possible using only miRNA targets as latent space (fig. 2.27A).

For cluster 3 the best marker was miR-129-2-3P. Interestingly, miR-132,detected as top
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Figure 2.29: QCM/QCC plots for SSCA. A) TF latent space. B) TF + miRNA latent
space, C) TF + miRNA + IS latent space, D) TF + miRNA + IS + Kinase
latent space. Input counts table for SCA is log10 transformed.
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ranked for cluster 3 upon TMM normalization (fig. 2.27F). This miRNA together with

miR-129, detected only from SSCA analysis, were distinct faces of the same coin, since

miR-132 has been already shown to be linked to HSC maintenance and miR-129 was

found to be associated to self-renewal and lineage differentiation of stem cells [69]. The

addition of the IS to TF + miRNA latent space relocated in the significant area cluster 4

(NK cells) and 5 (näıve T-cells) (fig. 2.29D). For cluster 4, the first top ranked item was

NK signature. Instead, for cluster 5 (Naive T cells) the best marker was of the expression

absence of transcription factor POU2F2, which is expressed only in activated T cells.

ASTHMA KEGG pathway lacks of expression was also detected using IS-based SCA

alone. Notably, the Kinase based latent space alone was not able to bring any cluster

in the significant area (not shown). However, when Kinases are added to TF + miRNA

+ IS latent space (fig. 2.29C), the QCM and QCC scores for cluster 4 and 5 improved

slightly, but kinases were not present in the top ranked genes for cluster 4 and 5. The

analysis of the setA using a latent space embedding integrated biological knowledge, i.e.

TF + miRNA (fig. 2.29B); TF + miRNA + IS (fig. 2.29C); TF + miRNA + IS + Ki-

nase (fig. 2.29D), showed a notable improvement in the overall QCM/QCC scores with

respect to the analysis done using each specific knowledge group alone. Furthermore,

the combined latent space reduced the computing time with respect to the time needed

for the independent analysis of each individual latent space.

2.6.7 Application of SCA analysis on spatially resolved transcriptomics of

breast cancer histological section.

As example of different application of SCA analysis, we analyzed a breast cancer his-

tological section available as part of the demo data proposed for visium, i.e. spatially

resolved transcriptomics. We obtained the best clustering organization of expression

data using SIMLR (fig. 2.30A),which generated a partition made of 9 clusters, where 6

clusters (1, 2, 3, 6, 7, 9) showed very high CSS (fig. 2.30B), while other two clusters

(5 and 8) showed an intermediate but still significant CSS (fig. 2.30B). Clusters were

then localized on the histological session (fig. 2.30C, D). Despite the low magnification
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Figure 2.30: Analysis of human breast cancer, from 10XGenomics Visium Spatial Gene
Expression 1.0.0. demonstration samples. A) SIMLR partitioning in 9
clusters. B) Cell stability score plot for SIMLR clusters in A. C) SIMLR
clusters location in the tissue section. D) Hematoxylin and eosin image.
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of histological picture (fig. 2.30D) obtained from the frozen section, the pathologists

were able to assign cluster 5 to areas predominantly corresponding to tumor stroma;

cluster 9 to ductal carcinoma in situ with micropapillary features; clusters 1 and 8 corre-

sponded to roundish areas annotated as invasive carcinoma, showing the same dyeability

and possibly histological similarity (micropapillae) with areas associated with cluster 9.

Clusters 6 and 7 were allocated to invasive carcinomas with comparable features at low

magnification (smaller cell clusters infiltrating the stroma). Cluster 3 and 4 could not

be classified by the pathologists, because of the limited number of cells. We tested the

ability of SCA to associate TFs with the detected clusters and only cluster 7 could be

described by SCA analysis fig. 2.31.

Figure 2.31: Information contents extracted by SCA analysis using a TF-based latent
space. A) QCC. B) QCM. C) QCM/QCC plot, where only cluster 7 shows,
for the majority of the cells, both QCC and QCM greater than 0.5. D)
COMET analysis of SCA latent space. SOX5 was detected as first top
ranked gene specific for cluster 7, using as input for COMET the latent
space frequency table. Input counts table for SCA analysis is made by raw
counts.

COMET analysis of the latent space frequency table provided the detection of SOX5
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(COMETsc statistics = 2.88E-184, TP = 0.623 and TN = 0.968) as top ranked transcrip-

tion factor specific for cluster 7 (fig. 2.31D). Notably, SOX5 has been recently associated

with breast cancer proliferation and invasion [39], suggesting a peculiar aggressive phe-

notype for the invasive carcinoma associated with cluster 7. We also tested miRNA,

immune signature and kinase based SCA, but we could not find any robust association

with reference clusters (not shown). These observations suggested that the knowledge

present in SCA based on miRNA, immune signature and kinase targets were not suf-

ficient to describe the complexity of tumors clusters observed in this specific dataset.

At the same time the results obtained for cluster 7, using the TF-based latent space,

highlighted the ability of SCA to grasp specific biological knowledge associated with

transcription control in this experimental setting.
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2.7 GUI and cloud implementation

To simplify the use of the rCASC package for users without scripting experience, R

functions can be controlled by a dedicated GUI, integrated in the 4SeqGUI tool [70]

fig. 2.32.

Figure 2.32: rCASC graphical interface within 4seqGUI. A) Count table generation
menu: this set of functions is devoted to the conversion of fastq to a count
table. B) Count table manipulation menu: this set of functions provides
inspection, filtering, and normalization of the count table. C) Clustering
menu: these functions allow the use of SIMLR, K-mean + t-SNE, Seurat,
griph, scanpy and SHARP, to group cells in subpopulations. D) Feature se-
lection menu: this set of functions allows the identification of cluster-specific
subsets of genes and their visualization using heatmaps

2.7.1 Galaxy, Laniakea implementation

Laniakea is a complete software solution to set up a ”Galaxy on-demand” platform as

a service. Building on the INDIGO-DataCloud software stack, Laniakea can be de-

ployed over common cloud architectures usually supported both by public and private

e-infrastructures. The user interacts with a Laniakea-based service through a simple

front-end that allows a general setup of a Galaxy instance, and then Laniakea takes

care of the automatic deployment of the virtual hardware and the software components

[36]. rCASC workflow is also implemented in Laniakea. The full set of rCASC tools are
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implemented in Galaxy and they can be combined in a user-specific workflow. There are

also some workflows ready to be used, an example is shown in fig. 2.33. Galaxy output

Figure 2.33: rCASC on Galaxy example workflow in Galaxy.

for rCASC can be saved as a tar file or they can be visualized in html, fig. 2.34

Figure 2.34: Example of rCASC output visualization in Galaxy

2.7.2 Single cell ATAC-seq

My interest in NN started when I was visiting fellow at Stein Aerts’s lab for six months

during the second year of the PhD program. Stein’s lab is part of the KU Leuven Cen-
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ter for Human Genetics and the VIB Center for Brain and Disease Research. Stein’s

main project is focused in decoding the genomic regulatory code and understanding how

genomic regulatory programs drive dynamic changes in cellular states, both in normal

and disease processes. Transcriptional states emerge from complex gene regulatory net-

works. The nodes in these networks are cis-regulatory regions such as enhancers and

promoters, where usually multiple transcription factors bind to regulate the expression

of their target genes. The aim of my work was the prediction of gene expression using

ATAC-seq data generated from Drosophila eye disk. ScRNAseq for Drosophila eye disk

were also available. Although ATAC-seq and RNA-seq were generated from independent

experiments, Stein’s group linked them together using biological features (unpublished

results). Although I tried multiple NN configurations I always failed in predicting a

quantitative gene expression only using ATAC-seq data. Then, I tried to predict if a

gene was simply in on or off state. Thus, RNA-seq matrix was binarized in the following

way :

let be S the single cell RNA-seq matrix, i the cell and j the gene :

Sij > 3− > Sij = 1 (2.1)

Sij <= 3− > Sij = 1 (2.2)

For this analysis I used a NN made by 5 dense layers with the respective dropout layer

and imputed with binarized genes fig. 2.35.

NN hyperparameters used are : LearningRate = 0.001, LossFunction = Mean squared

error, nEpochs = 1000, Optimizer = Adam with accuracy as metrics, Batchsize = 64.

2.7.2.1 Prediction algorithm

The ATAC-seq matrix was divided in regions of variable size depending from the con-

tinued accessible part of the chromatin. The ATAC-seq matrix was used without nor-

malization, but rescaled to a window around the studied gene, fig. 2.36. The window
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Figure 2.35: Neural Network Architecture to predict gene expression from ATAC-seq

Figure 2.36: ATAC-seq window, the example is based on gl Gene using window=7, where
the window indicates the number of ATAC regions surrounding the gene
promoter position.
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represents the number of open chromatin regions detected by ATAC-seq, independently

by their length and located upstream and downstream the gene promoter. Specifically

window=7 means that the ATAC-seq taken in account is made by the 14 regions around

the gene promoter. Test set and train set were created sampling N ATAC-cells, where

N correspond to the number of RNA-seq Cells. In fig. 2.37B, it is given an example of

Figure 2.37: Example of expression prediction. A) hth mrna expression by SC-Rna seq.
B) Predicted expression of Hth gene.C) Null prediction by random shuffling
of the ATAC regions computed multiple times.

the prediction provided by my NN using virtual spatial information from [71]. The gene

was predicted, compared with the real expression, fig. 2.37A.
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Sometimes I’ll start a sentence, and I

don’t even know where it’s going. I

just hope I find it along the way. Like

an improv conversation. An

improversation.

Michael- The office

When we started the design of rCASC we wanted to create a tool that could provide

some useful tips to the final users. We wanted to build a robust tool providing computa-

tional and functional reproducibility being user-friendly and easy to install. After three

years of work, I think we managed to realize what we have planned. The problem of

reproducibility is an important issue in bioinformatics [72] and we built rCASC as part

of the Reproducible Bioinformatics Project, a community project, which provides a con-

trolled but flexible workspace to distribute Docker based workflows under the umbrella

of a reproducibility framework. The implementation in docker containers of the rCASC

tools makes the overall installation of the package also extremely easy for the final user,

for more information see rCASC web page: https://github.com/kendomaniac/rCASC.

rCASC does not simply provides an integration of previously published tools, but, with

the definition of the cell stability score (CSS), it provides an innovative approach to

quantify the stability and the purity of a cluster. Furthermore, the implementation

of sparsely-connected-autoencoders rCASC provides an effective instrument to extract

important biological features characterizing the cell subpopulation clusters. The semi-

nal paper of Gold and coworkers [55] proposed SCA as a promising tool for projecting

gene-level data onto gene sets. Indeed, their results suggest that SCA can be efficiently
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exploited in the identification of transcription factors with differential activity between

conditions or cell types. However, Gold and coworkers [8] did not release any imple-

mentation of these methods, and they did not report a well-defined scoring metric to

evaluate the efficacy of SCA in grabbing biological information in scRNAseq experi-

ments. Instead in rCASC, SCA is exploited to query cell subpopulations to discover

the functional features (e.g. TFs, miRNAs, Kinases, etc.) driving cell clustering. We

have shown that different hidden layers, derived by experimentally validated data (TF

targets, miRNA targets, Kinase targets, and cancer-related immune signatures), can

be used to grasp single cell cluster-specific functional features. Then, when SCA en-

coding is able to reconstruct at least one of the clusters, that means that the encoded

biological knowledge is mandatory to obtain a specific aggregation of cells. In our im-

plementation, SCA efficacy comes from its ability to reconstruct only specific clusters,

thus indicating only those clusters where the SCA encoding space is a key element of

a specific cell subgroup. A very important element of our SCA implementation is the

availability of metrics estimating the robustness of the SCA encoding. ScRNAseq, al-

though powerful, has the limit of being very noisy [73]. A particularly prominent aspect

of noise is dropout, i.e. scRNA-seq produces more zeros than expected and this bias is

greater for poorly expressed genes [74]. Transcription factors and kinases are encoded

by genes characterized by a relatively low expression in cells, thus they can be notably

affected by dropout. Furthermore, nowadays it is not possible to quantify, at single cell

level, miRNAs together with mRNAs. Therefore, important functional networks, e.g.

TF-miRNA circuits, characterizing a cell subpopulation, cannot be directly measured.

In rCASC, SCA is able to grasp the hidden knowledge present in cell subpopulations.

SCA offers a fresh view of regulatory genes that, because of scRNAseq noise, cannot

be efficiently quantified, such as transcription factors and kinases, or not detected at

all, i.e. miRNAs. In conclusion, we think that rCASC is a workflow with valuable new

features that could help researchers in defining cells subpopulations as well as detecting

sub-population specific markers, under the umbrella of data reproducibility.
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In learning you will teach, and in

teaching you will learn

Phil Collins- Tarzan son of Man

4.1 Availability and Requirements

Project name: rCASC: reproducible Classification Analysis of Single Cell sequencing

data

Project page: https://github.com/kendomaniac/rCASC; https://github.com/mbeccuti/4SeqGUI

Operating system: Linux

Programming language: R and JAVA

Other Requirements: None

License: The GNU Lesser General Public License, version 3.0 (LGPL-3.0)

Any restrictions to use by non-academics: None

4.2 Datasets

Dataset setA, B, C, D are based on FACS purified cell types [64]. setA is made of 100

cells randomly selected from each cell types of the following cell types:

• B cell, 25K reads/cell

• Monocytes, 100K reads/cell
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• Stem cells, 24.7K reads/cell

• Natural killer, 29K reads/cell

• Naive T cells, 19K reads/cell

.

setB is made of 100 cells randomly selected from each of the following cell types:

• B-cells

• Monocytes

• T-helper cells (21K reads/cell)

• Natural killer

• Naive T-cells

SetC is made of 100 cells randomly selected from each of the following cell types:

• Cytotoxic T-cells (28.6K reads/cell)

• Monocytes

• T-helper cells

• Natural Killer

• Naive T-cells

setD is made of 100 cells randomly selected from each of the following cell types:

• Cytotoxic T-cells

• Naive cytotoxic T-cells (20K reads/cell)

• T-helper cells

• Natural killer
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• Naive T-cells

Moving from SetA to setD we added an increasing number of cells coming from T-cell

populations, making the cell-type partitioning more challenging, because of the similar-

ities between T-cell sub-populations. Breast cancer dataset derived from 10XGenomics

spatial transcriptomics datasets resources. The filtered sparse matrix from 10XGenomics

repository was transformed in a dense matrix using rCASC h5tocsv function. Dataset

was annotated using ENSEMBL Homo sapiens GRCh38.99 GTF file using the rCASC

scannobyGtf function. After annotation, ribosomal and mitochondrial protein genes were

removed together with all ENSEMBL ID not belonging to protein coding ENSEMBL

biotype. Cells with less than 250 detected genes were also removed (i.e. a gene is called

detected if it is supported by at least 3 UMIs). After filtering rCASC topX function was

used to select the 10000 most dispersed genes and from them the 5000 most expressed

genes. The final matrix was made by 5000 genes and 3432 cells out of the initial 3813

cells. Data were log10 transformed before clustering.

Pace dataset is from Pace et al. paper [38], in which the role of histone methyltransferase

Suv39h1 in murine CD8+ T cells activated after Listeria monocytogenes infection is ex-

plored. GSE106264 dataset is made of 10,035 cells and published by Pace and coworkers

in 2018 [38] and the 10,000/33,000/68,000 cells. PBMC human datasets, available at

10xGenomics repository (www.10xgenomics.com).

Drosophila eye disk SCRNA-seq and ATACseq data are from Stein Aerts lab.

Figure 4.1: Drosophila Eye-Antennal disc. [75]

The Drosophila Eye disk cells dataset is made of [71]:
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• 3531 Rna-seq cells

• 15387 ATAC-seq cells

The subpopulations identified in Drosophila eye-disk were:

• PMmedial

• Glia

• PMFPRLate

• Hemocytes

• PMFPREarly

• PMFConeCells

• AntennaA1

• AntennaA3arita

• HeadV ertex

• PMlateral

• MFMorphogeneticFurrow

• twiells

4.3 Counts table generation

InDrop single-cell sequencing approach was originally published by Klein [76]. Then,

the authors published the detailed protocol in Nature Methods in 2017 [77]. In rCASC,

the generation of the count table starting from fastq files refers to the version 2 of

the inDrop chemistry described in [77], which is commercially distributed by 1CellBio.

The procedure described in the inDrop github is embedded in a docker image. rCASC

function indropIndex allows the generation of the transcripts index required to convert
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fastq in counts, and indropCounts function converts reads in UMI counts. 10XGenomics

Cellranger is packed in a docker image and the function cellrangerCount converts fastq

to UMI matrix using any of the genome indexes with cellrangerIndexing function.

4.4 Counts table exploration and manipulation

rCASC provides various data inspection and preprocessing tools. genesUmi function gen-

erates a plot where the number of detected genes are plotted for each cell with respect

to the number of UMI. MitoRibo Plot calculates the percentage of mitochondrial/ribo-

somal genes with respect to the total number of detected genes in each cell and plots

percentage of mitochondrial genes with respect to percentage of ribosomal genes. Fur-

thermore, cells are colored on the basis of the number of detected genes (MitoRibo Plot

allows to identify cells with low information content, i.e. those cells with a little number

of detectable genes e.g. < 100 genes/cell, little ribosomal content and high content of mi-

tochondrial genes, which indicate cell stress. The function scannobyGtf uses ENSEMBL

gtf and the R package refGenome to associate gene symbol with the ENSEMBL gene

ID. Furthermore, scannobyGtf allows one to remove mitochondrial/ribosomal genes and

“stressed” cells detectable with MitoRibo Plot function. The function lorenzFilter em-

beds the Lorenz statistics developed by Diaz [21], a cell quality statistics correlated with

cell live-dead staining. As counts table preprocessing steps, we implemented the func-

tions checkCountDepth/scnorm to detect the presence of sample specific count–depth

relationship (i.e. the relationship existing between transcript-specific expression and

sequencing depth) and to adjust the counts table for it. Furthermore, we added two

other functions recatPrediction and ccRemove, which are based respectively on the pa-

per of Liu [42] and Barron [43]. The function recatPrediction organizes the single cell

data to reconstruct cell cycle pseudo time-series and it is used to understand if a cell

cycle effect is present. The above function embeds reCAT software [42], which models

the reconstruction of time-series as a traveling salesman problem, thus identifying the

shortest possible cycle by passing through each cell exactly once and returning to the

start. Since the traveling salesman problem is a NP-hard problem, reCAT is based on
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a heuristic algorithm, which is used to find the solution. ccRemove function is instead

based on the work of Barron and Li [43] and embeds their scLVM (single-cell latent

variable model) algorithm, which uses a sophisticated Bayesian latent variable model to

reconstruct hidden factors in the expression profile of the cell-cycle genes. This algo-

rithm is able to remove cell-cycle effect from real scRNA-Seq datasets. Thus, ccRemove

is used to mitigate the cell cycle effect of the inter-samples transcriptome, when it is

detected by recatPrediction function.

4.5 Clustering

For the identification of cell subpopulations we implemented 5 approaches: tSne, Seurat

[46], SIMLR [19], griph [25], SHARP [31] and scanpy [29] . The function seuratPCAEval

has to be run before executing the clustering program to identify the ‘meta features’, i.e.

the subset of PCA components describing the relevant source of cells’ heterogeneity, to

be used for clustering. seuratBootstrap function implements data reduction and cluster-

ing.. Differently SIMLR implements a k-mean clustering, where the number of clusters

(i.e. k) is taken as input. SIMLR, requires as input raw counts log10 transformed.

SIMLR is capable of learning an appropriate cell-to-cell similarity metric from the input

single-cell data and to exploit it for the clustering task. The function simlrBootstrap

controls the clustering procedure and the function nClusterEvaluationSIMLR, a wrap-

per for the R package griph (Graph Inference of Population Heterogeneity), is exploited

to estimate the (sub)optimal number “k” of clusters. Griph clustering is based on Lou-

vain modularity. Griph algorithm is closer to agglomerative clustering methods, since

every node is initially assigned to its own community and communities are subsequently

built by iterative merging. Also scanpy uses for clustering a heuristic method based on

modularity optimization. SHARP is executed using SHARP Bootstrap function. The

metric called CSS (Cell Stability Score), which describes the persistence of a cell in a

specific cluster upon Jackknife resampling and therefore offers a peculiar way of describ-

ing cluster stability, is embedded in seuratBootstrap, simlrBootstrap, scanpyBootstrap

and griphBootstrap, SHARPBootstrap.
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4.6 Feature selection

To select the most important features of each cluster we implemented in the anovaLike

function the edgeR ANOVA-like method for single cells [33] and in the functions seurat-

Prior and genesPrioritization/genesSelection respectively the Seurat and SIMLR genes

prioritization methods. hfc function allows the visualization of the genes prioritized with

the above methods as heatmap and provides plots of prioritized genes in each single cell.

4.7 Scalability

To estimate the scalability of rCASC clustering we used the GSE106264 dataset. We

randomly generated from the 10035 cells (27998 ENSEMBL GENE IDs) the following

subsets of cells: 400, 600, 800, 1000, 2000, 5000. Moreover for the subsets with more

than 600 cells we randomly sampled the genes: 10000, 8000, 6000, 4000, 2000, 1000,

800. We run SIMLR, tSne, griph and Seurat using 160 permutations within SeqBox

hardware : Intel i7 3.5GHz (4 cores), 32 GB RAM and 500 GB SSD disk. We ex-

tended, for Seurat, griph and scanpy, the scalability analysis to 10K, 33K, 68K and

101K cells, using 10,000/33,000/68,000 cells from PBMC human datasets, available at

10xGenomics repository (www.10xgenomics.com), and 101,000 cells dataset, made as-

sembling the above mentioned 33,000 and 68,000 PBMC datasets. The analysis was

executed on a SGI server (10 x CPU E5-4650 2.4GHz (16 cores), 1TB RAM, 30 TB

SATA raid disk) allocating 40 threads for each analysis.

4.8 Autoencoder model coding and hyperparameter selection

We implemented the models in python (version 3.7) using TensorFlow package (version

2.0.0), Keras (version 2.3.1), pandas (version 0.25.3), numpy (version 1.17.4), matplotlib

(version 3.1.2), sklearn (version 0.22), scipy (version 1.3.3). Optimisation was done using

Adam (Adaptive moment estimation) using the following parameters lr=0.01, beta1=0.9,

beta2=0.999, epsilon=1e-08, decay=0.0, loss=’mean squared error’. RELU (rectified
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linear unit) was used as activation function for dense layer. The SCA input gene table

could be made by raw or log10 transformed or normalized counts

4.9 SCA and SSCA latent space definition

SCA latent space is generated using as input a tab delimited text file having as first

column the feature id associated with the latent space node and a second column having

the input/output gene associated to the latent space node. Third column is compulsory

and includes the reference from which the feature/gene relation was taken. Experimen-

tally validated transcription factors’ target genes and the associated transcription factor

were retrieved from TRRUST v2.0. Experimentally validated miRNA gene targets and

their corresponding miRNA were retrieved from miRTarBase v8.0. Kinases target genes

were retrieved from RegPhos v2.0 database. Cancer immune-signature was manually

curated, retrieving genes ids from PUBMED articles related to the keyword “cancer

immune signature” and genes derived from KEGG “Immune system” pathways. Genes

associated with KEGG pathways were manually extracted from KEGG pathways public

repository. SSCA latent space is made by the union of TF, miRNA, IS and Kinases

data.

4.10 QCM and QCC metrics

QCM and QCC are extensions of CSS. QCC describes the cell stability of a reference

cluster with respect to a cluster generated using SCA latent space information. Reference

clusters are those generated using any of the clustering tools implemented in rCASC.

In QCC, reference clusters are compared to multiple runs SCA, where clusters are con-

structed using latent space information. High coherence between a reference cluster and

a SCA cluster indicates that latent space is able to properly describe reference cluster

organization using only the biological knowledge embedded in it. The QCC threshold

for an informative latent space cluster is a value grater or equal to 0.5, i.e. in 50% of the

SCA runs cells are colocalizing as in corresponding reference cluster. QCM is instead
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measuring the robustness of the SCA model. Each run of the SCA the latent space

starts from a random configuration, which is modelled on the basis of the information

provided to the SCA, i.e. gene counts. Thus, if the SCA latent space describes properly

some of the reference clusters, then those clusters should remain similar among various

runs of SCA. QCM measures the reproducibility of each single cluster over a large set

of randomly pairs of SCA runs. The lack of reproducibility between clusters indicates

that latent space information is not relevant or not robust enough to support conserved

cluster structures. The QCM threshold describing a robust model for a cluster is a value

grater or equal to 0.5, i.e. in 50% of random pairs of SCA runs cells are colocalizing in

the same cluster.

4.11 COMET analysis

The cluster-specific markers detection was done using COMET [63], which is imple-

mented in rCASC. COMET was set to extract up to 4 features characterizing each

cluster. Although COMET analyses all available clusters, marker features are investi-

gated only for those clusters characterized by the mean of both QCM and QCC greater

then 0.5.

4.12 SCA handling functions in rCASC

A full description of the SCA handling functions, available in rCASC, is described

in SCAtutorial github (https://github.com/kendomaniac/SCAtutorial), which includes

a vignette (https://kendomaniac.github.io/SCAtutorial/articles/SCAvignette.html) and

the outputs of the exemplary analysis

(https://github.com/kendomaniac/SCAtutorial/tree/master/vignettes/setA).

72



4 Materials and Methods

4.13 Jaccard Value

To verify if a cell is stable the Jaccard coefficient was used.

J(A,B) = |A ∩B
A ∪B

| (4.1)

Calling A and B the two vector that represent the cells belonging to cluster Ki and Kj ,

be P0 the cluster generated with all cells and P1..Pn the clusters generated by bootstrap,

J is a percentage value that represents the number of common cells divided for the total

cells between P0 and Pn. Whenever this value is greater than a specific percentage value

(80 % was set as default value of threshold) all cells in cluster gain a point. Points for

each cells divided by number of permutation define the stability score of each cell. It is

very important to highlight that the threshold values have to be at least better than 50

% to be taken in account.

4.13.0.1 CSS Algorithm detailed

Let be C the count matrix with N ×M dimension where N is the gene number and M

is cell number.

C =


c11 c12 . . .
...

. . .

cN1 cNM


Then, we define Cp the matrix generated by pth permutation removing q random columns

from the original matrix C. Moreover considering the pth permutation we denote Lp the

set of all the removed cells in pth permutation with |Lp| = q and clp the vector with

length M − q encoding the relation between cells and clusters in p. Hence, clpi identified

the cluster in which the ith cell is inserted in permutation p. Finally, we use the notation

clC for indicating the output of the clustering algorithm obtained by all the cells (i.e.

matrix C).

The relation symmetric matrix Rp with dimension M ×M is defined as follows:
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Rp =


rp1,1 rp1,2 . . .

...
. . .

rpM,1 rpM,M


where rpi,j is:

rpi,j =

 1 if clpi = clpj

0 otherwise
(4.2)

Similarly we defined RC the relation symmetric matrix obtained considering all cells

and RC−LP
as the relation symmetric matrix RC in which the columns and the rows

associated with cells in Lp are removed. Observe that the sum RC−LP
+Rp will always

gives as results a matrix with 3 possible values: 0,1 or 2.

RC−Lp
[j, i] +Rp[j, i] =



1 if cell i and cell j clustered together in RC−Lp

or in RP only;

2 if cell i and cell j are always in the same cluster;

0 if cell i and cell j are never in the same cluster.

Let δ(i, k) be the kronecker delta, a function of two variables that return 1 if the

variables are equal, and 0 otherwise:

δ(i, k) =

 1 if i = k

0 otherwise
(4.3)

then we define the function length that counts the occurrence of a value k fixing the row

j in the matrix RC−LP
+Rp.

length(j, p, k) =
M∑
i=1

δ(RC−LP
[j, i] +Rp[j, i], k) (4.4)

We use the function length to count the occurrence of 1 or 2 in in the matrix RC−LP
+

Rp.
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Finally, we define the permutation score pscorej,p as:

pscorej,p =
length(j, p, 2)

length(j, p, 2) + length(j, p, 1)
(4.5)

where p is a permutation and j a cell. Then, this returns the percentage of cells initially

clustered with cell j that remain clustered with cell j in the permutation p.

Then, we define tscorej,s as follow:

tscorej,s =
1

P

∑
p∈P

1pscorej,p>=s (4.6)

where P is the total number of permutations and s is user-defined threshold. This metric

compute the probability that a cell j is always clustered with the same set of cells given

that pscorej,p >= s.

4.13.0.2 Example

Be cl =
{

1 2 2 1 2 1
}

Be L =
{

6 2 2 4
}

Be cl1 =
{

1 2 1 1 2
}

Be cl2 =
{

1 2 1 2 2
}

Be cl3 =
{

1 2 1 1 2
}

Be cl4 =
{

1 2 2 1 2
}

∀ p ∈ {1, 2, 3, 4}, Rp is calculated

for instance hereafter I reported R and R1

R =



1 0 0 1 0 1

0 1 1 0 1 0

0 1 1 0 1 0

1 0 0 1 0 1

0 1 1 0 1 0

1 0 0 1 0 1
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R1 =



1 0 1 1 0

0 1 0 0 1

1 0 1 1 0

1 0 1 1 0

0 1 0 0 1



∀ p Rp′ +Rp is calculated

for instance hereafter I reported Rp′ +R1

R′1 +R1 =



2 0 1 2 0

0 2 1 0 2

1 1 2 1 1

2 0 1 2 0

0 2 1 0 2


∀ p, pscore is evaluated with S = 0.6 for instance hereafter I reported pscore1

pscore1 =



1

1

0

1

1


This means that in permutation 1 the third cell is unstable ”jumping” from cluster

number 1 to cluster number 2 in P . tscorem,s is evaluated then for each cell tscores =

76



4 Materials and Methods



0

0

0

0.25

0.25

0


In this Example number of permutation is 4, for statistical relevance, an higher number

of permutation is required.

4.14 Reproducibility

Since the end of the 90s omics high-throughput technologies have generated an enormous

amount of data, reaching today an exponential growth phase. The analysis of omics big

data is a revolutionary means of understanding the molecular basis of disease regulation

and susceptibility, and this resource is made accessible to the biological/medical commu-

nity via bioinformatics frameworks. However, owing to the increasing complexity and the

fast evolution of omics methods, the reproducibility crisis [78] demands that we find a way

to guarantee robust and reliable results to the research community. Single-cell analysis

is instrumental to understanding the functional differences among cells within a tissue.

Individual cells of the same phenotype are commonly viewed as identical functional units

of a tissue or an organ. However, single-cell sequencing results [44] suggest the presence

of a complex organization of heterogeneous cell states that together produce system-level

functionalities. A mandatory element of single-cell RNA sequencing (RNA-seq) is the

availability of dedicated bioinformatics workflows. rCASC (reproducible classification

and analysis for single cells)) is one of the tools developed under the umbrella of the

Reproducible Bioinformatics project [34], an open-source community aimed at provid-

ing to biologists and medical scientists an easy-to-use and flexible framework, which

also guarantees the ability to reproduce results independently by the underlying hard-

ware,using Docker containerization (computational reproducibility). The Reproducible

Bioinformatics project was founded and is maintained by the research team of the Elixir
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node at the University of Turin. An example of stand-alone hardware/software infras-

tructure for bulk RNA-seq, developed within the Reproducible Bioinformatics project,

was described by Beccuti et al. [70]. Indeed, it was developed following the best-practice

rules for reproducible computational research, proposed in 2013 by Sandveet al. [79]. It

is also listed within the tools developed by the Italian Elixir node.

4.14.1 Docker implementation

Figure 4.2: Docker’s architecture [80]

All the computational tools in rCASC are embedded in Docker images stored in a

public repository on the Docker hub. Parameters are delivered to Docker containers

via a set of R functions, part of the rCASC R github package [10]. Docker container

wraps a piece of software in a complete filesystem that contains everything needed to

run: code, runtime, system tools, system libraries – anything that can be installed on

a server. This guarantees that the software will always run the same, regardless of its

environment (fig. 4.2). Docker Containers and virtual machine are different :

• Containers share the same operating system kernel of the machine in which is

running.

• Docker containers are based on open standards, enabling containers to run on all
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major Linux distributions and on Microsoft Windows and on top of any infras-

tructure.

• Container isolates applications from each other and the underlying infrastructure,

while providing an added layer of protection for the application.

• Virtual machines include the application, the necessary binaries and libraries, and

an entire guest operating system all of which can amount to tens of Gigabyte.

• Container include the application and all of its dependencies but share the kernel

with other containers, running as isolated processes in user space on the host

operating system. Docker containers are not tied to any specific infrastructure:

they run on any computer, on any infrastructure, and in any cloud.
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Wait, aren’t you gonna teach us first?

I believe in learning on the job.

Snotlout,Gobber- Dragon trainer
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veri, K. Zaveri, J. F. Abril, R. Guigó, M. J. Campbell, K. V. Sjolander, B. Karlak,

A. Kejariwal, H. Mi, B. Lazareva, T. Hatton, A. Narechania, K. Diemer, A. Muru-

ganujan, N. Guo, S. Sato, V. Bafna, S. Istrail, R. Lippert, R. Schwartz, B. Walenz,

S. Yooseph, D. Allen, A. Basu, J. Baxendale, L. Blick, M. Caminha, J. Carnes-

Stine, P. Caulk, Y.-H. Chiang, M. Coyne, C. Dahlke, A. D. Mays, M. Dombroski,

M. Donnelly, D. Ely, S. Esparham, C. Fosler, H. Gire, S. Glanowski, K. Glasser,

A. Glodek, M. Gorokhov, K. Graham, B. Gropman, M. Harris, J. Heil, S. Hender-

son, J. Hoover, D. Jennings, C. Jordan, J. Jordan, J. Kasha, L. Kagan, C. Kraft,

A. Levitsky, M. Lewis, X. Liu, J. Lopez, D. Ma, W. Majoros, J. McDaniel, S. Mur-

phy, M. Newman, T. Nguyen, N. Nguyen, M. Nodell, S. Pan, J. Peck, M. Peterson,

W. Rowe, R. Sanders, J. Scott, M. Simpson, T. Smith, A. Sprague, T. Stockwell,

R. Turner, E. Venter, M. Wang, M. Wen, D. Wu, M. Wu, A. Xia, A. Zandieh, and

X. Zhu, “The sequence of the human genome,” Science, vol. 291, pp. 1304–1351,

Feb. 2001.

[4] H. Ledford, “The death of microarrays?,” Nature, vol. 455, pp. 847–847, Oct. 2008.

[5] J. M. Levsky, “Single-cell gene expression profiling,” Science, vol. 297, pp. 836–840,

Aug. 2002.

[6] R. Durruthy-Durruthy and M. Ray, “Using fluidigm c1 to generate single-cell full-

83



Bibliography

length cDNA libraries for mRNA sequencing,” in Methods in Molecular Biology,

pp. 199–221, Springer New York, 2018.

[7] E. Z. Macosko, A. Basu, R. Satija, J. Nemesh, K. Shekhar, M. Goldman, I. Tirosh,

A. R. Bialas, N. Kamitaki, E. M. Martersteck, J. J. Trombetta, D. A. Weitz, J. R.

Sanes, A. K. Shalek, A. Regev, and S. A. McCarroll, “Highly parallel genome-

wide expression profiling of individual cells using nanoliter droplets,” Cell, vol. 161,

pp. 1202–1214, May 2015.

[8] R. Zilionis, J. Nainys, A. Veres, V. Savova, D. Zemmour, A. M. Klein, and

L. Mazutis, “Single-cell barcoding and sequencing using droplet microfluidics,” Na-

ture Protocols, vol. 12, pp. 44–73, Dec. 2016.

[9] A. B. Rosenberg, C. M. Roco, R. A. Muscat, A. Kuchina, P. Sample, Z. Yao, L. T.

Graybuck, D. J. Peeler, S. Mukherjee, W. Chen, S. H. Pun, D. L. Sellers, B. Tasic,

and G. Seelig, “Single-cell profiling of the developing mouse brain and spinal cord

with split-pool barcoding,” Science, vol. 360, pp. 176–182, Mar. 2018.

[10] F. Salmén, P. L. St̊ahl, A. Mollbrink, J. F. Navarro, S. Vickovic, J. Frisén, and

J. Lundeberg, “Barcoded solid-phase RNA capture for spatial transcriptomics pro-

filing in mammalian tissue sections,” Nature Protocols, vol. 13, pp. 2501–2534, Oct.

2018.

[11] S. Vickovic, G. Eraslan, F. Salmén, J. Klughammer, L. Stenbeck, D. Schapiro,
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