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Abstract 

Further steps toward understanding the time-related information contained within bloodstains found at 

the crime scene are rightly considered a top priority in forensic science. Contrary to widely held 

assumptions, the reason for the delayed exploitation of bloodstains dating methods in practice is not the 

lack of suitable analytical techniques for monitoring degradation processes. The problem lies in the 

variability of the environmental and circumstantial conditions, playing a vital role in the degradation 

kinetics of blood deposits. The present article demonstrates the possibility of breaking with current 

approaches based on absolute age estimations to finally answer time-centered questions in real forensic 

scenarios. The proposed novel framework for situating forensic traces in time is based on the likelihood 

ratio assessment of the (dis)similarity between the evidence decomposition and sets of reference 

materials obtained through supervised aging. In such a strategy, every dating procedure is constructed 

on a case-by-case basis to fit examined blood traces, thereby limiting the adverse influence of external 

factors on the validity of age estimations and providing a way for future crime scene implementation.  

Keywords: Bloodstains; Time since deposition, Forensic dating, Likelihood ratio, Comparison problem 
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1. Introduction  

Forensic experts – nowadays equipped with DNA profiling methods – have never been better prepared 

to answer questions about a suspect's identity, which usually arise during the investigation process. 

Genetic typing of biological evidence – such as bloodstains – has clearly revolutionized forensic science 

to such an extent that it is now one of the cornerstones of modern policing. However, in the era of DNA 

testing, it may be overlooked that identifying the donor of the collected biological trace is not always 

the most critical issue. Thus, to demonstrate a possibly strong link between the evidence and the 

investigated crime, it is often necessary to prove that the questioned material was created during the 

incriminating event [1]. This can be achieved by providing information about the time elapsed since 

trace deposition (TSD, time since deposition).  

A reliable answer to the question of bloodstains' age could be a significant added value to the 

criminal inquiry, allowing the judicature to recreate a criminal situation a posteriori [2, 3]. Information 

about the time of bloodstain(s) formation may prove helpful directly during the investigative phase of 

the criminal procedure, for example, by establishing a timeline of events through sequencing the 

deposition of traces, but not only. The time-centered questions often call for rational responses also at 

the evaluative stage of the proceeding when hypotheses representing the prosecutor's and defense's 

standpoints are confronted. At this phase, a common defense tactic is to question the validity of 

evidential bloodstains deposited by the suspect at the crime scene. In such a case, the prosecutor's 

opponents do not challenge the identification of blood traces but rather the time of their formation, 

thereby casting doubts on the suspect's presence at the crime scene during the incriminating event. In 

this context, the role of forensic experts is to indicate which hypotheses presented by both parties to the 

proceedings are supported by the evidence, namely the age of the questioned blood traces. Consequently, 

correct estimation of TSD could help verify bloodstains' relevance – and hence also the suspect's 

connection – to the case considered in the courtroom scenario.  

Awareness of the gravity of this temporal information – or lack thereof – has accompanied 

forensic experts and judiciary members for at least a hundred years [4]. Nevertheless, despite significant 

research efforts [5–7], a reliable method for bloodstains dating is still unavailable. The root cause of the 

problem is not the researchers' inability to develop an analytical tool capable of monitoring the time-

dependent properties of bloodstains, as evidenced by a constantly growing body of research in forensic 

dating [5–7]. Indeed, spectroscopic methods, particularly Raman spectroscopy, have contributed to a 

better understanding of degradation mechanisms inside blood traces [6, 8–15]. However, despite these 

remarkable technological advancements, none of the dating approaches has yet to overcome the 

experimental research phase. No forensic organization working according to ISO/IEC 17025 

international quality standards performs the absolute dating of bloodstains on a daily analytical basis 

[16]. This proves that obtaining sound analytical results does not accurately address the entire problem, 
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as the mere chemical information about the aging process of blood – no matter how detailed – turns out 

to be insufficient if not integrated into an appropriate dating framework.  

A closer inspection of previous research suggests that the delayed exploitation of the developed 

dating models in forensic practice might depend on the data analysis approach. According to the 

commonly adopted strategy (hereinafter referred to as the conventional dating approach), most 

proposed methods have sought the dependency between the TSD and some dynamic properties of blood, 

degrading under stable, strictly controlled conditions through (multivariate) regression analysis [5, 6]. 

However, apart from yielding dating models of excellent performance in laboratory settings, the 

conservative practice of controlling factors affecting the aging kinetics (e.g., environmental conditions) 

may pose certain risks. These models – consistently fitting the aging behavior of training samples used 

for their construction – are not equally effective in the typical multivariate and hardly predictable 

forensic practice. In other words, forensic experts are faced here with the age-old question of the 

transferability of proposed conventional dating methods, undoubtedly powerful in artificial laboratory 

settings, to more realistic contexts. 

External factors will always affect the blood degradation process, altering its rate to a lesser or 

greater extent. This means that when dealing with evidence, the uncertainty deriving from these 

influencing agents cannot be eliminated or universally estimated in advance. It should be incorporated 

into the dating strategy. Such a shift in perspective is proposed in the present work. According to the 

strategy adopted in this study, verifying the relevance of blood evidence to the considered crime should 

not necessarily be performed using previously established calibration models. A strong dependency 

between the accuracy of TSD estimations and the aging kinetics of blood at the crime scene constitutes 

a major contraindication to adopting this conventional approach. It is hypothesized instead that in order 

to situate the trace in time, it suffices to compare the evidential material with reference bloodstains, 

created in such a way as to match the local conditions and time since deposition (TSD) corresponding 

to the prosecution's/defense's version of events (e.g., tR in Fig. 1). 

 

Fig. 1 Implementation of the comparison procedure within the LR framework to estimate the TSD of 

a questioned bloodstain. 

 

The critical stage of this comparison is the likelihood ratio-based (LR-based) assessment [17–

19] of the (dis)similarity between the analytical signals reflecting the decomposition stage of evidence 
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and reference materials obtained through supervised aging. This process is designed to recreate the 

degradation of the evidence on site as precisely as possible to normalize the aging kinetics of compared 

materials (evidence and reference bloodstains). It means that every dating procedure would be 

constructed case-by-case, each time tailored to fit the examined traces. In such a way, the influence of 

external factors (e.g., environmental conditions) on the aging kinetics and, through that, on the analysis's 

validity should be considerably reduced, providing a way for future crime scene implementation. 

2. Materials and methods 

2.1 Bloodstains databases 

Since the main idea behind the novel dating framework developed herein is the LR-based comparison 

of recovered (evidence) and reference bloodstains (samples of known age), at least two databases were 

required for the practical proof of concept. One set was the source of data for training the LR model and 

deriving the reference sample of bloodstain (the product of the so-called supervised aging process) and 

the second set from which the recovered bloodstain (acting as the evidence) was selected. Eventually, 

two separate databases (hereafter referred to as sets No. 1 and 2) were prepared at a three-weeks time 

distance, according to the scheme presented in Fig. 2.  

 

Fig. 2 The general scheme of the supervised aging process of two different bloodstain sets served to develop 

and validate LR models. 

 

Each database consisted of spectral signatures of degrading blood traces created by depositing 

20 μL of additive-free capillary blood (derived from a single donor) in aluminum sample pans. During 

the first day of degradation, blood deposits (six per database) were analyzed for up to eight hours elapsed 

since bloodstain formation with a two-hour interval. Due to the significant slow-down in the degradation 

process [13], the time resolution of measurements was subsequently reduced, and spectra were 

registered daily (excluding weekends) for the next three weeks. This measurement protocol resulted in 

databases consisting of spectra corresponding to 18 time-points, assumed to constitute 18 different 

evidence time-related sources (source should be understood as a group of bloodstains corresponding to 

the same TSD). Each time-point was characterized by six bloodstains (which served as replicate 

measurements of samples at a given time-point) created one after another at appropriate time intervals, 

estimated with regard to the duration of spectral acquisition. In order to meet the criteria of supervised 

aging, between measurements, all samples were stored in darkness, exposed to temperature (T) and 
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relative humidity (RH) controlled by the laboratory air-conditioning system to normalize the 

degradation kinetics between each dataset as much as possible (Fig. 2). 

It should also be added that within this work scope, Raman spectroscopy (RS) was selected to 

characterize the state of bloodstains degradation. The rationale for this choice was given in our previous 

work [13] that demonstrated the capability of RS to deliver information inherent to chemical changes 

accompanying the ex vivo aging of blood. Raman signatures were obtained using a Renishaw inVia 

Raman Microscope, following the procedure developed in [13]. To prevent sample damage from the 

excessive point laser irradiation and increase the representativeness of a single measurement, all spectra 

were registered during the magnetic-driven rotation of the sample [20, 21]. Detailed experimental 

conditions used are summarized in Table 1. 

Table 1 The rotating mode experimental conditions used during the spectral characterization of bloodstains. 

Experimental conditions 

Laser excitation source [nm] 785 

Laser density [mW/μm2] ca. 0.16 (10% of total laser power) 

Spectral range [cm-1] 600–1800 

Objective 5× NIR optimized objective (N.A. = 0.1) 

Accumulations 2 

Time of acquisition [s] 20 

 

2.2 The likelihood ratio procedure for bloodstains comparison  

In judicial practice, verifying the association between the evidence and reference materials to establish 

whether they could originate from the same (H1) or two different sources (H2) is defined as a classical 

comparison problem [17–19]. In this study, however, we are dealing with its unusual variation (depicted 

in Fig. 1), where the source should be understood as a group of bloodstains corresponding to the same 

TSD. Thus, the considered hypotheses can be formulated as follows:  

H1:  the age of the recovered evidence (questioned bloodstain(s) revealed at the crime scene; tE) 

MATCHES the age of the reference material (bloodstains obtained during the process of supervised 

aging according to the prosecutor's or defense standpoint; tR): tE = tR. 

H2:  the age of the recovered evidence (questioned bloodstain(s) revealed at the crime scene; tE) DOES 

NOT MATCH the age of the reference material (bloodstains obtained during the process of 

supervised aging according to the prosecutor's or defense standpoint; tR): tE ≠ tR. 

Even though such a comparison implies a discrimination task, easily solvable with chemometric 

tools, in actuality, establishing the (dis)similarity of bloodstains by comparing the likeness of the data 

solely (e.g., Raman spectra) is insufficient. It should be reminded that adequately performed forensic 

expertise also involves interpreting the findings to establish their evidential value. For the forensic 

assessment of evidence within a comparison problem, it is essential not only the similarity but also the 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



 

6 
 

rarity of the compared patterns in the relevant population. Thus, emphasis has to be put on the question: 

what does observed similarity mean in this particular case?  

To answer that question, the likelihood ratio (LR) framework [17–19] is recommended, which 

considers not only the similarity and the rarity of physicochemical characteristics but also the possible 

levels of variation (within- and between-source variability). The LR quantifies the strength of sources' 

similarity, which escalates with their increasing rarity, indicating how strongly they are alike to verify 

whether they share a common source. It is computed as the probability of observing the physicochemical 

data for the samples (E), given the propositions (H1 and H2): 

𝑳𝑹 =
𝐏𝐫(𝑬|𝑯𝟏)

𝐏𝐫(𝑬|𝑯𝟐)
. 

The LR can have a value between zero and infinity, and its interpretation is the following: LR 

values above one support H1, while LR values below one provide support for H2. Moreover, the higher 

(lower) the LR value, the stronger the H1 (H2) support. Therefore, LR is a qualitative and quantitative 

measure of the strength of the support for one of the hypotheses, which – in the forensic context – is 

a highly desirable feature. 

The conventional LR approach, however, is not well-adjusted to deal with high-dimensionality 

data [17] where the number of variables (J) exceeds the sample population's size (I). When J > I, the LR 

models fail due to the singularity or the instability of the inverse of some variance-covariance matrices; 

thus, reducing data dimensionality becomes obligatory. A remedy for this obstacle is a form of symbiosis 

between the LR approach and chemometrics known as hybrid LR models, introduced by Martyna et al. 

[22], which have proven their effectiveness through years of use in forensic studies [23–26]. Reduction 

of data dimensionality and extraction of informative features (concerning the purpose of the study) are 

carried out through the implementation of chemometrics (2.2.1 The chemometric tactic of data 

treatment), resulting in the subsequent construction of LR models based on a limited number of new 

latent variables (2.2.2 The development and validation of hybrid likelihood ratio models). 

2.2.1 The chemometric tactic of data treatment 

Well-performing LR models for discrimination purposes are defined for just a few latent variables that 

maximize the between-source variation, B, while minimizing the data variation within each source, W. 

One method that allows finding these new latent variables is rMANOVA [27], whose task is to find the 

directions along which the between-source variance is the highest and the within-source variance is the 

lowest. These directions are defined as the eigenvectors of the matrix 

[(1 − 𝛿)𝑊 + 𝛿𝑇]−1𝐵. 

T is the target matrix, which is either 𝑻 =
𝟏 

𝒑
𝒕𝒓(𝑾) or 𝑻 = 𝒅𝒊𝒂𝒈(𝑾) when the variances of 

p variables for each source are equal or unique, respectively. In these studies, equal variances were 

assumed for each source to keep consistent with the LR model's assumption. The δ estimation depends 
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on the chosen target and evaluates the variance of the W components according to the Ledoit-Wolf 

theorem [27]. It should also become clear that the choice of rMANOVA was not accidental, as it 

demonstrates the possibility of solving two problems simultaneously. It reduces data dimensionality in 

a beneficial way for optimal source separation and highlights their specific features. For the above 

reasons, the LR models proposed for comparative dating of bloodstains were built for the first latent 

variable, LV1, from rMANOVA, which in our recent studies [27] proved reasonably effective in the 

separation of the sources described by highly multivariate data. 

rMANOVA was performed for the signals subjected to adequate transformations to eliminate 

undesired spectral contributions – undermining variation of interest – and expose the vital features for 

further analysis. These mathematical transformations were effected through a suitable combination of 

preprocessing techniques applied to the raw signals, which – in the case of Raman spectra – usually 

includes denoising/smoothing, baseline correction, and normalization. In this research, the 

preprocessing aimed to support the LR models' performance by uniquely defining the characteristics of 

each source referred to different time points of bloodstains deposition. For this reason, a concept based 

on genetic algorithms (GA) previously developed by A. Martyna et al. [28] was implemented that 

remarkably supports the discrimination analysis of the signals owing to a case-shaped optimization of 

the preprocessing strategy. To measure the performance of the given combination of methods, reflected 

in the effectiveness of sources (differently-aged bloodstains) separation, a quality parameter (being also 

a fitness function) was defined as a ratio of the between-source and within-source variation (b2/w2) of 

the first latent variable (LV1) from the regularised MANOVA (rMANOVA) [27].  

The applied preprocessing strategy was initialized with denoising/smoothing, followed by 

baseline correction and normalization. Additionally, to compensate for heteroscedastic noise [29] that 

grows with signal intensity and thus affects the covariance structure of the variables, denoised/smoothed 

signals, 𝒂 = [𝒂𝟏, … , 𝒂𝑱] were subjected to the centered log-ratio transform (CLR) in the following 

manner: 

𝒔 = 𝒍𝒐𝒈𝟏𝟎𝒂 − 𝟏/𝑱 ∑ 𝒍𝒐𝒈𝟏𝟎𝒂𝒊

𝑱

𝒊=𝟏
. 

The most optimal preprocessing strategy was indicated using a GA-based procedure from 

among chromosomes, each described by three genes referring to denoising, baseline correction, and 

normalization steps. The tested denoising strategies involved 16 different methods based on discrete 

wavelet transform (DWT) [30] and Savitzky-Golay (SG) filter [31]. The baseline correction methods 

summed up to 64 various tools using asymmetric penalized least squares (AsPLS) [32–36], robust 

baseline estimation (RBE) [37], statistics-sensitive non-linear iterative peak-clipping (SNIP) [38], 

polynomials fitting [39, 40], and quantile regression (polyQR) [41]. Finally, standard normal variate 

(SNV) and probabilistic quotient normalization (PQN) [42, 43] were introduced among the available 

options of normalization methods. The groups of parameters, which characterize the considered 

preprocessing techniques, were roughly selected for optimization after a visual examination of the 
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preprocessed signals. Table S1 summarises all preprocessing methods implemented in the GA 

optimization procedure.  

The initial generation in GA entailed 50 randomly selected preprocessing strategies. The chance 

of mutations was 0.1, the elitism level was 5%, and the algorithm converged when three subsequent 

solutions were identical.  

2.2.2 The development and validation of hybrid likelihood ratio models 

The objective of developed LR models is to compare the characteristics of the reference material from 

the first database (set No. 1) and the potential evidence – the recovered sample originating from set No. 

2 – to assess whether they can be of the same (H1) or different (H2) age. As a reminder, considered 

hypotheses were defined in 2.2 The likelihood ratio procedure for bloodstains comparison. In the 

beginning, the following procedure was proposed for comparing two bloodstains. Set No. 1 and 2 were 

subjected to the same preprocessing procedure, selected using the GA for the set, which collects the 

reference samples. Table 2 lists the selected preprocessing strategies, depending on whether the 

reference samples used for training the model were part of set No. 1 or 2. The first database (set No. 1), 

containing six Raman spectra recorded for 18 time-related bloodstains (6×18 signals), was divided into 

two parts. Three signals corresponding to 18 time-related points (3×18 signals) were randomly selected 

to constitute a sub-database (set No. 1a). The remaining created the second equally-sized sub-database 

(set No. 1b). Set No. 1a was used for summarising the case-specific data (providing information about 

bloodstains within each time-point) to find the new LV1 direction from rMANOVA, which best 

separates the spectra from different time-related points. The data from set No. 1b and the spectra 

measured for the recovered bloodstains (constituting set No. 2) were then mean-centered (using the 

mean of set No. 1a) and projected on LV1. Finally, the projections for the recovered sample, defined by 

the mean of k1 = 3 data �̅�𝟏 = ∑ 𝒚𝟏𝒊/𝒌𝟏
𝒌𝟏
𝒊=𝟏  and one of the reference bloodstains, defined by a mean of 

k2 = 3 data �̅�𝟐 = ∑ 𝒚𝟐𝒊/𝒌𝟐
𝒌𝟐
𝒊=𝟏  were compared. To define the relevant distributions, the remaining M = 

17 samples with n = 3 data each, described by their means �̅�𝒎 = ∑ 𝒙𝒎𝒋/𝒏𝒏
𝒋=𝟏 , were used as a background 

population.  

The within-source variance was defined as:  

𝒘𝟐 =
∑ ∑ (𝒙𝒎𝒋 − �̅�𝒎)𝟐𝒏

𝒋=𝟏
𝑴
𝒎=𝟏

𝑴(𝒏 − 𝟏)
, 

while the between-source variance was expressed as: 

𝒃𝟐 =
∑ (�̅�𝒎−�̅�)𝟐𝑴

𝒎=𝟏

𝑴(𝒏−𝟏)
−

𝒘𝟐

𝒏
, 

where �̅� =
𝟏

𝑴𝒏
∑ ∑ 𝒙𝒎𝒋

𝒏
𝒋=𝟏

𝑴
𝒎=𝟏 .  

The LR formula applied herein consists of four components, as shown in Fig. 3. Its first part 

(denoted in Fig. 3 as LR1) expresses the probability density of the distribution with a mean equal to zero 
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and variance equal to 
𝒘𝟐

𝒌𝟏
+

𝒘𝟐

𝒌𝟐
  at �̅�𝟏 − �̅�𝟐. The second component (LR2) estimates the probability density 

of the distribution estimated with Gaussian kernels positioned at each �̅�𝒎 with variance equal to 
𝒘𝟐

𝒌𝟏+𝒌𝟐
+

𝒉𝟐𝒃𝟐 at �̅�∗ =
�̅�𝟏𝒌𝟏−�̅�𝟐𝒌𝟐

𝒌𝟏+𝒌𝟐
. The h is expressed as (

𝟒

𝑴(𝟐𝒑+𝟏)
)

𝟏

𝒑+𝟒
 where p is the number of the considered 

variables. In the case of this study, the p equals one. The final density curve is obtained by averaging 

Gaussian kernels to integrate into the unit area [44].  

In contrast to the first two components, which assume that H1 is true, the remaining two 

expressions in the denominator of the LR formula assume the opposite, so they are independent. They 

both estimate the probability density of the distribution estimated with Gaussian kernels positioned at 

each �̅�𝒎 with variance equal to 
𝒘𝟐

𝒌𝟏
+ 𝒉𝟐𝒃𝟐 (or 

𝒘𝟐

𝒌𝟐
+ 𝒉𝟐𝒃𝟐) at �̅�𝟏 (LR3) or �̅�𝟐 (LR4).  

 

Fig. 3 The expression for the likelihood ratio (LR) applied in the study. 

Subsequently, this division was reversed; the second database (set No. 2) was used to train the 

models, and the first database (set No. 1) provided the evidence samples for the comparison procedure. 

Models were constructed based on seven different ranges of the Raman spectrum (here, denoted as A–

G; for details, see Fig. S1 or Table 2), resulting in 14 different LR models. These spectral ranges were 

recognized in our previous article [13] as highly informative (from the dating perspective) thanks to 

regularised MANOVA (rMANOVA). They consisted of time-dependent features characterized by b2/w2 

above one, meaning that the variance between differently-aged bloodstains (b2) was higher than within 

groups of bloodstains characterized by the same age (w2).  

Having established LR models, their validation was undertaken. For research purposes, such a 

procedure in which each G bloodstain samples from the first database (set No. 1) is compared with a 

single recovered sample from the second database was insufficient. Therefore, to validate the LR model, 

the procedure was repeated for G recovered samples stored in the second database (set No. 2). In this 

way, there were 𝑮𝟐 comparisons, of which 𝑮 concerned comparing samples of the same age (i.e., tR = 

tE). Since the H1 hypothesis should be supported in this case, and the expected LR value is above one, 
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false negatives appear when LR < 1. To estimate the false positive answers, where the H2 should be 

supported (LR < 1), 𝑮𝟐 − 𝑮 concerned comparing samples of different ages (i.e., tR ≠ tE); thus, each LR 

> 1 is classified as the answer providing incorrect support for the H1 (false positive). Both databases 

(sets 1 and 2) were used to test the performance of the LR models. Moreover, the false positives and 

negatives experiments were carried out ten times, each time generating a set to train and test the LR 

model. Therefore, the final error rates will be presented as an average of these partial results.  

Additionally, the quantitative aspect of LR models' functioning, namely their ability to point out the 

strength of support for each hypothesis, was assessed using empirical cross entropy (ECE) [17, 45, 46]. 

The ECE is a performance metric that relies on assigning an appropriate penalty for each yielded LR 

value. The penalty magnifies with the increasing support for the incorrect hypothesis according to the 

logarithmic strictly proper scoring rules (a description of the ECE procedure for the performance 

assessment is presented in the Supplementary Material, SM). Consequently, the higher the support for 

the wrong hypothesis, the more severe the given error is because the greater penalty is assigned to the 

evaluated LR model. 

All calculations were performed in R software [47] using scripts home-written by A. Martyna and 

available R packages. 

3. Results and discussion 

The following example may be considered to understand the comparison approach proposed in this 

study. Among the traces secured at the crime scene, there were bloodstains identified as originating from 

the suspect. The defense questioned the relevance of these findings by casting doubt on the timing of 

the bloodstains' deposition. Thus, the critical information for establishing the suspect's connection to the 

considered event was the time of the trace formation. Contrary to the conventional dating approach, 

obtaining this information does not have to come down to determining the absolute age of the sample 

by applying a previously established calibration model. It suffices to compare the degradation state of 

the evidential material with some reference bloodstains, created in such a way to match hypotheses, 

which represent the position of the prosecutor and the defense. 

To obtain a well-balanced evaluation of the evidence, it would be desirable to create two different 

sets of reference materials, producing – at best – results of two different comparisons. These reference 

materials are obtained through supervised aging, simulating – as closely as possible – the actual settings 

of evidence decomposition at the crime scene. In other words, a similar volume of blood, freshly drawn 

from the donor (the same individual who was the donor of the questioned trace), should be deposited on 

an identical substrate and stored under similar conditions as those observed at the crime scene. If 

possible, one of these reference sets is then subjected to the degradation process for the time 

corresponding to the prosecution's version of events. The other should be aged according to the defense's 

scenario. 
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Having both evidential and reference materials, the proposed dating procedure enters the next phase, 

namely the characterization of the state of blood traces degradation. Finally, the resulting 

physicochemical data (e.g., spectral signatures) should be interpreted in the context of the prosecutor's 

and the defense's perspectives and communicated understandably to the justice system representatives. 

An approach founded on the likelihood ratio framework [16–18] that forms the proposed comparative 

procedure's backbone is recommended to achieve this goal. 

3.1. Preprocessing of Raman signatures using genetic algorithm (GA)  

As well-documented, the correct choice of preprocessing usually improves the performance of 

statistical models, including LR models, which – at the same time – can be significantly impaired in 

case of improperly handled signals. Altogether, adequate preprocessing is a crucial step in data 

treatment. In the case of Raman spectroscopy-derived signals, usually, two basic preprocessing steps 

are vitally crucial for feasible analysis. The first is baseline correction methods to remove the baseline 

effects arising, among others, from fluorescence and other additive features in the spectra. The second 

group consists of normalization procedures whose task is to remove multiplicative effects related, for 

instance, to laser intensity fluctuations or out-of-focus contributions. Thus, normalization usually boils 

down to multiplying the signal by a scaling value to make the corresponding intensities, which, in theory, 

should not pose any differences as comparable across spectra as possible. Unfortunately, regardless of 

the final goal of data modeling, the difficulty here is that there is no universal combination of 

preprocessing methods suitable for each specific analysis's objective and the type of spectral distortions.  

In order to address this problem, before developing LR models, the strategy based on applying the 

genetic algorithm (GA) to indicate the combination of preprocessing tools – optimal given the study 

purpose – was implemented. Table 2 collects all the preprocessing solutions suggested by the GA as the 

most effective combinations in yielding the highest between-source and within-source variance (b2/w2) 

ratio for the first latent variable computed from rMANOVA as a quality parameter. In such a way, as 

broadly discussed in the study of Martyna [28], the discrimination of signals corresponding to 

differently-aged bloodstains was significantly enhanced, as the preprocessing procedure ensured the best 

exposition of differences between sources while minimizing the casual variations within sources. The 

suitability of the proposed methodology was ultimately verified by the performance of developed LR 

models built for the first rMANOVA's eigenvector, which were reflected in – among others – the levels 

of false positive and false negative rates (shown as boxplots in Fig. 4) and also numerically summarized 

in Table S2. 
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Table 2 Details of preprocessing strategies applied when sets No. 1 and No. 2 were training sets found using a 

genetic algorithm (GA). All abbreviated methods are explained in Table S1 (SM) and partially in 

section 2.2.1. 
Spectral 
range [cm-1] 

Reference: set No. 1 Reference: set No. 2 

A: 1200-1410 
Denoising: SG, polynomial degree p = 3  

Baseline correction: SNIP, clipping window 

w = 26  

Normalization: PQN 

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = universal, c = soft, 

sd = mad 

Baseline correction: RBE, h = 0.4, b = 2 

Normalization: PQN 

B: 1200-1300; 

 1500-1700 
Denoising: DWT, Daubechies Least 

Asymmetric 8, d = 10, t = SURE, c = soft, sd 

= mad  

Baseline correction: CWTAsWPLS, m = 2, 

λ = 1·108 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

universal, c = soft, sd = mad  

Baseline correction: polyQR, polynomial 

degree p = 5, q = 0.05 

Normalization: SNV 

C: 1200-1300;  

 950-1020 
Denoising: DWT, Coiflets 5, d = 10, t = 

universal, c = soft, sd = mad  

Baseline correction: RBE, h = 0.4, b = 2.2 

Normalization: PQN 

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = SURE, c = soft, 

sd = mad  

Baseline correction: RBE, h = 0.3, b = 2.5 

Normalization: PQN 

D: 1200-1410;      

 950-1020 
Denoising: DWT, Coiflets 5, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: multiWAsPLS, m = 2, 

λ = 10, μ = 1·109 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: polyQR, polynomial 

degree p = 5, q = 0.05 

Normalization: PQN 

E: 1200-1410; 

 1500-1700 
Denoising: SG, polynomial degree p = 3  

Baseline correction: polyQR, polynomial 

degree p = 6, q = 0.01 

Normalization: SNV 

Denoising: SG, polynomial degree p = 5  

Baseline correction pWAsPLS, m = 2, λ = 

1·106, w = 0.001 

Normalization: SNV 

F: 1200-1300; 

 1500-1700;  

 950-1020;  

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = universal, c = 

soft, sd = mad  

Baseline correction: CWTAsWPLS, m = 2, 

λ = 2·108 

Normalization: SNV 

Denoising: DWT, Daubechies Least 

Asymmetric 8, d = 10, t = SURE, c = soft, 

sd = mad  

Baseline correction: SNIP, clipping 

window w = 30 

Normalization: SNV 

G: 1200-1410; 

 1500-1700;  

     950-1020; 

Denoising: SG, polynomial degree p = 4  

Baseline correction: SNIP, clipping 

window w = 26 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: multiWAsPLS, m = 2, 

λ = 10, μ = 1·108  

Normalization: SNV 
d – decomposition level for denoising, t – threshold estimation, c – thresholding policy, sd – dispersion estimate, m – order of 

differences,  λ – penalty, μ – penalty term,  h – the proportion of signal points for the local regression, b – robustness parameter, 

q – quantile, w – weights 
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(a) 

 

(b) 

 
 

Fig. 4. The levels of false positive and false negative responses of LR models constructed for Raman spectra 

of bloodstains prepared using set No. 1 (a) and set No. 2 (b), respectively, for training the LR models. 

 

The selection of preprocessing approach was individually determined by the type of distortion 

present in the recorded signals. As shown in Table 2, GA selected a different combination of 

preprocessing methods for almost each developed LR model, ensuring their robustness. One can also 

notice that denoising and baseline correction methods practically did not indicate the superiority of any 

specific methods with respect to others. Just a slight trend is observed among the normalization methods. 

The false negative responses (Fig. 4) observed for individual LR models revealed that the lowest error 

rates were associated with models developed on the following spectral ranges: 1200–1410 cm-1 and 

1200–1300 cm-1 combined with 950–1020 cm-1. This observation is also supported by the empirical 

cross entropy (ECE) plots in Fig. 5 (ECE plots corresponding to remaining LR models are depicted in 

Fig. S2 and S3). LR models based on these two spectral ranges yield incomparably more satisfying ECE 

outcomes. In both cases (denoted as spectral ranges A and C in Table 2), PQN – not SNV – was used as 

the normalization method. The most logical conclusion would attribute this model performance 

difference to the varying spectral ranges used to construct the LR models. In other words, variants A 

and C, covering the ranges 1200–1410 cm-1 and 1200–1300 cm-1 combined with 950–1020 cm-1, 

respectively, are characterized by bands that exhibit the most pronounced time-related variations (high 
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values of b2/w2 ratios). Changes in spectral characteristics, reflected mainly in such spectral features as 

hemoglobin aggregation (1255 cm-1 and 976 cm-1) and oxidation markers (between 1300–1400 cm-1), 

are well-recognized effects of the formation of Hb degradation products [8–13]. This also confirms the 

results from our previous study [13], where it was found that the aging of blood traces boils down 

primarily to the conversion of oxyHb to metHb and HC, followed by the aggregation of heme species.  

 

(a) 

 

(b) 

 
 

 

(c) 

 

 

 

(d) 

 
 

Fig. 5. Box-empirical cross entropy plots for the LR models constructed for Raman spectra of bloodstains prepared 

using the preprocessing strategies indicated by the genetic algorithm (GA). Two depicted LR models were trained on 

set No. 1 and tested using set No. 2 for the following spectral ranges: 1200–1410 cm-1 (a); 1200–1300 cm-1, and 950–

1020 cm-1 (b). The two remaining LR models were trained on set No. 2 and tested using set No. 1 for the following 

spectral ranges: 1200–1410 cm-1 (c); 1200–1300 cm-1, and 950–1020 cm-1 (d). 

  

3.1.2 Performance of the likelihood ratio models  

Figure 4 and Table S2 portray the overall performance of the LR models under investigation, 

computed using the first (set No. 1) and the second (set No. 2) databases. The general findings expose 

that false positive (FP) rates obtained for each of the seven model variants are somewhat more 

comparable to each other than the levels of false negative (FN) answers. FP oscillated around 20%, and 

the dispersion of results within each model is not as evident as in FN. 

This observation can be explained by the higher similarity of compared bloodstain samples at 

more advanced stages of degradation. Inconsiderable differences between the spectral characteristics of 

blood traces, a consequence of a slow-down in the aging process, appear to equally affect the LR models' 
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capability to distinguish between differently-aged samples, leading to the increase in the levels of FP 

answers. The observed misleading support for the hypothesis about the common source of bloodstains 

(H1: the recovered and reference bloodstains are characterized by the same TSD) obviously cannot be 

reduced by implementing other preprocessing techniques or signal manipulation in general. This is 

because the factor determining the FP answers here is the rate of blood degradation itself and the ability 

to monitor it with a given analytical technique. Therefore, it needs to be clearly stated that the purpose 

of the present research was not to demonstrate the superiority of Raman spectroscopy over any other 

analytical method capable of characterizing the degradation state of bloodstains. Its objective was solely 

to evaluate the performance of the novel dating framework, which – eventually – proved effective when 

combined with Raman spectroscopy, especially at the initial stage of aging (as depicted in Fig. 6).  

 

(a) 

 
(b) 

 
Fig. 6. The percentage of correctly distinguished differently-aged blood traces in the function of aging time [h] 

obtained when using LR models developed for spectral ranges A (a) and B (b). In both cases, the reference and 

recovered bloodstains originated from sets No. 1 and No. 2, respectively.  

 

Reporting FP responses over the entire analyzed aging period may be misleading due to its low 

information content. It should be clear that the longer the degradation time, the higher similarity of 

spectroscopic signals; hence the higher percentage of incorrect answers will be obtained. Consequently, 

it is much more reasonable to present the FP rates concerning the time elapsed since bloodstains 
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deposition, as it would better report on the effectiveness of the dating approach. An example of such 

dependency for LR models developed for spectral ranges A and B is shown in Figures 6a and 6b, 

respectively. In both presented cases, LR models were trained using set No. 1. Instead of FP responses, 

the plots depict the percentage of correctly distinguished differently-aged blood traces plotted against 

the aging time. Thus, one needs to subtract the value shown in the plot for a given time point from 100% 

to obtain the percentage of false positives. For example, for the first time point considered (two hours 

elapsed since bloodstain formation), the average percentage of correct discrimination is 98.82%. Thus, 

the corresponding FP value corresponds to 1.18%. What is more, the primary purpose of Figure 6 is to 

demonstrate some time trends characterizing the performance of developed LR models. This time trend 

indicates nearly 100% discrimination effectiveness of the LR models within the first seven days of 

degradation, decreasing after about 170 hours, which is a benchmark performance. As can be seen, even 

though the overall performance of these models is entirely different (due to FN rates, 9.45% and 27.77% 

for models A and B, respectively), their ability to discriminate between differently-aged samples over 

time correctly – reflected in the rates of FP responses – is exceedingly high and relatively similar. 

Consequently, the factor that actually differentiates the developed LR models concerning their 

effectiveness in solving the considered comparison problem is the already mentioned reduction of 

within-source variations, reflected in the percentage of false negative answers. After inspection of FN 

rates, it becomes clear that LR models based on PQN-normalized spectral ranges A (1200–1410 cm-1) 

and C (1200–1300 cm-1 combined with 950–1020 cm-1) outperform the remaining LR models. FN rates 

for these two models' variants (bolded in Table S2) are less dispersed and oscillate around 10% while 

they reach ca. 30% for the remaining spectral ranges. Thus, once again, it turns out that from the dating 

perspective, the most informative Raman features are the Hb aggregation markers (e.g., 1255 cm-1 or 

976 cm-1) and so-called oxidation markers located between 1300–1400 cm-1 [48–50]. Interestingly, the 

greater the influence of the 1500–1700 cm-1 range in the developed model, the worse its performance. 

An example of this detrimental effect of including the 1500–1700 cm-1 range in the model is the one 

based on spectral range B, namely 1200–1300 cm-1 combined with 1500–1700 cm-1. This may suggest 

that bands appearing in this range, which contains the core-size and spin state markers [13], are more 

susceptible to random variation (e.g., resulting from dietary factors) than changes due to bloodstains 

aging. Hence, future studies should primarily focus on identifying factors influencing the degradation 

kinetics to simplify the process of supervised aging.  

Finally, the ECE plots confirmed the conclusions reached upon examination of the levels of FN 

answers, proving that LR models based on spectral ranges A (1200–1410 cm-1) and C (1200–1300 cm-1 

combined with 950–1020 cm-1) produce the most desirable performances. The ECE plots corresponding 

to those two LR models are presented in Fig. 5. The plots for the five remaining spectral ranges (B and 

D–G) are provided in SM (Fig. S2 and S3). The experimental and calibrated curves (indicated in red 

and blue, respectively) are represented by boxplots positioned at the considered prior odds (prior 

probability quotients Pr(H1)/Pr(H2)). Each boxplot accounts for the ECE values calculated for a given 
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prior odds using the available likelihood ratio values. For the best-performing models, the reduction of 

information loss (or gain of information) reaches even ca. 50% (e.g., Fig. 5c), which is more than an 

acceptable outcome given the small databases. In other words, it means that after the bloodstain evidence 

analysis using developed LR models, a relatively large amount of information concerning the 

uncertainty about the correct hypotheses was explained. The ECE values also evidenced that the models 

based on 1500–1700 cm-1-containing regions (Fig. S2 and S3) represent the worst solutions indisputably. 

Not only did they deliver the highest rates of false negative answers, but they also yielded incomparably 

inferior ECE outcomes.  

It should also be noted that in the case of poorly performing models, the ECE plots deviated from 

the desired bell-shaped curves. The ECE values went beyond the neutral curve, especially for the 

positive logarithm of the prior odds, i.e., log10Odds(H1) > 0. This deterioration may be caused by only a 

single sample delivering strong misleading support for the incorrect hypothesis (in this case – H1). In 

particular, when small databases are considered, the penalty assigned to a misleading LR value might 

outweigh the importance given to the LRs supporting the correct hypothesis. For this reason, these 

inferior ECE results are not necessarily evidence of poorly performing LR models. The ECE approach 

may simply not be the most robust performance measure. Thus, it should also be interesting to explore 

that issue further in the future, trying to verify whether the obtained poor LR model performance, 

assessed using the ECE approach, may be caused by just a single misleading value. Moreover, some 

differences between the experimental and calibrated ECE plots obtained even for well-performing 

models (Fig. 5) hold promise for improving the models' effectiveness. The simplest way to refine the 

model may be to expand its databases to capture better all the relevant features characteristic of the 

whole population of the analyzed bloodstains. 

 

4. Conclusions and future perspectives 

The objective of the presented research was to verify the possibility of estimating the age of blood 

deposits – characterized by Raman signatures – through their comparison with "artificially" created 

reference materials. Thus, the conventional quest for the bloodstains dating method, based on regression 

analysis, was replaced with a discrimination problem, solvable through the likelihood ratio approach.  

Given the inherent variability of analyzed materials and the multidimensionality of the considered 

issue, the capability of established models to discriminate between differently-aged samples was the 

benchmark performance, providing preliminary evidence of the effectiveness of the proposed dating 

framework. The best models, founded on 1200–1410 cm-1 and 1200–1300 cm-1 combined with 950–

1020 cm-1 ranges, correctly distinguished nearly 100% of differently-aged blood traces within the first 

week of degradation. Additionally, across the monitored time range, these models delivered 

approximately 10% of false negatives and 20% false positive answers, while the ECE plots evidenced 

ca. 50% reduction in information loss. The false negative rates were gratifying, while the decent ECE 
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results, at this point, should not be too much of a concern. As already mentioned, when combined with 

scarce databases, ECE often leads to misleading conclusions due to its sensitivity to individual LR values 

supporting the incorrect hypothesis. In contrast, the 20% false positives may not be entirely satisfactory. 

Unfortunately, the level of false positive answers is not the product of improper preprocessing or data 

modeling but rather an effect of a significant slowdown in bloodstain aging processes that could no 

longer be effectively monitored by Raman spectroscopy. Hence, it should be concluded that Raman 

spectroscopy cannot be considered a panacea for tracing blood degradation processes and, in fact, was 

never considered one. It might be unrealistic to expect a single method to meet analytical requirements 

posed by any possible evidential bloodstain. In this study, Raman spectroscopy was only used to verify 

the effectiveness of LR models designed to discriminate differently-aged blood traces. This 

effectiveness – still very high during the first week of degradation (nearly 100% correct discriminations) 

– will increase once other analytical methods are applied, better suited to tracking aging changes in 

bloodstains. Thus, an interesting way forward may be inviting other researchers for the joint 

development of this approach by implementing other analytical techniques capable of probing the state 

of bloodstains degradation over extended periods (e.g., FT-IR, UV-Vis spectroscopies, or even RNA 

analysis), which is now the subject of our further research.   

 

Fig. 7. The novel approach versus the conventional dating approach – sources of error.  

 

Another important note for future studies is that the high reproducibility of the supervised aging 

procedure is the determining factor for reliable and valid dating. In other words, a similar volume of 

blood, freshly drawn from the donor (if possible, the same individual who was the donor of the 

questioned trace), should be deposited on an identical substrate and stored under similar conditions as 

those observed at the crime scene. To reach valid TSD estimates, bloodstains serving as reference 

samples for building models must replicate the aging process of the evidence as accurately as possible. 

Irrespective of the monitoring method applied, the bloodstains' resultant aging profile depends on the 

aging kinetics, which is affected by such influential factors as the substrate, environmental conditions 
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persisting during aging (controlled by climatic chambers), and the initial composition of the bloodstain. 

Therefore, the success of the proposed approach will depend on how much the above factors influence 

degradation and, above all, on how much it is possible to control them during supervised aging. This 

way, sources of error in TSD estimates that occur during the conventional dating approach would be 

largely eliminated (Fig. 7).  

Indeed, the mere statement that errors arising from external factors will be largely eliminated is not 

a sufficient guarantee of the reliability of the proposed methodology. Hence, once again, it should be 

reminded that to meet the ISO/IEC 17025 international quality standards [16] or – simply – to ensure 

the validity of any novel methodology [51–53], a forensic laboratory must undertake a comprehensive 

evaluation of all factors that could impact the examination result during the validation process of a 

method intended for use in casework. In this specific case, after identifying the factors (and their 

combinations) that influence the degradation of bloodstains, the accuracy of TSD estimates using the 

new methodology can be fully assessed. It will be achieved by validating likelihood ratio models, 

including determining the rates of false positive and false negative responses, for "evidential" 

bloodstains degrading under different conditions, not only those presented in the present study. Only 

then will it be possible to consider advancing this methodology to practical application. 

Obviously, it would be somewhat naïve to assume the possibility of recreating precisely the same 

conditions as evidence degradation. Nonetheless, recreating them as closely as possible to those 

prevailing during the degradation of the evidential bloodstain may be sufficient to answer the 

prosecutor's questions regarding the time of traces' formation. Thus, in the first place, future research 

should focus on identifying factors that may affect the bloodstains' degradation – using experimental 

design methods [54] – so that the supervised aging procedures focus on controlling only those specific 

factors. One of the most significant and likely most challenging tasks will be understanding the 

relationship between the initial blood composition (the "donor" characteristics) and the kinetics of its 

degradation. Determining this relationship will allow answering whether the supervised aging procedure 

will need to be carried out using blood from the person of interest/suspect or whether a comparison 

sample could be constructed from any blood. In the latter case, the proposed dating procedure would 

still be feasible, especially if the suspect was actually guilty of the alleged crime and refused to provide 

a blood sample for testing. In a much more likely scenario, when the source of blood will determine the 

rate of aging, it is worth remembering that forensic science can be used not only to prove the guilt but 

also to exonerate innocent people from the charges brought against them. In the era of social doubts 

about the reliability of forensic sciences, it is important to avoid jailing people because of flawed or 

insufficient forensic techniques. The inability to estimate the time of bloodstain formation creates an 

analytical gap and carries the risk of convicting an innocent person. In other words, in cases where a 

blood sample is to be obtained from the wrongly accused person and could ultimately lead to one's 

acquittal, the problem of obtaining blood for comparative analysis should disappear. 
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Finally, it is important expressly to highlight that the case-by-case approach founded on the idea of 

comparing the evidence with some reference materials should be of a wider forensic application. The 

proposed framework is expected to enrich the forensic arsenal of analytical tools when answering the 

age of other evidence, such as different types of body fluids, organic gunshot residues [55], or 

fingerprints [56]. In this regard, this novel dating approach is quite universal. It just requires to be 

complemented with an analytical technique adequate for characterizing aging profiles of the forensic 

trace of interest, while the fundamental idea of dating – founded on the LR-based comparison – remains 

the same.  
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Breaking with trends in forensic dating: A likelihood ratio-based comparison approach 
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Abstract 

Further steps toward understanding the time-related information contained within bloodstains found at 

the crime scene are rightly considered a top priority in forensic science. Contrary to widely held 

assumptions, the reason for the delayed exploitation of bloodstains dating methods in practice is not the 

lack of suitable analytical techniques for monitoring degradation processes. The problem lies in the 

variability of the environmental and circumstantial conditions, playing a vital role in the degradation 

kinetics of blood deposits. The present article demonstrates the possibility of breaking with current 

approaches based on absolute age estimations to finally answer time-centered questions in real forensic 

scenarios. The proposed novel framework for situating forensic traces in time is based on the likelihood 

ratio assessment of the (dis)similarity between the evidence decomposition and sets of reference 

materials obtained through supervised aging. In such a strategy, every dating procedure is constructed 

on a case-by-case basis to fit examined blood traces, thereby limiting the adverse influence of external 

factors on the validity of age estimations and providing a way for future crime scene implementation.  

Keywords: Bloodstains; Time since deposition, Forensic dating, Likelihood ratio, Comparison problem 
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1. Introduction  

Forensic experts – nowadays equipped with DNA profiling methods – have never been better prepared 

to answer questions about a suspect's identity, which usually arise during the investigation process. 

Genetic typing of biological evidence – such as bloodstains – has clearly revolutionized forensic science 

to such an extent that it is now one of the cornerstones of modern policing. However, in the era of DNA 

testing, it may be overlooked that identifying the donor of the collected biological trace is not always 

the most critical issue. Thus, to demonstrate a possibly strong link between the evidence and the 

investigated crime, it is often necessary to prove that the questioned material was created during the 

incriminating event [1]. This can be achieved by providing information about the time elapsed since 

trace deposition (TSD, time since deposition).  

A reliable answer to the question of bloodstains' age could be a significant added value to the 

criminal inquiry, allowing the judicature to recreate a criminal situation a posteriori [2, 3]. Information 

about the time of bloodstain(s) formation may prove helpful directly during the investigative phase of 

the criminal procedure, for example, by establishing a timeline of events through sequencing the 

deposition of traces, but not only. The time-centered questions often call for rational responses also at 

the evaluative stage of the proceeding when hypotheses representing the prosecutor's and defense's 

standpoints are confronted. At this phase, a common defense tactic is to question the validity of 

evidential bloodstains deposited by the suspect at the crime scene. In such a case, the prosecutor's 

opponents do not challenge the identification of blood traces but rather the time of their formation, 

thereby casting doubts on the suspect's presence at the crime scene during the incriminating event. In 

this context, the role of forensic experts is to indicate which hypotheses presented by both parties to the 

proceedings are supported by the evidence, namely the age of the questioned blood traces. Consequently, 

correct estimation of TSD could help verify bloodstains' relevance – and hence also the suspect's 

connection – to the case considered in the courtroom scenario.  

Awareness of the gravity of this temporal information – or lack thereof – has accompanied 

forensic experts and judiciary members for at least a hundred years [4]. Nevertheless, despite significant 

research efforts [5–7], a reliable method for bloodstains dating is still unavailable. The root cause of the 

problem is not the researchers' inability to develop an analytical tool capable of monitoring the time-

dependent properties of bloodstains, as evidenced by a constantly growing body of research in forensic 

dating [5–7]. Indeed, spectroscopic methods, particularly Raman spectroscopy, have contributed to a 

better understanding of degradation mechanisms inside blood traces [6, 8–15]. However, despite these 

remarkable technological advancements, none of the dating approaches has yet to overcome the 

experimental research phase. No forensic organization working according to ISO/IEC 17025 

international quality standards performs the absolute dating of bloodstains on a daily analytical basis 

[16]. This proves that obtaining sound analytical results does not accurately address the entire problem, 
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as the mere chemical information about the aging process of blood – no matter how detailed – turns out 

to be insufficient if not integrated into an appropriate dating framework.  

A closer inspection of previous research suggests that the delayed exploitation of the developed 

dating models in forensic practice might depend on the data analysis approach. According to the 

commonly adopted strategy (hereinafter referred to as the conventional dating approach), most 

proposed methods have sought the dependency between the TSD and some dynamic properties of blood, 

degrading under stable, strictly controlled conditions through (multivariate) regression analysis [5, 6]. 

However, apart from yielding dating models of excellent performance in laboratory settings, the 

conservative practice of controlling factors affecting the aging kinetics (e.g., environmental conditions) 

may pose certain risks. These models – consistently fitting the aging behavior of training samples used 

for their construction – are not equally effective in the typical multivariate and hardly predictable 

forensic practice. In other words, forensic experts are faced here with the age-old question of the 

transferability of proposed conventional dating methods, undoubtedly powerful in artificial laboratory 

settings, to more realistic contexts. 

External factors will always affect the blood degradation process, altering its rate to a lesser or 

greater extent. This means that when dealing with evidence, the uncertainty deriving from these 

influencing agents cannot be eliminated or universally estimated in advance. It should be incorporated 

into the dating strategy. Such a shift in perspective is proposed in the present work. According to the 

strategy adopted in this study, verifying the relevance of blood evidence to the considered crime should 

not necessarily be performed using previously established calibration models. A strong dependency 

between the accuracy of TSD estimations and the aging kinetics of blood at the crime scene constitutes 

a major contraindication to adopting this conventional approach. It is hypothesized instead that in order 

to situate the trace in time, it suffices to compare the evidential material with reference bloodstains, 

created in such a way as to match the local conditions and time since deposition (TSD) corresponding 

to the prosecution's/defense's version of events (e.g., tR in Fig. 1). 

 

Fig. 1 Implementation of the comparison procedure within the LR framework to estimate the TSD of 

a questioned bloodstain. 

 

The critical stage of this comparison is the likelihood ratio-based (LR-based) assessment [17–

19] of the (dis)similarity between the analytical signals reflecting the decomposition stage of evidence 
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and reference materials obtained through supervised aging. This process is designed to recreate the 

degradation of the evidence on site as precisely as possible to normalize the aging kinetics of compared 

materials (evidence and reference bloodstains). It means that every dating procedure would be 

constructed case-by-case, each time tailored to fit the examined traces. In such a way, the influence of 

external factors (e.g., environmental conditions) on the aging kinetics and, through that, on the analysis's 

validity should be considerably reduced, providing a way for future crime scene implementation. 

2. Materials and methods 

2.1 Bloodstains databases 

Since the main idea behind the novel dating framework developed herein is the LR-based comparison 

of recovered (evidence) and reference bloodstains (samples of known age), at least two databases were 

required for the practical proof of concept. One set was the source of data for training the LR model and 

deriving the reference sample of bloodstain (the product of the so-called supervised aging process) and 

the second set from which the recovered bloodstain (acting as the evidence) was selected. Eventually, 

two separate databases (hereafter referred to as sets No. 1 and 2) were prepared at a three-weeks time 

distance, according to the scheme presented in Fig. 2.  

 

Fig. 2 The general scheme of the supervised aging process of two different bloodstain sets served to develop 

and validate LR models. 

 

Each database consisted of spectral signatures of degrading blood traces created by depositing 

20 μL of additive-free capillary blood (derived from a single donor) in aluminum sample pans. During 

the first day of degradation, blood deposits (six per database) were analyzed for up to eight hours elapsed 

since bloodstain formation with a two-hour interval. Due to the significant slow-down in the degradation 

process [13], the time resolution of measurements was subsequently reduced, and spectra were 

registered daily (excluding weekends) for the next three weeks. This measurement protocol resulted in 

databases consisting of spectra corresponding to 18 time-points, assumed to constitute 18 different 

evidence time-related sources (source should be understood as a group of bloodstains corresponding to 

the same TSD). Each time-point was characterized by six bloodstains (which served as replicate 

measurements of samples at a given time-point) created one after another at appropriate time intervals, 

estimated with regard to the duration of spectral acquisition. In order to meet the criteria of supervised 

aging, between measurements, all samples were stored in darkness, exposed to temperature (T) and 
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relative humidity (RH) controlled by the laboratory air-conditioning system to normalize the 

degradation kinetics between each dataset as much as possible (Fig. 2). 

It should also be added that within this work scope, Raman spectroscopy (RS) was selected to 

characterize the state of bloodstains degradation. The rationale for this choice was given in our previous 

work [13] that demonstrated the capability of RS to deliver information inherent to chemical changes 

accompanying the ex vivo aging of blood. Raman signatures were obtained using a Renishaw inVia 

Raman Microscope, following the procedure developed in [13]. To prevent sample damage from the 

excessive point laser irradiation and increase the representativeness of a single measurement, all spectra 

were registered during the magnetic-driven rotation of the sample [20, 21]. Detailed experimental 

conditions used are summarized in Table 1. 

Table 1 The rotating mode experimental conditions used during the spectral characterization of bloodstains. 

Experimental conditions 

Laser excitation source [nm] 785 

Laser density [mW/μm2] ca. 0.16 (10% of total laser power) 

Spectral range [cm-1] 600–1800 

Objective 5× NIR optimized objective (N.A. = 0.1) 

Accumulations 2 

Time of acquisition [s] 20 

 

2.2 The likelihood ratio procedure for bloodstains comparison  

In judicial practice, verifying the association between the evidence and reference materials to establish 

whether they could originate from the same (H1) or two different sources (H2) is defined as a classical 

comparison problem [17–19]. In this study, however, we are dealing with its unusual variation (depicted 

in Fig. 1), where the source should be understood as a group of bloodstains corresponding to the same 

TSD. Thus, the considered hypotheses can be formulated as follows:  

H1:  the age of the recovered evidence (questioned bloodstain(s) revealed at the crime scene; tE) 

MATCHES the age of the reference material (bloodstains obtained during the process of supervised 

aging according to the prosecutor's or defense standpoint; tR): tE = tR. 

H2:  the age of the recovered evidence (questioned bloodstain(s) revealed at the crime scene; tE) DOES 

NOT MATCH the age of the reference material (bloodstains obtained during the process of 

supervised aging according to the prosecutor's or defense standpoint; tR): tE ≠ tR. 

Even though such a comparison implies a discrimination task, easily solvable with chemometric 

tools, in actuality, establishing the (dis)similarity of bloodstains by comparing the likeness of the data 

solely (e.g., Raman spectra) is insufficient. It should be reminded that adequately performed forensic 

expertise also involves interpreting the findings to establish their evidential value. For the forensic 

assessment of evidence within a comparison problem, it is essential not only the similarity but also the 
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rarity of the compared patterns in the relevant population. Thus, emphasis has to be put on the question: 

what does observed similarity mean in this particular case?  

To answer that question, the likelihood ratio (LR) framework [17–19] is recommended, which 

considers not only the similarity and the rarity of physicochemical characteristics but also the possible 

levels of variation (within- and between-source variability). The LR quantifies the strength of sources' 

similarity, which escalates with their increasing rarity, indicating how strongly they are alike to verify 

whether they share a common source. It is computed as the probability of observing the physicochemical 

data for the samples (E), given the propositions (H1 and H2): 

𝑳𝑹 =
𝐏𝐫(𝑬|𝑯𝟏)

𝐏𝐫(𝑬|𝑯𝟐)
. 

The LR can have a value between zero and infinity, and its interpretation is the following: LR 

values above one support H1, while LR values below one provide support for H2. Moreover, the higher 

(lower) the LR value, the stronger the H1 (H2) support. Therefore, LR is a qualitative and quantitative 

measure of the strength of the support for one of the hypotheses, which – in the forensic context – is 

a highly desirable feature. 

The conventional LR approach, however, is not well-adjusted to deal with high-dimensionality 

data [17] where the number of variables (J) exceeds the sample population's size (I). When J > I, the LR 

models fail due to the singularity or the instability of the inverse of some variance-covariance matrices; 

thus, reducing data dimensionality becomes obligatory. A remedy for this obstacle is a form of symbiosis 

between the LR approach and chemometrics known as hybrid LR models, introduced by Martyna et al. 

[22], which have proven their effectiveness through years of use in forensic studies [23–26]. Reduction 

of data dimensionality and extraction of informative features (concerning the purpose of the study) are 

carried out through the implementation of chemometrics (2.2.1 The chemometric tactic of data 

treatment), resulting in the subsequent construction of LR models based on a limited number of new 

latent variables (2.2.2 The development and validation of hybrid likelihood ratio models). 

2.2.1 The chemometric tactic of data treatment 

Well-performing LR models for discrimination purposes are defined for just a few latent variables that 

maximize the between-source variation, B, while minimizing the data variation within each source, W. 

One method that allows finding these new latent variables is rMANOVA [27], whose task is to find the 

directions along which the between-source variance is the highest and the within-source variance is the 

lowest. These directions are defined as the eigenvectors of the matrix 

[(1 − 𝛿)𝑊 + 𝛿𝑇]−1𝐵. 

T is the target matrix, which is either 𝑻 =
𝟏 

𝒑
𝒕𝒓(𝑾) or 𝑻 = 𝒅𝒊𝒂𝒈(𝑾) when the variances of 

p variables for each source are equal or unique, respectively. In these studies, equal variances were 

assumed for each source to keep consistent with the LR model's assumption. The δ estimation depends 
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on the chosen target and evaluates the variance of the W components according to the Ledoit-Wolf 

theorem [27]. It should also become clear that the choice of rMANOVA was not accidental, as it 

demonstrates the possibility of solving two problems simultaneously. It reduces data dimensionality in 

a beneficial way for optimal source separation and highlights their specific features. For the above 

reasons, the LR models proposed for comparative dating of bloodstains were built for the first latent 

variable, LV1, from rMANOVA, which in our recent studies [27] proved reasonably effective in the 

separation of the sources described by highly multivariate data. 

rMANOVA was performed for the signals subjected to adequate transformations to eliminate 

undesired spectral contributions – undermining variation of interest – and expose the vital features for 

further analysis. These mathematical transformations were effected through a suitable combination of 

preprocessing techniques applied to the raw signals, which – in the case of Raman spectra – usually 

includes denoising/smoothing, baseline correction, and normalization. In this research, the 

preprocessing aimed to support the LR models' performance by uniquely defining the characteristics of 

each source referred to different time points of bloodstains deposition. For this reason, a concept based 

on genetic algorithms (GA) previously developed by A. Martyna et al. [28] was implemented that 

remarkably supports the discrimination analysis of the signals owing to a case-shaped optimization of 

the preprocessing strategy. To measure the performance of the given combination of methods, reflected 

in the effectiveness of sources (differently-aged bloodstains) separation, a quality parameter (being also 

a fitness function) was defined as a ratio of the between-source and within-source variation (b2/w2) of 

the first latent variable (LV1) from the regularised MANOVA (rMANOVA) [27].  

The applied preprocessing strategy was initialized with denoising/smoothing, followed by 

baseline correction and normalization. Additionally, to compensate for heteroscedastic noise [29] that 

grows with signal intensity and thus affects the covariance structure of the variables, denoised/smoothed 

signals, 𝒂 = [𝒂𝟏, … , 𝒂𝑱] were subjected to the centered log-ratio transform (CLR) in the following 

manner: 

𝒔 = 𝒍𝒐𝒈𝟏𝟎𝒂 − 𝟏/𝑱 ∑ 𝒍𝒐𝒈𝟏𝟎𝒂𝒊

𝑱

𝒊=𝟏
. 

The most optimal preprocessing strategy was indicated using a GA-based procedure from 

among chromosomes, each described by three genes referring to denoising, baseline correction, and 

normalization steps. The tested denoising strategies involved 16 different methods based on discrete 

wavelet transform (DWT) [30] and Savitzky-Golay (SG) filter [31]. The baseline correction methods 

summed up to 64 various tools using asymmetric penalized least squares (AsPLS) [32–36], robust 

baseline estimation (RBE) [37], statistics-sensitive non-linear iterative peak-clipping (SNIP) [38], 

polynomials fitting [39, 40], and quantile regression (polyQR) [41]. Finally, standard normal variate 

(SNV) and probabilistic quotient normalization (PQN) [42, 43] were introduced among the available 

options of normalization methods. The groups of parameters, which characterize the considered 

preprocessing techniques, were roughly selected for optimization after a visual examination of the 
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preprocessed signals. Table S1 summarises all preprocessing methods implemented in the GA 

optimization procedure.  

The initial generation in GA entailed 50 randomly selected preprocessing strategies. The chance 

of mutations was 0.1, the elitism level was 5%, and the algorithm converged when three subsequent 

solutions were identical.  

2.2.2 The development and validation of hybrid likelihood ratio models 

The objective of developed LR models is to compare the characteristics of the reference material from 

the first database (set No. 1) and the potential evidence – the recovered sample originating from set No. 

2 – to assess whether they can be of the same (H1) or different (H2) age. As a reminder, considered 

hypotheses were defined in 2.2 The likelihood ratio procedure for bloodstains comparison. In the 

beginning, the following procedure was proposed for comparing two bloodstains. Set No. 1 and 2 were 

subjected to the same preprocessing procedure, selected using the GA for the set, which collects the 

reference samples. Table 2 lists the selected preprocessing strategies, depending on whether the 

reference samples used for training the model were part of set No. 1 or 2. The first database (set No. 1), 

containing six Raman spectra recorded for 18 time-related bloodstains (6×18 signals), was divided into 

two parts. Three signals corresponding to 18 time-related points (3×18 signals) were randomly selected 

to constitute a sub-database (set No. 1a). The remaining created the second equally-sized sub-database 

(set No. 1b). Set No. 1a was used for summarising the case-specific data (providing information about 

bloodstains within each time-point) to find the new LV1 direction from rMANOVA, which best 

separates the spectra from different time-related points. The data from set No. 1b and the spectra 

measured for the recovered bloodstains (constituting set No. 2) were then mean-centered (using the 

mean of set No. 1a) and projected on LV1. Finally, the projections for the recovered sample, defined by 

the mean of k1 = 3 data �̅�𝟏 = ∑ 𝒚𝟏𝒊/𝒌𝟏
𝒌𝟏
𝒊=𝟏  and one of the reference bloodstains, defined by a mean of 

k2 = 3 data �̅�𝟐 = ∑ 𝒚𝟐𝒊/𝒌𝟐
𝒌𝟐
𝒊=𝟏  were compared. To define the relevant distributions, the remaining M = 

17 samples with n = 3 data each, described by their means �̅�𝒎 = ∑ 𝒙𝒎𝒋/𝒏𝒏
𝒋=𝟏 , were used as a background 

population.  

The within-source variance was defined as:  

𝒘𝟐 =
∑ ∑ (𝒙𝒎𝒋 − �̅�𝒎)𝟐𝒏

𝒋=𝟏
𝑴
𝒎=𝟏

𝑴(𝒏 − 𝟏)
, 

while the between-source variance was expressed as: 

𝒃𝟐 =
∑ (�̅�𝒎−�̅�)𝟐𝑴

𝒎=𝟏

𝑴(𝒏−𝟏)
−

𝒘𝟐

𝒏
, 

where �̅� =
𝟏

𝑴𝒏
∑ ∑ 𝒙𝒎𝒋

𝒏
𝒋=𝟏

𝑴
𝒎=𝟏 .  

The LR formula applied herein consists of four components, as shown in Fig. 3. Its first part 

(denoted in Fig. 3 as LR1) expresses the probability density of the distribution with a mean equal to zero 
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and variance equal to 
𝒘𝟐

𝒌𝟏
+

𝒘𝟐

𝒌𝟐
  at �̅�𝟏 − �̅�𝟐. The second component (LR2) estimates the probability density 

of the distribution estimated with Gaussian kernels positioned at each �̅�𝒎 with variance equal to 
𝒘𝟐

𝒌𝟏+𝒌𝟐
+

𝒉𝟐𝒃𝟐 at �̅�∗ =
�̅�𝟏𝒌𝟏−�̅�𝟐𝒌𝟐

𝒌𝟏+𝒌𝟐
. The h is expressed as (

𝟒

𝑴(𝟐𝒑+𝟏)
)

𝟏

𝒑+𝟒
 where p is the number of the considered 

variables. In the case of this study, the p equals one. The final density curve is obtained by averaging 

Gaussian kernels to integrate into the unit area [44].  

In contrast to the first two components, which assume that H1 is true, the remaining two 

expressions in the denominator of the LR formula assume the opposite, so they are independent. They 

both estimate the probability density of the distribution estimated with Gaussian kernels positioned at 

each �̅�𝒎 with variance equal to 
𝒘𝟐

𝒌𝟏
+ 𝒉𝟐𝒃𝟐 (or 

𝒘𝟐

𝒌𝟐
+ 𝒉𝟐𝒃𝟐) at �̅�𝟏 (LR3) or �̅�𝟐 (LR4).  

 

Fig. 3 The expression for the likelihood ratio (LR) applied in the study. 

Subsequently, this division was reversed; the second database (set No. 2) was used to train the 

models, and the first database (set No. 1) provided the evidence samples for the comparison procedure. 

Models were constructed based on seven different ranges of the Raman spectrum (here, denoted as A–

G; for details, see Fig. S1 or Table 2), resulting in 14 different LR models. These spectral ranges were 

recognized in our previous article [13] as highly informative (from the dating perspective) thanks to 

regularised MANOVA (rMANOVA). They consisted of time-dependent features characterized by b2/w2 

above one, meaning that the variance between differently-aged bloodstains (b2) was higher than within 

groups of bloodstains characterized by the same age (w2).  

Having established LR models, their validation was undertaken. For research purposes, such a 

procedure in which each G bloodstain samples from the first database (set No. 1) is compared with a 

single recovered sample from the second database was insufficient. Therefore, to validate the LR model, 

the procedure was repeated for G recovered samples stored in the second database (set No. 2). In this 

way, there were 𝑮𝟐 comparisons, of which 𝑮 concerned comparing samples of the same age (i.e., tR = 

tE). Since the H1 hypothesis should be supported in this case, and the expected LR value is above one, 
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false negatives appear when LR < 1. To estimate the false positive answers, where the H2 should be 

supported (LR < 1), 𝑮𝟐 − 𝑮 concerned comparing samples of different ages (i.e., tR ≠ tE); thus, each LR 

> 1 is classified as the answer providing incorrect support for the H1 (false positive). Both databases 

(sets 1 and 2) were used to test the performance of the LR models. Moreover, the false positives and 

negatives experiments were carried out ten times, each time generating a set to train and test the LR 

model. Therefore, the final error rates will be presented as an average of these partial results.  

Additionally, the quantitative aspect of LR models' functioning, namely their ability to point out the 

strength of support for each hypothesis, was assessed using empirical cross entropy (ECE) [17, 45, 46]. 

The ECE is a performance metric that relies on assigning an appropriate penalty for each yielded LR 

value. The penalty magnifies with the increasing support for the incorrect hypothesis according to the 

logarithmic strictly proper scoring rules (a description of the ECE procedure for the performance 

assessment is presented in the Supplementary Material, SM). Consequently, the higher the support for 

the wrong hypothesis, the more severe the given error is because the greater penalty is assigned to the 

evaluated LR model. 

All calculations were performed in R software [47] using scripts home-written by A. Martyna and 

available R packages. 

3. Results and discussion 

The following example may be considered to understand the comparison approach proposed in this 

study. Among the traces secured at the crime scene, there were bloodstains identified as originating from 

the suspect. The defense questioned the relevance of these findings by casting doubt on the timing of 

the bloodstains' deposition. Thus, the critical information for establishing the suspect's connection to the 

considered event was the time of the trace formation. Contrary to the conventional dating approach, 

obtaining this information does not have to come down to determining the absolute age of the sample 

by applying a previously established calibration model. It suffices to compare the degradation state of 

the evidential material with some reference bloodstains, created in such a way to match hypotheses, 

which represent the position of the prosecutor and the defense. 

To obtain a well-balanced evaluation of the evidence, it would be desirable to create two different 

sets of reference materials, producing – at best – results of two different comparisons. These reference 

materials are obtained through supervised aging, simulating – as closely as possible – the actual settings 

of evidence decomposition at the crime scene. In other words, a similar volume of blood, freshly drawn 

from the donor (the same individual who was the donor of the questioned trace), should be deposited on 

an identical substrate and stored under similar conditions as those observed at the crime scene. If 

possible, one of these reference sets is then subjected to the degradation process for the time 

corresponding to the prosecution's version of events. The other should be aged according to the defense's 

scenario. 
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Having both evidential and reference materials, the proposed dating procedure enters the next phase, 

namely the characterization of the state of blood traces degradation. Finally, the resulting 

physicochemical data (e.g., spectral signatures) should be interpreted in the context of the prosecutor's 

and the defense's perspectives and communicated understandably to the justice system representatives. 

An approach founded on the likelihood ratio framework [16–18] that forms the proposed comparative 

procedure's backbone is recommended to achieve this goal. 

3.1. Preprocessing of Raman signatures using genetic algorithm (GA)  

As well-documented, the correct choice of preprocessing usually improves the performance of 

statistical models, including LR models, which – at the same time – can be significantly impaired in 

case of improperly handled signals. Altogether, adequate preprocessing is a crucial step in data 

treatment. In the case of Raman spectroscopy-derived signals, usually, two basic preprocessing steps 

are vitally crucial for feasible analysis. The first is baseline correction methods to remove the baseline 

effects arising, among others, from fluorescence and other additive features in the spectra. The second 

group consists of normalization procedures whose task is to remove multiplicative effects related, for 

instance, to laser intensity fluctuations or out-of-focus contributions. Thus, normalization usually boils 

down to multiplying the signal by a scaling value to make the corresponding intensities, which, in theory, 

should not pose any differences as comparable across spectra as possible. Unfortunately, regardless of 

the final goal of data modeling, the difficulty here is that there is no universal combination of 

preprocessing methods suitable for each specific analysis's objective and the type of spectral distortions.  

In order to address this problem, before developing LR models, the strategy based on applying the 

genetic algorithm (GA) to indicate the combination of preprocessing tools – optimal given the study 

purpose – was implemented. Table 2 collects all the preprocessing solutions suggested by the GA as the 

most effective combinations in yielding the highest between-source and within-source variance (b2/w2) 

ratio for the first latent variable computed from rMANOVA as a quality parameter. In such a way, as 

broadly discussed in the study of Martyna [28], the discrimination of signals corresponding to 

differently-aged bloodstains was significantly enhanced, as the preprocessing procedure ensured the best 

exposition of differences between sources while minimizing the casual variations within sources. The 

suitability of the proposed methodology was ultimately verified by the performance of developed LR 

models built for the first rMANOVA's eigenvector, which were reflected in – among others – the levels 

of false positive and false negative rates (shown as boxplots in Fig. 4) and also numerically summarized 

in Table S2. 
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Table 2 Details of preprocessing strategies applied when sets No. 1 and No. 2 were training sets found using a 

genetic algorithm (GA). All abbreviated methods are explained in Table S1 (SM) and partially in 

section 2.2.1. 
Spectral 
range [cm-1] 

Reference: set No. 1 Reference: set No. 2 

A: 1200-1410 
Denoising: SG, polynomial degree p = 3  

Baseline correction: SNIP, clipping window 

w = 26  

Normalization: PQN 

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = universal, c = soft, 

sd = mad 

Baseline correction: RBE, h = 0.4, b = 2 

Normalization: PQN 

B: 1200-1300; 

 1500-1700 
Denoising: DWT, Daubechies Least 

Asymmetric 8, d = 10, t = SURE, c = soft, sd 

= mad  

Baseline correction: CWTAsWPLS, m = 2, 

λ = 1·108 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

universal, c = soft, sd = mad  

Baseline correction: polyQR, polynomial 

degree p = 5, q = 0.05 

Normalization: SNV 

C: 1200-1300;  

 950-1020 
Denoising: DWT, Coiflets 5, d = 10, t = 

universal, c = soft, sd = mad  

Baseline correction: RBE, h = 0.4, b = 2.2 

Normalization: PQN 

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = SURE, c = soft, 

sd = mad  

Baseline correction: RBE, h = 0.3, b = 2.5 

Normalization: PQN 

D: 1200-1410;      

 950-1020 
Denoising: DWT, Coiflets 5, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: multiWAsPLS, m = 2, 

λ = 10, μ = 1·109 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: polyQR, polynomial 

degree p = 5, q = 0.05 

Normalization: PQN 

E: 1200-1410; 

 1500-1700 
Denoising: SG, polynomial degree p = 3  

Baseline correction: polyQR, polynomial 

degree p = 6, q = 0.01 

Normalization: SNV 

Denoising: SG, polynomial degree p = 5  

Baseline correction pWAsPLS, m = 2, λ = 

1·106, w = 0.001 

Normalization: SNV 

F: 1200-1300; 

 1500-1700;  

 950-1020;  

Denoising: DWT, Daubechies Least 

Asymmetric 4, d = 10, t = universal, c = 

soft, sd = mad  

Baseline correction: CWTAsWPLS, m = 2, 

λ = 2·108 

Normalization: SNV 

Denoising: DWT, Daubechies Least 

Asymmetric 8, d = 10, t = SURE, c = soft, 

sd = mad  

Baseline correction: SNIP, clipping 

window w = 30 

Normalization: SNV 

G: 1200-1410; 

 1500-1700;  

     950-1020; 

Denoising: SG, polynomial degree p = 4  

Baseline correction: SNIP, clipping 

window w = 26 

Normalization: SNV 

Denoising: DWT, Coiflets 1, d = 10, t = 

SURE, c = soft, sd = mad  

Baseline correction: multiWAsPLS, m = 2, 

λ = 10, μ = 1·108  

Normalization: SNV 
d – decomposition level for denoising, t – threshold estimation, c – thresholding policy, sd – dispersion estimate, m – order of 

differences,  λ – penalty, μ – penalty term,  h – the proportion of signal points for the local regression, b – robustness parameter, 

q – quantile, w – weights 
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(a) 

 

(b) 

 
 

Fig. 4. The levels of false positive and false negative responses of LR models constructed for Raman spectra 

of bloodstains prepared using set No. 1 (a) and set No. 2 (b), respectively, for training the LR models. 

 

The selection of preprocessing approach was individually determined by the type of distortion 

present in the recorded signals. As shown in Table 2, GA selected a different combination of 

preprocessing methods for almost each developed LR model, ensuring their robustness. One can also 

notice that denoising and baseline correction methods practically did not indicate the superiority of any 

specific methods with respect to others. Just a slight trend is observed among the normalization methods. 

The false negative responses (Fig. 4) observed for individual LR models revealed that the lowest error 

rates were associated with models developed on the following spectral ranges: 1200–1410 cm-1 and 

1200–1300 cm-1 combined with 950–1020 cm-1. This observation is also supported by the empirical 

cross entropy (ECE) plots in Fig. 5 (ECE plots corresponding to remaining LR models are depicted in 

Fig. S2 and S3). LR models based on these two spectral ranges yield incomparably more satisfying ECE 

outcomes. In both cases (denoted as spectral ranges A and C in Table 2), PQN – not SNV – was used as 

the normalization method. The most logical conclusion would attribute this model performance 

difference to the varying spectral ranges used to construct the LR models. In other words, variants A 

and C, covering the ranges 1200–1410 cm-1 and 1200–1300 cm-1 combined with 950–1020 cm-1, 

respectively, are characterized by bands that exhibit the most pronounced time-related variations (high 
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values of b2/w2 ratios). Changes in spectral characteristics, reflected mainly in such spectral features as 

hemoglobin aggregation (1255 cm-1 and 976 cm-1) and oxidation markers (between 1300–1400 cm-1), 

are well-recognized effects of the formation of Hb degradation products [8–13]. This also confirms the 

results from our previous study [13], where it was found that the aging of blood traces boils down 

primarily to the conversion of oxyHb to metHb and HC, followed by the aggregation of heme species.  

 

(a) 

 

(b) 

 
 

 

(c) 

 

 

 

(d) 

 
 

Fig. 5. Box-empirical cross entropy plots for the LR models constructed for Raman spectra of bloodstains prepared 

using the preprocessing strategies indicated by the genetic algorithm (GA). Two depicted LR models were trained on 

set No. 1 and tested using set No. 2 for the following spectral ranges: 1200–1410 cm-1 (a); 1200–1300 cm-1, and 950–

1020 cm-1 (b). The two remaining LR models were trained on set No. 2 and tested using set No. 1 for the following 

spectral ranges: 1200–1410 cm-1 (c); 1200–1300 cm-1, and 950–1020 cm-1 (d). 

  

3.1.2 Performance of the likelihood ratio models  

Figure 4 and Table S2 portray the overall performance of the LR models under investigation, 

computed using the first (set No. 1) and the second (set No. 2) databases. The general findings expose 

that false positive (FP) rates obtained for each of the seven model variants are somewhat more 

comparable to each other than the levels of false negative (FN) answers. FP oscillated around 20%, and 

the dispersion of results within each model is not as evident as in FN. 

This observation can be explained by the higher similarity of compared bloodstain samples at 

more advanced stages of degradation. Inconsiderable differences between the spectral characteristics of 

blood traces, a consequence of a slow-down in the aging process, appear to equally affect the LR models' 
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capability to distinguish between differently-aged samples, leading to the increase in the levels of FP 

answers. The observed misleading support for the hypothesis about the common source of bloodstains 

(H1: the recovered and reference bloodstains are characterized by the same TSD) obviously cannot be 

reduced by implementing other preprocessing techniques or signal manipulation in general. This is 

because the factor determining the FP answers here is the rate of blood degradation itself and the ability 

to monitor it with a given analytical technique. Therefore, it needs to be clearly stated that the purpose 

of the present research was not to demonstrate the superiority of Raman spectroscopy over any other 

analytical method capable of characterizing the degradation state of bloodstains. Its objective was solely 

to evaluate the performance of the novel dating framework, which – eventually – proved effective when 

combined with Raman spectroscopy, especially at the initial stage of aging (as depicted in Fig. 6).  

 

(a) 

 
(b) 

 
Fig. 6. The percentage of correctly distinguished differently-aged blood traces in the function of aging time [h] 

obtained when using LR models developed for spectral ranges A (a) and B (b). In both cases, the reference and 

recovered bloodstains originated from sets No. 1 and No. 2, respectively.  

 

Reporting FP responses over the entire analyzed aging period may be misleading due to its low 

information content. It should be clear that the longer the degradation time, the higher similarity of 

spectroscopic signals; hence the higher percentage of incorrect answers will be obtained. Consequently, 

it is much more reasonable to present the FP rates concerning the time elapsed since bloodstains 
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deposition, as it would better report on the effectiveness of the dating approach. An example of such 

dependency for LR models developed for spectral ranges A and B is shown in Figures 6a and 6b, 

respectively. In both presented cases, LR models were trained using set No. 1. Instead of FP responses, 

the plots depict the percentage of correctly distinguished differently-aged blood traces plotted against 

the aging time. Thus, one needs to subtract the value shown in the plot for a given time point from 100% 

to obtain the percentage of false positives. For example, for the first time point considered (two hours 

elapsed since bloodstain formation), the average percentage of correct discrimination is 98.82%. Thus, 

the corresponding FP value corresponds to 1.18%. What is more, the primary purpose of Figure 6 is to 

demonstrate some time trends characterizing the performance of developed LR models. This time trend 

indicates nearly 100% discrimination effectiveness of the LR models within the first seven days of 

degradation, decreasing after about 170 hours, which is a benchmark performance. As can be seen, even 

though the overall performance of these models is entirely different (due to FN rates, 9.45% and 27.77% 

for models A and B, respectively), their ability to discriminate between differently-aged samples over 

time correctly – reflected in the rates of FP responses – is exceedingly high and relatively similar. 

Consequently, the factor that actually differentiates the developed LR models concerning their 

effectiveness in solving the considered comparison problem is the already mentioned reduction of 

within-source variations, reflected in the percentage of false negative answers. After inspection of FN 

rates, it becomes clear that LR models based on PQN-normalized spectral ranges A (1200–1410 cm-1) 

and C (1200–1300 cm-1 combined with 950–1020 cm-1) outperform the remaining LR models. FN rates 

for these two models' variants (bolded in Table S2) are less dispersed and oscillate around 10% while 

they reach ca. 30% for the remaining spectral ranges. Thus, once again, it turns out that from the dating 

perspective, the most informative Raman features are the Hb aggregation markers (e.g., 1255 cm-1 or 

976 cm-1) and so-called oxidation markers located between 1300–1400 cm-1 [48–50]. Interestingly, the 

greater the influence of the 1500–1700 cm-1 range in the developed model, the worse its performance. 

An example of this detrimental effect of including the 1500–1700 cm-1 range in the model is the one 

based on spectral range B, namely 1200–1300 cm-1 combined with 1500–1700 cm-1. This may suggest 

that bands appearing in this range, which contains the core-size and spin state markers [13], are more 

susceptible to random variation (e.g., resulting from dietary factors) than changes due to bloodstains 

aging. Hence, future studies should primarily focus on identifying factors influencing the degradation 

kinetics to simplify the process of supervised aging.  

Finally, the ECE plots confirmed the conclusions reached upon examination of the levels of FN 

answers, proving that LR models based on spectral ranges A (1200–1410 cm-1) and C (1200–1300 cm-1 

combined with 950–1020 cm-1) produce the most desirable performances. The ECE plots corresponding 

to those two LR models are presented in Fig. 5. The plots for the five remaining spectral ranges (B and 

D–G) are provided in SM (Fig. S2 and S3). The experimental and calibrated curves (indicated in red 

and blue, respectively) are represented by boxplots positioned at the considered prior odds (prior 

probability quotients Pr(H1)/Pr(H2)). Each boxplot accounts for the ECE values calculated for a given 
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prior odds using the available likelihood ratio values. For the best-performing models, the reduction of 

information loss (or gain of information) reaches even ca. 50% (e.g., Fig. 5c), which is more than an 

acceptable outcome given the small databases. In other words, it means that after the bloodstain evidence 

analysis using developed LR models, a relatively large amount of information concerning the 

uncertainty about the correct hypotheses was explained. The ECE values also evidenced that the models 

based on 1500–1700 cm-1-containing regions (Fig. S2 and S3) represent the worst solutions indisputably. 

Not only did they deliver the highest rates of false negative answers, but they also yielded incomparably 

inferior ECE outcomes.  

It should also be noted that in the case of poorly performing models, the ECE plots deviated from 

the desired bell-shaped curves. The ECE values went beyond the neutral curve, especially for the 

positive logarithm of the prior odds, i.e., log10Odds(H1) > 0. This deterioration may be caused by only a 

single sample delivering strong misleading support for the incorrect hypothesis (in this case – H1). In 

particular, when small databases are considered, the penalty assigned to a misleading LR value might 

outweigh the importance given to the LRs supporting the correct hypothesis. For this reason, these 

inferior ECE results are not necessarily evidence of poorly performing LR models. The ECE approach 

may simply not be the most robust performance measure. Thus, it should also be interesting to explore 

that issue further in the future, trying to verify whether the obtained poor LR model performance, 

assessed using the ECE approach, may be caused by just a single misleading value. Moreover, some 

differences between the experimental and calibrated ECE plots obtained even for well-performing 

models (Fig. 5) hold promise for improving the models' effectiveness. The simplest way to refine the 

model may be to expand its databases to capture better all the relevant features characteristic of the 

whole population of the analyzed bloodstains. 

 

4. Conclusions and future perspectives 

The objective of the presented research was to verify the possibility of estimating the age of blood 

deposits – characterized by Raman signatures – through their comparison with "artificially" created 

reference materials. Thus, the conventional quest for the bloodstains dating method, based on regression 

analysis, was replaced with a discrimination problem, solvable through the likelihood ratio approach.  

Given the inherent variability of analyzed materials and the multidimensionality of the considered 

issue, the capability of established models to discriminate between differently-aged samples was the 

benchmark performance, providing preliminary evidence of the effectiveness of the proposed dating 

framework. The best models, founded on 1200–1410 cm-1 and 1200–1300 cm-1 combined with 950–

1020 cm-1 ranges, correctly distinguished nearly 100% of differently-aged blood traces within the first 

week of degradation. Additionally, across the monitored time range, these models delivered 

approximately 10% of false negatives and 20% false positive answers, while the ECE plots evidenced 

ca. 50% reduction in information loss. The false negative rates were gratifying, while the decent ECE 
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results, at this point, should not be too much of a concern. As already mentioned, when combined with 

scarce databases, ECE often leads to misleading conclusions due to its sensitivity to individual LR values 

supporting the incorrect hypothesis. In contrast, the 20% false positives may not be entirely satisfactory. 

Unfortunately, the level of false positive answers is not the product of improper preprocessing or data 

modeling but rather an effect of a significant slowdown in bloodstain aging processes that could no 

longer be effectively monitored by Raman spectroscopy. Hence, it should be concluded that Raman 

spectroscopy cannot be considered a panacea for tracing blood degradation processes and, in fact, was 

never considered one. It might be unrealistic to expect a single method to meet analytical requirements 

posed by any possible evidential bloodstain. In this study, Raman spectroscopy was only used to verify 

the effectiveness of LR models designed to discriminate differently-aged blood traces. This 

effectiveness – still very high during the first week of degradation (nearly 100% correct discriminations) 

– will increase once other analytical methods are applied, better suited to tracking aging changes in 

bloodstains. Thus, an interesting way forward may be inviting other researchers for the joint 

development of this approach by implementing other analytical techniques capable of probing the state 

of bloodstains degradation over extended periods (e.g., FT-IR, UV-Vis spectroscopies, or even RNA 

analysis), which is now the subject of our further research.   

 

Fig. 7. The novel approach versus the conventional dating approach – sources of error.  

 

Another important note for future studies is that the high reproducibility of the supervised aging 

procedure is the determining factor for reliable and valid dating. In other words, a similar volume of 

blood, freshly drawn from the donor (if possible, the same individual who was the donor of the 

questioned trace), should be deposited on an identical substrate and stored under similar conditions as 

those observed at the crime scene. To reach valid TSD estimates, bloodstains serving as reference 

samples for building models must replicate the aging process of the evidence as accurately as possible. 

Irrespective of the monitoring method applied, the bloodstains' resultant aging profile depends on the 

aging kinetics, which is affected by such influential factors as the substrate, environmental conditions 
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persisting during aging (controlled by climatic chambers), and the initial composition of the bloodstain. 

Therefore, the success of the proposed approach will depend on how much the above factors influence 

degradation and, above all, on how much it is possible to control them during supervised aging. This 

way, sources of error in TSD estimates that occur during the conventional dating approach would be 

largely eliminated (Fig. 7).  

Indeed, the mere statement that errors arising from external factors will be largely eliminated is not 

a sufficient guarantee of the reliability of the proposed methodology. Hence, once again, it should be 

reminded that to meet the ISO/IEC 17025 international quality standards [16] or – simply – to ensure 

the validity of any novel methodology [51–53], a forensic laboratory must undertake a comprehensive 

evaluation of all factors that could impact the examination result during the validation process of a 

method intended for use in casework. In this specific case, after identifying the factors (and their 

combinations) that influence the degradation of bloodstains, the accuracy of TSD estimates using the 

new methodology can be fully assessed. It will be achieved by validating likelihood ratio models, 

including determining the rates of false positive and false negative responses, for "evidential" 

bloodstains degrading under different conditions, not only those presented in the present study. Only 

then will it be possible to consider advancing this methodology to practical application. 

Obviously, it would be somewhat naïve to assume the possibility of recreating precisely the same 

conditions as evidence degradation. Nonetheless, recreating them as closely as possible to those 

prevailing during the degradation of the evidential bloodstain may be sufficient to answer the 

prosecutor's questions regarding the time of traces' formation. Thus, in the first place, future research 

should focus on identifying factors that may affect the bloodstains' degradation – using experimental 

design methods [54] – so that the supervised aging procedures focus on controlling only those specific 

factors. One of the most significant and likely most challenging tasks will be understanding the 

relationship between the initial blood composition (the "donor" characteristics) and the kinetics of its 

degradation. Determining this relationship will allow answering whether the supervised aging procedure 

will need to be carried out using blood from the person of interest/suspect or whether a comparison 

sample could be constructed from any blood. In the latter case, the proposed dating procedure would 

still be feasible, especially if the suspect was actually guilty of the alleged crime and refused to provide 

a blood sample for testing. In a much more likely scenario, when the source of blood will determine the 

rate of aging, it is worth remembering that forensic science can be used not only to prove the guilt but 

also to exonerate innocent people from the charges brought against them. In the era of social doubts 

about the reliability of forensic sciences, it is important to avoid jailing people because of flawed or 

insufficient forensic techniques. The inability to estimate the time of bloodstain formation creates an 

analytical gap and carries the risk of convicting an innocent person. In other words, in cases where a 

blood sample is to be obtained from the wrongly accused person and could ultimately lead to one's 

acquittal, the problem of obtaining blood for comparative analysis should disappear. 
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Finally, it is important expressly to highlight that the case-by-case approach founded on the idea of 

comparing the evidence with some reference materials should be of a wider forensic application. The 

proposed framework is expected to enrich the forensic arsenal of analytical tools when answering the 

age of other evidence, such as different types of body fluids, organic gunshot residues [55], or 

fingerprints [56]. In this regard, this novel dating approach is quite universal. It just requires to be 

complemented with an analytical technique adequate for characterizing aging profiles of the forensic 

trace of interest, while the fundamental idea of dating – founded on the LR-based comparison – remains 

the same.  
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Response to the second review of the manuscript "Breaking with trends in forensic dating: 

A likelihood ratio-based comparison approach" with the reference number FSI-D-23-

00159R1 

 We truly appreciate acknowledging the value of the new approach to the dating 

challenge for forensic purposes presented in the article. Most importantly, though, we are 

grateful for thoughtful feedback on the study. The constructive comments from the second 

Reviewer undoubtedly helped improve the manuscript. The responses to the Reviewer's 

remarks are provided below. They were also used to highlight certain important aspects of the 

proposed approach in the revised manuscript (all introduced changes have been highlighted in 

yellow in the article). We are also open to discussing any other comments and suggestions which 

may occur upon reading the responses to the review. 

 

"The authors propose an interesting approach to a difficult problem where statistics should 

help a decision as accurate as possible from the scientific perspective. The probabilistic 

approximation may reduce the margin of error, but does not increase the accuracy in 

estimating the stain date, due to the importance of environmental factors and interactions 

with the characteristics of the support of the same (cotton, acrylic, glass, etc.) and the starting 

conditions of the same (stains, humidity, etc.). Only to the extent that the reference model 

spots approximate real conditions would it make practical sense." 

 

Undoubtedly, no statistical method, no matter how advanced, will be sufficient to solve the 

problem of estimating the age of bloodstains. The same applies to the already and (most likely) 

subsequently proposed analytical methods presented as even more effective tools for 

monitoring blood degradation. Regardless of their level of advancement, none of them will 

provide the sought-after antidote if they are embedded in a conventional dating scheme aimed 

at developing a single universal model. Therefore, the mere application of probability-based 

models (such as the likelihood ratio method applied herein) would not demonstrate significant 

improvement either. The novelty of the approach presented in the manuscript does not lie in 

simply changing calibration models to probabilistic ones but rather in departing from the 

"dogma "of developing a single universal solution for such a diverse problem. It advocates for 

replacing it with a flexible approach to the dating task, tailored each time to the questioned 

evidentiary material and the conditions under which it was revealed. The essence of this 

solution has been presented in the first and the last sections of the manuscript entitled 

1. Introduction and 4. Conclusions and future perspectives, respectively.  

 

Therefore, throughout the article, it has been repeatedly emphasized that the most obvious but, 

at the same time, the most important conclusion of the presented research was that the high 

reproducibility of the supervised aging procedure is the determining factor for reliable and valid 

dating. It has been repeatedly noted in the 4. Conclusions and future perspectives section, for 

example:  

 

"(…) Another important note for future studies is that the high reproducibility of the supervised 

aging procedure is the determining factor for reliable and valid dating. (…)",   
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"(…) To reach valid TSD estimates, bloodstains serving as reference samples for building 

models must replicate the aging process of the evidence as accurately as possible. (…)", 

 

"(…) Therefore, the success of the proposed approach will depend on how much the above 

factors influence degradation and, above all, on how much it is possible to control them during 

supervised aging. In this way, sources of error in TSD estimates that occur during the 

conventional dating approach would be largely eliminated (…)". 

  

That being said, it can be stated that the approach proposed in the manuscript indeed is expected 

to "increase the accuracy in estimating the stain date" (accuracy understood as the closeness 

of the TSD estimations to the "correct/real" value), as it is aimed at reducing the influence of 

external factors on the dating procedure. The influence of these external factors, such as 

environmental conditions, is often responsible for generating certain systematic errors that 

affect the accuracy of estimating TSD in the conventional approach, making it fall short of the 

ideal. For this reason, the authors acknowledge that:  

 

"(…) future research efforts should identify factors that may affect the bloodstains' degradation 

– using experimental design methods – so that the supervised aging procedures focus on 

controlling only those specific factors". 

 

Thus, we fully agree with the Reviewer's opinion that: 

 

"The rigor of the expert evidence requires us to know the limitations of the model we apply 

and establish margins of error as accurate as possible. The work suggests a mathematical 

approach that would have an indicative value and that would require of a deeper critical 

analysis for its practical applications and to expose the limitations of the reference models 

that would require a design adjusted to the possible conditions of the problem spot. In 

summary, the value of a probability estimate would be directly related to the similarity of the 

conditions of the model to the problem spot." 

and nowhere in the manuscript do we contradict that. We also do not attempt to present this 

new approach as a fully ready-to-use "product" for everyday forensic practice. While the 

solution proposed in the submitted manuscript has shown remarkable promise for more accurate 

TSD estimations, further work is still required before practical applications, as noted in one of 

the last paragraphs: 

 

"Another important note for future studies is that the high reproducibility of the supervised 

aging procedure is the determining factor for reliable dating. In other words, a similar volume 

of blood, freshly drawn from the donor (if possible, the same individual who was the donor of 

the questioned trace), should be deposited on an identical substrate and stored under similar 

conditions as those observed at the crime scene. To reach valid TSD estimates, bloodstains 

serving as reference samples for building models must replicate the aging process of the 

evidence as accurately as possible. Irrespective of the monitoring method applied, the 

bloodstains' resultant aging profile depends on the aging kinetics, which is affected by such 

influential factors as the substrate, environmental conditions persisting during aging 

(controlled by climatic chambers), and the initial composition of the bloodstain. Therefore, the 
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success of the proposed approach will depend on how much the above factors influence 

degradation and, above all, on how much it is possible to control them during supervised aging. 

In this way, sources of error in TSD estimates that occur during the conventional dating 

approach would be largely eliminated (Fig. 7).  

Obviously, it would be somewhat naïve to assume the possibility of recreating precisely the 

same conditions as evidence degradation. Nonetheless, recreating them as closely as possible 

to those prevailing during the degradation of the evidential bloodstain may be sufficient to 

answer the prosecutor's questions regarding the time of traces' formation. Thus, in the first 

place, future research should focus on identifying factors that may affect the bloodstains' 

degradation – using experimental design methods [51] – so that the supervised aging 

procedures focus on controlling only those specific factors. (…)" 

 

As rightly pointed out by the second Reviewer, a deeper critical analysis of practical 

applications is necessary to expose the proposed procedure's limitations fully. This validation 

is currently being conducted using experimental design methods and environmental chambers. 

Details regarding this next research phase cannot be revealed at the current stage but will 

continue this publication cycle. However, in order to additionally highlight the importance of 

the proper validation of the proposed procedure, the following statement has been added: 

 

"Indeed, the mere statement that errors arising from external factors will be largely eliminated 

is not a sufficient guarantee of the reliability of the proposed methodology. Hence, once again, 

it should be reminded that to meet the ISO/IEC 17025 international quality standards [16] or 

– simply – to ensure the validity of any novel methodology [51–53], a forensic laboratory must 

undertake a comprehensive evaluation of all factors that could impact the examination result 

during the validation process of a method intended for use in casework. In this specific case, 

after identifying the factors (and their combinations) that influence the degradation of 

bloodstains, the accuracy of TSD estimates using the new methodology can be fully assessed. 

It will be achieved by validating likelihood ratio models, including determining the rates of 

false positive and false negative responses, for "evidential" bloodstains degrading under 

different conditions, not only those presented in the present study. Only then will it be possible 

to consider advancing this methodology to practical application." 

 

Finally, it should also be highlighted that this publication – as the title implies – aims to break 

a certain trend in forensic dating. At the same time, it is intended to be considered as an 

invitation addressed to other researchers to look at the problem from a different perspective, 

which may help solve it at least partially.  

Once again, we thank the second Reviewer for the time spent reviewing our paper and look 

forward to meeting your expectations.  

 

The Authors 
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