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Abstract
A previously proposed non-canonical coupled-perturbed Kohn-Sham density functional theory

(KS-DFT)/Hartree-Fock (HF) treatment for spin-orbit coupling is here generalized to infinite pe-
riodic systems. The scalar-relativistic periodic KS-DFT/HF solution, obtained with a relativistic
effective core potential, is taken as the zeroth-order approximation. Explicit expressions are given for
the total energy through 3rd-order, which satisfy the 2N + 1 rule (i.e. requiring only the 1st-order
perturbed wave function for determining the energy through 3rd-order). Expressions for additional
2nd-order corrections to the perturbed wave function (as well as related one-electron properties)
are worked out at the uncoupled-perturbed level of theory. The approach is implemented in the
Crystal program and validated with calculations of the total energy, electronic band structure,
and density variables of spin-current DFT on the tungsten dichalcogenide hexagonal bilayer series
(i.e. WSe2, WTe2, WPo2, WLv2), including 6p and 7p elements as a stress test. The computed
properties through second- or third-order match well with those from reference two-component self-
consistent field (2c-SCF) calculations. For total energies, E(3) was found to consistently improve the
agreement against the 2c-SCF reference values. For electronic band structures, visible differences
w.r.t. 2c-SCF remained through second-order in only the single-most difficult case of WLv2. As for
density variables of spin-current DFT, the perturbed electron density, being vanishing in first-order,
is the most challenging for the perturbation theory approach. The visible differences in the electron
densities are, however, largest close to the core region of atoms and smaller in the valence region.
Perturbed spin-current densities, on the other hand, are well reproduced in all tested cases.

Keywords:

I. INTRODUCTION

In modern electronic structure programs, relativis-
tic effects are typically accounted for through self-
consistent field (SCF) treatments, either in a two- or
four-component spinor basis (2c-SCF or 4c-SCF),1–16 or
by perturbation methods.17–27 Within these approaches,
a particularly convenient representation of the Dirac
equation from a computational perspective is provided
through the relativistic effective core potential (RECP),
including both scalar-relativistic and spin-orbit coupling
(SOC), or non-scalar, effects.28,29 In Part II of this se-
ries, we developed a molecular pure-state coupled per-
turbed Kohn-Sham (CPKS) density functional theory
(DFT) treatment for including SOC effects, which was
implemented within the Crystal program.27,30,31 This
approach has the potential for over an order of mag-
nitude savings in computation times w.r.t. 2c-SCF,
and, moreover, provides a convenient starting point
for improvements to treat strongly-correlated, multi-
reference, systems, where an ensemble treatment would
be necessary.26,27,32–36

Our CPKS treatment is formulated within so-called
spin-current DFT (SCDFT), in which the exchange-
correlation (xc) functional depends not only on the
particle-number density ρ and z-component of the mag-
netization mz, (as in the usual spin-DFT of von Barth
and Hedin),37 but also on the other Cartesian com-

ponents of the magnetization mx and my, as well as
the particle-current j and spin-current Jx, Jy and Jz

densities.38–47

In this paper, we generalize the molecular CPKS
treatment to periodic systems. After developing the
formalism, our perturbation theory (PT) treatment is
implemented in a developmental version of the Crys-
tal23 program,31 and validated on a family of 2D tung-
sten dichalcogenide layered compounds, where excellent
agreement with reference 2c-SCF calculations is demon-
strated, not only for the total energy, but also for band
structures and SCDFT density variables.

II. FORMALISM

A. Statement of the Problem

In the case of periodic systems, the spinors |ψi,k〉 =

|ψ↑i,k〉⊗| ↑〉+|ψ
↓
i,k〉⊗| ↓〉 are 2c crystalline orbitals (COs),

with components |ψσi,k〉, expanded in a set of Bloch func-

tions (BFs) φσµ,k:

ψσi,k (r) =

NB∑
µ

Cσµ,i (k)φσµ,k (r) (1)

where k is a point in the first Brillouin zone (FBZ), NB
is the number of basis functions in a given cell of the
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infinite-periodic system and σ =↑, ↓ is a spin index.
In Crystal, the BFs are conveniently represented as a

linear combination of pure real atomic orbitals (LCAO),
through the inverse-Fourier relation:

φσµ,k (r) =
1√
Ω

∑
g

eık·g χσµ,g
(
r−Aµ

)
(2)

Here Ω is the volume of the FBZ, g is a direct-lattice vec-
tor and Aµ is the position in cell g at which the AO χσµ,g
is centered. In Eq. (2) we have introduced the shorthand
notation χσµ,g

(
r−Aµ

)
= χσµ

(
r−Aµ − g

)
. Variation of

the orbitals ψσi,k, under the constraint of orthonormality:

〈ψσi,k|ψσ
′

j,k′〉 = δi,jδk,k′δσ,σ′ ⇒ C† (k) S (k) C (k) = 1
(3a)

leads to the generalized Kohn-Sham (GKS) equation:

H (k) C (k) = S (k) C (k) E (k) (3b)

where all matrices have size 2NB×2NB, C (k) is the ma-
trix of CO coefficients of Eq. (1), S (k) is the BF overlap
matrix, E (k) is the matrix of Lagrange multipliers (i.e.
for canonical orbitals, corresponding to the diagonal ma-
trix of band-structure energy levels εi,k) and H (k) is the
BF Hamiltonian matrix. Eq. (3b) can be written more
explicitly to highlight the structure in spin space:

(
H↑↑ (k) H↑↓ (k)
H↓↑ (k) H↓↓ (k)

)(
C↑ (k)
C↓ (k)

)
=

(
S↑↑ (k) 0

0 S↓↓ (k)

)(
C↑ (k)
C↓ (k)

)
E (k) (4)

In Eq. (4) and elsewhere, matrices with double and single
spin indices have size NB × NB and NB × 2NB, respec-
tively. Hσσ′

(k), for instance, has elements:

Hσσ′

µν (k) = Ω〈φσµ,k|Ĥ|φσ
′

ν,k〉 (5)

and:

Hσσ′
(k) = hσσ

′
(k) + Jσσ

′
(k)− aKσσ′

(k) + Vσσ′
(k) ,

(6)

in which hσσ
′
(k) contains the matrix elements that can

be built from mono-electronic integrals:

hσσ
′
(k) = δσ,σ′

[
v (k) + uAR (k)

]
+ uσσ

′

SO (k) . (7)

Here, v consists of the electronic kinetic energy and
electron-nuclear interaction terms, uAR and uσσ

′

SO are,
respectively, the averaged and spin-orbit relativistic ef-
fective potential (AREP and SOREP) matrices; and

Jσσ
′

= δσσ′J σσ and Kσσ′
are the usual Coulomb and

exact-exchange terms (with a being the included fraction

of the latter). Vσσ′
is the matrix of DFT correlation and

exchange potentials (in either collinear or non-collinear
treatments).27,43

Inserting Eq. (2) into Eq. (5) (or the equivalent equa-

tion with Ĥ being replaced by any other operator), we

are able to relate the BF matrix Hσσ′
(k), for instance,

to the AO one Hσσ′
(g) through the inverse-Fourier rela-

tion:

Hσσ′
(k) =

∑
g

eık·g Hσσ′
(g) (8a)

where AO matrix elements of Ĥ or any other operator

read:

Hσσ′
(g) = 〈χσµ,0|Ĥ|χσ

′

ν,g〉 (8b)

Following the arguments of Part I,26 we recall (assuming
real AOs) that the diagonal spin-blocks of uSO (g) in Eq.
(8b) are pure imaginary:

R
[
uσσSO (g)

]
= 0 , (9)

whereas the off-diagonal spin-blocks are complex.
In order to develop a computationally convenient PT

approach that satisfies Wigner’s 2N+1 rule, it turns out
to be important to introduce a relation similar to Eq. (9)
in the BF basis. This can be achieved by returning to Eq.
(8a) and carrying out the inverse-Fourier transform indi-

vidually on the real and imaginary parts of uσσ
′

SO (g) and
all other matrices entering the Hamiltonian, for instance:

Hσσ′R (k) =
∑
g

eık·g <
[
Hσσ′

(g)
]

(10a)

and:

Hσσ′I (k) = ı
∑
g

eık·g =
[
Hσσ′

(g)
]

(10b)

so that:

Hσσ′
(k) = Hσσ′R (k) + Hσσ′I (k) (10c)

We note at this point that both Hσσ′R (k) and Hσσ′I (k)
are complex quantities. In the case of the SOC operator,
using Eq. (9) and proceeding as in Eq. (10a), we obtain:

uσσRSO (k) = 0 . (11)
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B. Order by Order Expressions for the
Orthonormality Conditions

For the expansion of Eq. (3a) in orders of PT, it proves
useful to write the KS coefficients in terms of NB × NB
blocks with double spin indices:(
C↑↑ (k) C↓↑ (k)
C↑↓ (k) C↓↓ (k)

)†(
S↑↑ (k) 0

0 S↓↓ (k)

)(
C↑↑ (k) C↓↑ (k)
C↑↓ (k) C↓↓ (k)

)
= 1

(12)

As in Part II, we take the scalar-relativistic (SR) unre-
stricted GKS solution as the zeroth-order problem, which
yields: [

Cσσ(0) (k)
]†

Sσσ (k) Cσσ(0) (k) = 1 (13)

Then, introducing the Nth-order orbital rotation matri-
ces U(N) defined through:

Cσ′σ(N) (k) = Cσ′σ′(0) (k) Uσ′σ(N) (k) (14)

leads to:

Uσ′σ(1) (k) = −
[
Uσ′σ(1) (k)

]†
(15)

in first order and:

Uσ′σ(2) (k) +
[
Uσ′σ(2) (k)

]†
= −

∑
σ′′

[
Uσ′σ′′(1) (k)

]†
Uσ′′σ(1) (k)

(16)

in second order.

C. Order by Order Expressions for the
Hamiltonian, as well as the Perturbation Equations

and their Solution

For Eq. (3b) we take the SR unrestricted GKS Hamil-
tonian as the zeroth-order approximation:

Hσσ′(0) (k) = δσσ′

[
v (k) + uAR (k) + Jσσ(0) (k)

− aKσσ(0) (k) + Vσσ(0) (k)
]

(17)

In first order:

Hσσ′(1) (k) = uσσ
′

SO (k)+Jσσ
′(1) (k)−aKσσ′(1) (k)+Vσσ′(1) (k)

(18)
and for all orders N greater than one:

Hσσ′(N) (k) = Jσσ
′(N) (k)− aKσσ′(N) (k) + Vσσ′(N) (k)

(19)
Then, following Part II, expansion of Eq. (3b) in orders
of PT leads, in the first order, to:

G(1) (k)+E(0) (k) U(1) (k) = U(1) (k) E(0) (k)+E(1) (k) ,
(20)

and, in second order, to:

G(2) (k) + E(0) (k) U(2) (k) + G(1) (k) U(1) (k) = U(2) (k) E(0) (k) + U(1) (k) E(1) (k) + E(2) (k) , (21)

where we have made use of the Nth order Hamiltonian
matrix in the CO basis:

G(N) (k) =
[
C(0) (k)

]†
H(N) (k) C(0) (k) (22)

For further development, and following Eq. (10c), it is
useful to define:

G(N) (k) = GR(N) (k) + GI(N) (k) (23a)

as well as:

U(N) (k) = UR(N) (k) + UI(N) (k) (23b)

where:

GC(N) (k) =
[
C(0) (k)

]†
HC(N) (k) C(0) (k) (23c)

and C = R or I. Recalling from Eq. (11) that uσσRSO (k)
is zero, the Coulomb and exchange response to a vanish-
ing perturbation is also vanishing. Thus, inserting Eqs.

(11) and (18) in Eq. (23c), we obtain, for diagonal spin
blocks:

GσσR(1) (k) = 0 (24)

As will be discussed below in Section II D, partitioning
of matrices in R and I contributions, as in Eq. (23a)
and (23b) allows us to relate elements upon inversion in
reciprocal space.

As far as the GKS perturbed wave functions and band
structures are concerned, again following Part II, we solve
Eqs. (15), (16), (20) and (21). In doing so, we take ad-
vantage of the fact that the off-diagonal occupied-virtual
blocks of the Lagrange-multiplier matrix vanish at all or-
ders N :

E
σσ′(N)
V O (k) = E

σ′σ(N)
OV (k) = 0 (25)

In first order, the solution of Eqs. (15) and (20), together
with Eq. (24) provides, for the virtual-occupied (VO)



4

block:

U
σσ′C(1)
V O (k) =

G
σσ′C(1)
V O (k)

ε
σ′(0)
O (k)− εσ(0)V (k)

= −
[
U
σ′σC(1)
OV (k)

]∗
(26)

while for the occupied-occupied (OO′) and virtual-virtual
(VV′) blocks:

U
σσ′C(1)
OO′ (k) = U

σσ′C(1)
V V ′ (k) = 0 (27)

in the non-canonical treatment. It follows that, for the
occupied-occupied block:

E
σσ′(1)
OO′ (k) = G

σσ′R(1)
OO′ (k) + G

σσ′I(1)
OO′ (k) (28)

with an exactly analogous expression also for the virtual-

virtual block E
σσ′(1)
V V ′ (k). A single diagonalization of, for

instance, E
σσ′(0)
OO′ (k) + E

σσ′(1)
OO′ (k) at the end of the cal-

culation (i.e. after a coupled solution of Eq. 20) yields
the occupied band structure correct through first-order
in PT.

At second order, we proceed similarly and write U(2) as
in Eq. (23b) in terms of contributions UR(2), and UI(2)

that end up having different behaviour upon inversion in
reciprocal space - cf. Eq. (35). Then, the simultaneous
non-canonical solution of Eqs. (21) and (16) yields for
the occupied-occupied blocks:

U
σσ′R(2)
OO′ (k) =

[
U
σ′σR(2)
O′O (k)

]∗
=

−1

2

∑
C

∑
σ′′

∑
V

[
U
σ′′σC(1)
V O (k)

]∗
U
σ′′σ′C(1)
V O′ (k) (29a)

and:

U
σσ′I(2)
OO′ (k) =

[
U
σ′σI(2)
O′O (k)

]∗
=

−1

2

∑
C

∑
C′ 6=C

∑
σ′′

∑
V

[
U
σ′′σC(1)
V O (k)

]∗
U
σ′′σ′C′(1)
V O′ (k)

(29b)

Exactly analogous expressions can also be determined

for U
σσ′R(2)
V V ′ (k) and U

σσ′I(2)
V V ′ (k). To obtain Eqs. (29a)

and (29b), we insert Eqs. (26) and (27) into Eq. (16).
The expressions for the VO blocks, on the other hand
are provided in Appendix A. In Eqs. (29a), (29b) and
elsewhere the products inside sums over O or V are per-
formed element-wise.

Eqs. (29a), (29b), (A1a) and (A1b) are consistent with
a set of non-canonical second-order Lagrange multipliers
that are provided in Appendix B. A single diagonaliza-

tion of, for instance, E
σσ′(0)
OO′ (k)+E

σσ′(1)
OO′ (k)+E

σσ′(2)
OO′ (k)

at the end of the calculation (i.e. after a coupled solution
of Eqs. 20 and 21) provides occupied band structure en-
ergy levels that are correct through second-order in PT.

As will be shown in Section IV, it turns out that an
excellent approximation to the full solution of Eq. (3b)

is given by the coupled solution of Eq. (20), followed by
an uncoupled solution of Eq. (21). Such a procedure,
which we call the PT2′ approximation is mathematically
achieved by simply setting:

PT2′ :: GR(2) (k) ,GI(2) (k)⇒ 0 (30)

in Eqs. (A1a), (A1b), as well as Eqs. (B1a) and (B1b).

D. Some k to −k Relations

Given that the zeroth-order direct-space SR Hamilto-
nian, being the inverse-Fourier transform of Eq. (17), is
pure-real, we obtain:

Hσσ′(0) (k) =
∑
g

eık·g Hσσ′(0) (g) =
[
Hσσ′(0) (−k)

]∗
(31)

This leads to the following well-known result for the CO
coefficient and Lagrange multiplier matrices at k and
−k:46

C(0) (k) =
[
C(0) (−k)

]∗
(32a)

and:

E(0) (k) = E(0) (−k) (32b)

Proceeding as in Eq. (31) at order N > 0, we obtain:

Hσσ′R(N) (k) =
∑
g

eık·g <
[
Hσσ′

(g)
]

=
[
Hσσ′R(N) (−k)

]∗
(33a)

Hσσ′I(N) (k) = ı
∑
g

eık·g =
[
Hσσ′

(g)
]

= −
[
Hσσ′I(N) (−k)

]∗
(33b)

Then, inserting Eqs. (33) and (32a) into Eq. (23c) gives:

Gσσ′R(N) (k) =
[
Gσσ′R(N) (−k)

]∗
(34a)

Gσσ′I(N) (k) = −
[
Gσσ′I(N) (−k)

]∗
(34b)

and then, inserting Eqs. (32b) and (34) into Eqs. (26)-
(27) as well as Eqs. (29a), (29b), (A1a) and (A1b) gives:

Uσσ′R(N) (k) =
[
Uσσ′R(N) (−k)

]∗
(35a)

Uσσ′I(N) (k) = −
[
Uσσ′I(N) (−k)

]∗
(35b)

E. Order by Order Expressions for the
Direct-Space Density Matrix

The GKS density matrix, obtained as a solution of Eq.
(3b) reads:

Pσσ′
(k) =

∑
σ′′

Cσσ′′
(k) fσ′′ (k)

[
Cσ′′σ′

(k)
]†

(36)
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where fσ (k) is the diagonal matrix of band occupations
(i.e. for insulators the matrix elements are 1 for occupied
bands and 0 for virtual bands, or, in general fractional
values for partially occupied bands in metals). Expand-
ing the CO coefficients in orders of perturbation theory,
using Eqs. (14), we obtain, for instance, in zeroth order:

Pσσ′(0) (k) = δσσ′Cσσ(0) (k) fσ(k)
[
Cσσ(0) (k)

]†
(37a)

in first order:

Pσσ′(1)(k) = Cσσ(0)(k)fσ(k)
[
Uσσ′(1)(k)

]† [
Cσ′σ′(0)(k)

]†
+ Cσσ(0)(k)Uσσ′(1)(k)fσ′(k)

[
Cσ′σ′(0)(k)

]†
(37b)

and, in second order, an expression that is provided in
Appendix C. Although we do not expand the occupa-
tion matrix fσ (k) in orders of perturbation theory, the
effect of SOC on the band occupations is automatically
included at the end of the calculation upon determina-
tion of the Fermi energy from the perturbed bands of Eqs.
(28), (B1a) and (B1b). The matrices in direct space are
obtained from an inverse-Fourier transform:

Pσσ′(N)(g) =
1

Ω

∫
dk eık·g Pσσ′(N)(k) =

1

Ω

∫ ′
dk
{
eık·gPσσ′(N)(k) + e−ık·gPσσ′(N)(−k)

}
(38)

where the prime over the integral indicates that integra-
tion is limited to the portion of the FBZ with positive
coordinates. Inserting Eqs. (26), (27) and (38) into Eq.
(37b) and making use of Eq. (32a) and (35) to relate
elements at k and −k, gives, in first order, for the case of
diagonal spin-blocks of P(1) (see Appendix C for details):

<
[
Pσσ(1)(g)

]
= 0 (39)

and

=
[
Pσσ(1)(g)

]
=

2

Ω
=
∫ ′
dk
{
eık·gC

σσ(0)
O (k)fσO(k)

[
U
σσI(1)
OV (k)

]†[
C
σσ(0)
V (k)

]†
+ eık·gC

σσ(0)
V (k)U

σσI(1)
V O (k)fσO(k)

[
C
σσ(0)
O (k)

]†}
(40)

The expressions for the full P(1)(g) and P(2)(g) are pro-
vided in Appendix C. To obtain Eqs. (39) and (40), we
insert Eqs. (24) and (26) into Eq. (C3). As was the case

in Part II of this series,27 the vanishing <
[
Pσσ(1)(g)

]
leads to a vanishing first-order electron-density response,
and thus a vanishing Coulomb and exchange-correlation
response (for functionals not depending on the particle-
and spin-current densities). This leads to an uncoupled-
perturbed procedure for pure LDA and GGA functionals,
and a coupled-perturbed procedure for hybrid function-
als, including a fraction of exact Fock exchange.

F. Order by Order Expressions for the Total
Energy

Having set up all pieces of the PT, we are ready to de-
rive computationally convenient expressions for the total
energy that are consistent with Wigner’s 2N+1 rule. The
full derivation, which also resembles that given in Part II
of this series,27 is provided in the electronic supporting
information (ESI).48 Here we report the final expressions.
In first order, the energy corrections due to SOC are van-
ishing:

E(1) = 0 (41)

For second and third order, it proves convenient to intro-
duce the matrix of SOC integrals in the CO basis:

Ξσσ′C(k) =
[
Cσσ(0)(k)

]†
uσσ

′C
SO (k) Cσ′σ′(0)(k) (42)
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in terms of which we obtain:

E(2) =
2

Ω

∫ ′
dk
∑
C

∑
σσ′

<Tr{fσO(k)Ξσσ′C
OV (k)U

σ′σC(1)
V O (k)}

(43)

and

E(3) =
2

Ω

∫ ′
dk
∑
C,C′

∑
C′′

′ ∑
σσ′σ′′

<Tr
{

G
σσ′C(1)
V V ′ (k)U

σ′σ′′C′(1)
V ′O (k)fσ′′O(k)

[
U
σ′′σC′′(1)
OV (k)

]†
− 1

2

[
fσO(k)G

σσ′C(1)
OO′ (k) + G

σσ′C(1)
OO′ (k)fσ′O′(k)

] [
U
σ′σ′′C′(1)
O′V (k)

]†
U
σ′′σC′′(1)
V O (k)

}
(44)

FIG. 1: Graphical representation of the atomic structure of
the series of tungsten dichalcogenide 2D layered systems con-
sidered in this study to test the proposed perturbation theory
treatment of SOC: WX2 with X = Se, Te, Po, Lv.

where the prime over the sum on C′′ means that C′′ = R
if C = C′ and, otherwise C′′ = I. Eqs. (41) to (44) show
that the energy may be determined up to third order,
using only the first-order perturbed wavefunction.

III. COMPUTATIONAL DETAILS

Calculations are performed on tungsten dichalcogenide
2D layers, shown in Figure 1, which have been chosen
based on their previously reported “giant spin-orbit in-
duced spin-splitting”.49 All calculations are performed
with the PBE0 global hybrid functional.50 We did not
test other functionals because the previous study on
molecular systems has already shown that the conver-
gence behaviour of the perturbation series is very similar
with five different functionals.27 The present calculations
employed the small-core STUTSC potential (for W and
Lv) and both the large- and small-core STUTSC, as well

as STUTLC potentials for Se, Te, Po. For W, the valence
basis set was of the form (6s6p4d2f)/[5s3p4d2f ], being
modified starting from the ecp-60-dhf-SVP set available
from the Turbomole package.51 For the STUTLC cal-
culations, the valence basis sets for Se, Te and Po of
the form (5s5p2d)/[3s3p2d] were modified from the ones
originally presented in Ref. 52. For the STUTSC calcula-
tions, the valence basis sets for Se, Te and Po are of the
form (18s15p8d)/[4s3p2d] or (18s13p7d)/[4s3p2d]. The
valence basis set for Lv is an uncontracted one of the
form (10s8p7d1f)/[10s8p7d1f ]. The full input decks are
available in Crystal format in the ESI.48 Reciprocal
space was sampled in a 24×24 Monkhorst-Pack net, with
Fermi smearing of 0.001 Eh. A tolerance of 10−8 Eh on
the total energy was used as a convergence criterion for
the SCF procedure. The five TOLINTEG parameters that
control truncation of the Coulomb and exact-exchange
infinite series were set to 8 8 8 8 30. The exchange-
correlation functional and potential (in their collinear
spin-DFT formulation) were sampled on a direct-space
pruned grid over the unit-cell volume with Lebedev an-
gular and Gauss-Legendre radial quadratures, employing
99 radial and 1454 angular points (keyword XXLGRID).
The geometries of the layers were initially obtained by
cleaving three-atom thick slabs along the (001) surface
of the bulk P63/mmc crystal structures.53 Then, both
the atomic fractional coordinates and lattice parameters
of the layers were fully optimized with analytical gra-
dients of the total energy for systems periodic in two
dimensions, and a quasi-Newton scheme, using, respec-
tively, the PBE and PBE0 functionals at the scalar-
relativistic 1c-SCF level.54–57 Finally, single-point 2c-
SCF and CPKS calculations, including SOC, were per-
formed on the previously optimized scalar-relativistic ge-
ometries.

IV. RESULTS AND DISCUSSION

In the following, we validate the present pure-state pe-
riodic CPKS approach for SOC against reference periodic
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2c-SCF calculations.46 Comparisons are reported on i)
total energies, ii) electronic band structures, and iii) spa-
tial distribution of density variables of spin-current DFT.

A. Total Energies

Table I reports percentage contributions of SOC to to-
tal energies through second and third order in PT (%PT2

and %PT3), as well as with the 2c-SCF reference method
(%2c). Relative differences w.r.t. 2c-SCF are also pro-
vided (|∆%2| and |∆%3| through second and third order,
respectively). It is found that third order contributions
to the total energy consistently improve the agreement
w.r.t 2c-SCF, as |∆%3| is always smaller than |∆%2|. For
WSe2 the error in predicting the SOC contribution to the
energy through second order in PT is |∆%2| = 2.17%
with the LC potential or 2.14% with the SC poten-
tial. These figures are improved to |∆%3| = 0.5% and
|∆%3| = 0.46% through third-order. In fact, an error
larger than 1% through third order, is only found on
WLv2, with |∆%3| = 1.77%, being a large improvement
over the second-order value of |∆%2| = 7.43%.

B. Comparison of PT2′ vs. PT2 Approximations

Before discussing the comparisons of the perturbation
theories for one-electron properties on periodic systems,
we first validate the PT2′ approximation for GKS eigen-
values and density variables of SCDFT of Eq. (30) on
the well-studied molecular systems of Part II.27 These
are, namely, the halogen diatomic and hydride molecules
I2, I−2 , At−2 , HI, HAt, HTs. We recall that the PT2′ cal-
culation differs from the full PT2 one by an uncoupled,
rather than coupled, solution of Eq. (21). We refer to
Part II for computational details on the molecular sys-
tems.

TABLE I: Percentage contribution of SOC to the energy with
large-core (LC) and small-core (SC) RECPs. Relative per-
centage differences w.r.t. 2c-SCF values are also reported.

%PT2 %PT3 %2c |∆%2| |∆%3|

LC
WSe2 2.26× 10−2 2.20× 10−2 2.21× 10−2 2.17 0.50

WTe2 2.97× 10−2 2.92× 10−2 2.93× 10−2 1.23 0.51

WPo2 7.97× 10−2 8.12× 10−2 8.13× 10−2 1.93 0.13

SC

WSe2 2.69× 10−3 2.62× 10−3 2.63× 10−3 2.14 0.46

WTe2 6.18× 10−3 6.01× 10−3 6.03× 10−3 2.43 0.34

WPo2 3.37× 10−2 3.20× 10−2 3.20× 10−2 5.16 0.05

WLv2 6.57× 10−1 7.22× 10−1 7.10× 10−1 7.43 1.77

The GKS eigenvalue spectra are provided in Figs. S1
and S2 of the ESI. Noticeable differences are only found
on the single most difficult case of At−2 , which, as pre-
viously noted, would ideally require an ensemble, rather
than pure-state treatment.27 For At−2 , in Fig. S2, the
1c-SCF and PT2′ HOMO-LUMO gaps are 2.20 and 2.45
eV, while the PT2 gap is 2.04 eV and the 2c-SCF one
is 2.00 eV. Another difficult case is represented by the
7p superheavy-element Tennessine hydride HTs system
of Fig. S1. In this case, the 1c-SCF, PT2′, PT2 and
2c-SCF gaps are 7.82, 5.76, 5.66 and 6.12 eV. In all other
cases, of Figs. S1 and S2, the PT2′, PT2 and 2c-SCF
eigenvalue spectra are essentially matching.

As for density variables of SCDFT, Fig. S3 reports
contour maps for the I−2 molecule. Here small differ-
ence between PT2′ and 2c-SCF are only noticeable on
the particle-current density j, and these differences are
resolved with the full PT2 calculation.

C. Electronic Band Structure

We here validate the present PT treatment for calcula-
tion of GKS band structures. Predicted band gaps of the
tungsten dichalcogenide series are reported in Table II, as
well as differences w.r.t. 2c-SCF values through first and
second orders in PT (|∆1| and |∆2′ |). Here the PT2′ gaps
are always found to improve upon PT1, with regards to
the comparison against 2c-SCF. Errors larger than 0.01
eV through second order are only found in the single
most difficult case of WLv2, where |∆2′ | = 0.09 eV. For
WLv2, the scalar-relativistic 1c-SCF gap is E1c

g = 1.90

eV, while the 2c-SCF one is E2c
g = 0.82 eV. In this partic-

ularly challenging case, first-order PT wrongly predicts a
metallic system, with a gap of 0.00 eV. Remarkably, the
correct description is recovered with the PT2′ treatment,
where the predicted gap becomes EPT2′

g = 0.91 eV, in
good agreement with the 2c-SCF value. We expect that
the full PT2 calculation in WLv2 would further improve
the agreement against 2c-SCF on the calculated gap, as
this would be consistent with the reported molecular cal-
culations, including 6p and 7p elements in Figs. S1 and
S2.

The full electronic band structures of the tungsten
dichalcogenide series, as calculated with the SC poten-
tials, are provided in Fig. 2. Because these layers lack
an inversion center, the scalar-relativistic bands (in the
black dashed line) are spin-split by inclusion of SOC. As
expected, the magnitude of the spin-splitting increases
progressively along the series. In the case of the two
lightest-element systems, being WSe2 and WTe2 in the
upper panels, the PT2′ bands (in magenta) are essentially
superimposed on the 2c-SCF ones (in blue), and visi-
ble improvements over the PT1 treatment (in turquoise)
can be noticed, especially for the virtual levels. Going
down the series, to the bottom panels, for WPo2 and
WLv2, where SOC is enhanced, differences between PT1
and PT2′/2c-SCF become more evident. In the case of
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WPo2, small differences between PT2′ and 2c-SCF begin
to appear, and are again more apparent for virtual bands.
In the single most challenging case of WLv2, first-order
PT appears to have completely failed, as the turquoise
PT1 bands display very large differences w.r.t. 2c-SCF.
Here, for WLv2, the improvement provided by the ap-
proximate second-order corrections is remarkable, as the
magenta PT2′ bands show instead a good agreement with
the blue 2c-SCF ones. The occupied WLv2 PT2′ bands
nearly match the 2c-SCF ones, but visible differences re-
main on virtual bands.

TABLE II: Calculated energy band gaps and relative differ-
ences w.r.t. 2c-SCF (eV).

E1c
g EPT1

g EPT2′
g E2c

g |∆1| |∆2′ |

LC
WSe2 2.68 2.31 2.34 2.33 0.02 0.01

WTe2 2.24 1.80 1.84 1.83 0.03 0.01

WPo2 2.05 1.35 1.45 1.44 0.09 0.01

SC

WSe2 2.68 2.30 2.34 2.33 0.02 0.01

WTe2 2.08 1.61 1.66 1.65 0.04 0.01

WPo2 1.83 1.08 1.19 1.18 0.11 0.01

WLv2 1.90 0.00 0.91 0.82 0.82 0.09

D. Density Variables of Spin-Current DFT

In the following, we report on calculations that quan-
tify the accuracy of the CPKS approach to reproduce
the effect of SOC on the two-component complex density
matrix, through density variables of SCDFT: i) the elec-
tron density ρ, and ii) the spin-current density Jz. The
density variables are for calculations employing the LC,
rather than SC, potential so as to present results that
are more strongly influenced by contributions originat-
ing from valence orbitals (therefore for WSe2, WTe2 and
WPo2).

1. The Electron Density

Fig. 3 reports on calculations of the effect of SOC
on the electron density in WSe2, WTe2 and WPo2, as
determined by different approaches (2c-SCF, and CPKS).
In first order, the PT1 density ρPT1 coincides with the
scalar-relativistic density ρ1c, because the real part of
diagonal blocks of the first-order perturbed density are

vanishing, from Eq. (39). On the other hand, these same
blocks of the perturbed density do not vanish, with the
PT2′ approach, so that the ρPT2′ provides a description
of the effect of SOC on the electron density.

We report the quantity ∆ρSOC = ρ2c − ρ1c providing
the total effect of SOC on ρ, as well as the difference
of CPKS and 2c-SCF values ∆ρPT2′−2c = ρPT2′ − ρ2c.
The figure provides electron density data on two distinct
planes, being i) the plane containing the chalcogen atoms
(upper panels) and ii) the plane containing the tungsten
atoms (bottom panels). Generally speaking, the plots
show that ∆ρPT2′−2c is always smaller than ∆ρSOC, and
∆ρSOC as well as ∆ρPT2′−2c are always largest on the
plane containing the tungsten atoms. The maxima of
∆ρPT2′−2c is smaller than the one for ∆ρSOC, by a fac-
tor of about 3 (chalcogen plane for WSe2, tungsten plane
for WTe2 and WPo2) to about 9 (chalcogen plane for
WTe2 and WPo2) with larger values of ∆ρPT2′−2c in
the core, rather than bonding, region of the atoms. In
the case of WSe2, visible differences remain at the PT2′

level, but these are very small in value (on the order of
10−5 e/bohr3). To further quantify the differences, den-
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FIG. 2: Electronic band structures of the tungsten dichalcogenide 2D systems, at the scalar-relativistic (black dashed lines)
level, and including SOC, both through first- or approximate second-order PT (PT1 in turquoise and PT2′ in magenta), or the
reference 2c-SCF (in blue). Close-up views on the occupied and virtual levels are also provided for each system.

sity profiles in WTe2 are provided along the W-W and
W-Te directions in bottom right panels of Fig. 3. The
profiles confirm that ∆ρPT2′−2c has a peak close to the

core of the W atom (at distance of about 0.5 Å from the
W nucleus) and smaller values in the bonding regions.

2. The Spin Current Density

We now discuss the accuracy of the PT approach to re-
produce spin-current densities of the tungsten dichalco-
genide series. In the case of Jz = J↑−J↓ the z-component
spin-current density represents the local velocity field for
transport of spin-magnetization mz (and similar for Jx

and Jy being the velocity fields for transport of mx and
my). Our calculations reproduce all three Jx, Jy and Jz

with similar accuracy, and we therefore report on results
of only Jz for sake of brevity.

The results of the calculations on WSe2, WTe2 and
WPo2 with the LC potentials are reported in Fig. 4. At

variance with the electron density ρ, the spin-currents Jx,
Jy and Jz are not vanishing in first-order, but are van-
ishing for scalar-relativistic calculations (i.e. in zeroth-
order), and we correspondingly report three maps (total
2c-SCF Jz on the left panels, ∆JzPT1−2c = JzPT1 − Jz2c
on the middle panels and ∆Jz

PT2′−2c = Jz
PT2′

− Jz2c on

the right panels). The maps of ∆JzPT1−2c and ∆Jz
PT2′−2c

share a common color scale. With Jz being a vector field,
here the color intensities represent the vector magnitude
|Jz|, while the arrow lengths and directions reflect the
vector projection of Jz onto the planes that contain the
chalcogen atoms (upper panels) and the tungsten atoms
(lower panels). The z Cartesian direction is perpendic-
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FIG. 3: Effect of SOC on the electron density ρ of WSe2, WTe2 and WPo2. For each of the three systems, 2D maps are
reported on two planes: the plane of the chalcogen atoms (top panels) and the plane of the W atoms (bottom panels). For
each system and each plane, two quantities are mapped: the effect of SOC on the electron density ∆ρSOC = ρ2c − ρ1c (left
panels) and the difference between the PT2′ density and the reference 2c one ∆ρPT2′−2c = ρPT2′ − ρ2c (right panels). The
bottom right panels show electron density profiles of WTe2 along W-W (left) and W-Te (right) directions: upper panels report
the profile of the total density ρSOC obtained from the reference 2c calculation while bottom panels report profiles of ∆ρSOC

(blue) and ∆ρPT2′−2c (yellow) defined above, along with profiles of ∆ρPT2′
SOC = ρPT2′ − ρ1c (pink).

ular to the plane, and the Jz vectors are found in the
figures to form circular orbits in the planes. The arrows
are not visible in the difference maps, indicating that
the CPKS approach provides very accurate orientations
for the spin-current densities. Colors, on the other hand
are visible, but are about two (in the case of WSe2 and
WTe2) to about one (in the case of WPo2) orders of mag-
nitude smaller than the total Jz, indicating that also the
vector magnitude |Jz| is well reproduced by all CPKS cal-
culations. The PT2′ treatment usually improves over the
PT1 treatment, as the maps of ∆Jz

PT2′−2c usually have

color intensities that are smaller than those of ∆JzPT1−2c.

The only exception is for the map of Jz in the plane
containing the tungsten atoms for the lightest element
system WSe2, where more intense colors are visible in
the core region of tungsten atoms. In this case (W-plane
of WSe2) even though the PT2′ treatment worsens the
description of spin-current densities in inner shells, the
differences remain very small (around two orders of mag-
nitude smaller than the total Jz), and the agreement is
improved for the description of Jz in the valence region,
because darker colors are observed in the region separat-
ing the tungsten atoms.

V. CONCLUSIONS

A previously proposed molecular non-canonical
coupled-perturbed Kohn-Sham density functional theory

(KS-DFT)/Hartree-Fock (HF) treatment for spin-orbit
coupling has been generalized to infinite periodic sys-
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FIG. 4: Effect of SOC on the spin-current density Jz of WSe2, WTe2 and WPo2. The color intensities represent the magnitude
|Jz|, while the arrow lengths and directions reflect the vector projection of Jz onto the plane. For each system and each plane,
three quantities are mapped: the effect of SOC on the spin-current density Jz (left panels), the difference between the PT1
spin-current density and the reference 2c one ∆JzPT1−2c = JzPT1 − Jz2c (middle panels), and finally ∆JzPT2′−2c = JzPT2′ − Jz2c
(right panels).

tems. Explicit expressions have been provided for the
total energy through 3rd-order, which satisfy the 2N
+ 1 rule (i.e. requiring only the 1st-order perturbed
wave function for its computation). Satisfaction of the
2N + 1 rule has been achieved for periodic systems by
partitioning the key matrices in terms of components
that transform with even and odd parity upon inversion
in reciprocal space (k → −k). Second-order corrections
to the perturbed wave function (and one-electron prop-
erties) are calculated at the uncoupled-perturbed level of
theory (and this approximation has been justified on the
well-characterized diatomic halogen series of molecules).

The perturbation-theory approach has been validated
for calculating the total energy, electronic band struc-
ture and density variables of spin-current DFT on the
tungsten dichalcogenide hexagonal 2D series (i.e. WSe2,
WTe2, WPo2 and WLv2), including challenging 6p and
7p elements. The computed properties through second-
or third-order match well with those from reference two-
component self-consistent field (2c-SCF) calculations.
For total energies, E(3) is found to consistently improve
the agreement against the 2c-SCF values. For electronic
band structures, visible differences w.r.t. 2c-SCF remain
through second-order in only the single-most difficult
case of WLv2. As for density variables of spin-current
DFT, the perturbed electron density, being vanishing in
first-order, is the most challenging for the perturbation
theory. Visible differences in the electron densities are,
however, found to be largest close to the core region of
atoms and smaller in the valence region relevant to chem-
ical bonding. Perturbed spin-current densities, on the
other hand, are well-reproduced in all tested cases. Our
coupled-perturbed approach thus provides an accurate
alternative to 2c-SCF, with potential for over an order
of magnitude savings in computation times. Moreover,
it constitutes a convenient starting point for future im-
provements to treat multi-reference systems, where an
ensemble treatment would be necessary. Explicit com-
parison on computational efficiency and scaling will be
presented in a Part IV paper.

VI. ASSOCIATED CONTENT

Supporting Information Available: See electronic sup-
porting information at (link) for the full derivation of
Eqs. (41), (43) and (44). Full input decks for the calcu-
lations on the tungsten dichalcogenides, Figs. S1-S3 on
validation of the PT2’ approximation, and Table S1 with
raw energy data on the tungsten dichalcogenides.
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Appendix A: Virtual-Occupied Blocks of the
Second-Order Matrix of Orbital Rotations

The simultaneous non-canonical solution of Eqs. (16)
and (21) yields, for the virtual-occupied (VO) blocks:

U
σ′σR(2)
V O (k) =

1

ε
σ′(0)
V (k)− εσ(0)O (k)

{∑
C

∑
σ′′

[∑
O′

U
σ′σ′′C(1)
V O′ (k) G

σ′′σC(1)
O′O (k)

−
∑
V ′

G
σ′σ′′C(1)
V V ′ (k) U

σ′′σC(1)
V ′O (k)

]
−G

σ′σR(2)
V O (k)

}
= −

[
U
σσ′R(2)
OV (k)

]∗
(A1a)

and:

U
σ′σI(2)
V O (k) =

1

ε
σ′(0)
V (k)− εσ(0)O (k)

{∑
C

∑
C′ 6=C

∑
σ′′

[∑
O′

U
σ′σ′′C(1)
V O′ (k) G

σ′′σC′(1)
O′O (k)

−
∑
V ′

G
σ′σ′′C(1)
V V ′ (k) U

σ′′σC′(1)
V ′O (k)

]
−G

σ′σI(2)
V O (k)

}
= −

[
U
σσ′I(2)
OV (k)

]∗
(A1b)

To obtain Eqs. (A1a) and (A1b), we insert Eqs. (25)-
(28) into Eq. (21).

Appendix B: Lagrange-Multipliers in Second Order

Inserting Eqs. (26) (29a), (29b), (A1a) and (A1b)
into Eq. (21) provides the following set of non-canonical
second-order Lagrange multipliers:

E
σσ′R(2)
OO′ (k) = G

σσ′R(2)
OO′ (k) +

∑
C

∑
σ′′

∑
V

×
[1

2
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)
U
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]
,(B1a)

and:

E
σσ′I(2)
OO′ (k) = G

σσ′I(2)
OO′ (k) +

∑
C

∑
C′ 6=C

∑
σ′′

∑
V

×
[1

2

(
ε
σ(0)
O (k)− εσ

′(0)
O′ (k)

)
U
σσ′′C(1)
OV (k)U

σ′′σ′C′(1)
V O′ (k)

+
(
ε
σ′′(0)
V (k)− εσ(0)O (k)

)
U
σσ′′C(1)
OV (k)U

σ′′σ′C′(1)
V O′ (k)

]
,(B1b)

where we have introduced:

E
σσ′(2)
OO′ (k) = E

σσ′R(2)
OO′ (k) + E

σσ′I(2)
OO′ (k) (B2)

Exactly analogous expressions can also be worked out for

E
σσ′(2)
V V ′ (k).
Appendix C: Direct-Space Perturbed Density

Matrix in First and Second Orders

Inserting Eq. (37b) into Eq. (38) provides:

Pσσ′(1)(g) =
1

Ω

∫ ′
dk
{
eık·gCσσ(0)(k)fσ(k)

[
Uσσ′(1)(k)
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Uσσ′(1)(−k)

]† [
Cσ′σ′(0)(−k)

]†
+ eık·gCσσ(0)(k)Uσσ′(1)(k)fσ′(k)

[
Cσ′σ′(0)(k)

]†
+ e−ık·gCσσ(0)(−k)Uσσ′(1)(−k)fσ′(−k)

[
Cσ′σ′(0)(−k)

]† }
(C1)
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Now, to relate elements at k and −k, we also require:

fσ(k) = fσ(−k) (C2)

which follows directly from Eq. (32b) since, in pure-state GKS-DFT calculations, degenerate bands must have the
same occupation. Then, inserting Eqs. (32a), (32b) and (35) into Eq. (C1) gives, after combining complex-conjugates:
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(C3)

In second order, an expansion of the CO coefficients of Eq. (36) using Eq. (14) provides:
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]†
(C4)

Then, proceeding as in Eqs. (C1) and (C3), using Eqs. (29a), (29b), as well as Eqs. (A1a) and (A1b), provides:
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