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Abstract

FLASH radiotherapy (RT) is an emerging technique characterized by single
ultra-high dose-rate irradiation delivering therapeutic doses in less than 200 mil-
liseconds. Preclinical studies have demonstrated that such irradiation profoundly
alters the radiobiological response of tissues, achieving tumor control comparable
to conventional RT while offering greater protection to healthy tissues.

In conventional RT, ionization chambers are the most commonly used beam
monitoring devices. However, they are unsuitable for systematic radiobiological
studies of FLASH irradiation due to the recombination effects at ultra-high dose-
rates. This creates an urgent need to explore novel beam monitoring paradigms
capable of supporting the unique demands of FLASH RT.

The INFN FRIDA project investigates several aspects posed by the FLASH
effect and its revolutionary potential. Two of these aspects are the focus of this
thesis: the exploration of innovative solutions based on solid-state technologies
- specifically silicon, diamond, and silicon carbide (SiC) - for beam monitoring
applications, and the modification of an ELEKTA LINAC SL18 linear accelerator
at the Department of Physics, University of Turin (UNITO). This modification
enables the LINAC to deliver electron beams at FLASH RT dose-rates, which
were characterized in terms of beam output stability, pulse constancy, and beam
flatness.

Various geometries of silicon sensors (strips, pads, and large segmented PIN
sensors) coupled with multichannel front-end electronics readout systems were
characterized under conventional and UHDR electron beams at the ELEKTA
LINAC in Turin and the ElectronFLASH machine in Pisa, as well as under
conventional proton beams at the CNAO National Hadrontherapy Center. Their
response as a function of dose-per-pulse and bias voltage was evaluated.

Furthermore, a polycrystalline CVD diamond (pCVD) sample was studied
and characterized under electron beams from the ELEKTA LINAC. Finally, SiC
sensors, extensively tested on UHDR beams at Pisa, were also exposed to the
electron beams from the LINAC to conduct comparative performance analyses
of silicon and SiC detectors under identical experimental conditions.

The SiC sensors utilized in this work were manufactured by SenSiC STLab, a
partner in this Ph.D. project. These sensors can be configured with a “ freestand-
ing membrane” by removing the substrate through selective electrochemical
doping etching.

These devices were also studied beyond their FLASH RT applications, where
SiC emerges as an ideal candidate for detection in harsh environments, requir-
ing sensors to withstand high particle irradiation and/or elevated operating
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temperatures.
For instance, this thesis includes a study on the radiation tolerance of SiC

sensors to multiple damaging processes - both at room temperature and high
temperatures - using the ion microprobe chamber installed at the Ruder Bošković
Institute (Zagreb, Croatia), which allowed small areas within the same device to
be exposed to different ion beams.

Additionally, I report on their potential use for X-ray beam position moni-
toring (XBPM), as an alternative to conventional beam intensity monitor (BIM)
technologies which face numerous challenges, including diffraction effects, low
signal strengths, non-uniform transparencies, and lack of position information.
This study explores the potential of very thin SiC free-standing membranes as
in-line, minimally-interfering beam position monitors with high lateral resolution
for hard X-ray beamlines.

IV



V



VI



Contents

Nomenclature IX

1 Thesis outline 1

2 FLASH radiotherapy and beam monitor technologies 3
2.1 Charged Particle Radiotherapy . . . . . . . . . . . . . . . . . . . . 3
2.2 FLASH Radiotherapy . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3 Beam monitor technologies . . . . . . . . . . . . . . . . . . . . . . 6
2.4 FRIDA project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 UHDR beams facilities . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.5.1 Elekta SL18 LINAC . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.2 ElectronFlash LINAC . . . . . . . . . . . . . . . . . . . . . . 13

3 Charged particles detection 17
3.1 Semiconductor physics . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.1.1 Charged particle interaction . . . . . . . . . . . . . . . . . . 21
3.1.2 The p-n diode junctions . . . . . . . . . . . . . . . . . . . . 23
3.1.3 Reverse-Biased Detectors . . . . . . . . . . . . . . . . . . . 26

3.2 Silicon detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 Diamond detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 SiC detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Modification of a LINAC Elekta SL18 for UHDR beam delivery 35
4.1 LINAC Elekta SL18 description . . . . . . . . . . . . . . . . . . . . 35
4.2 Upgrade description . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.2.1 Hardware and software modification . . . . . . . . . . . . 38
4.2.2 Silicon Sensors for Beam Monitoring . . . . . . . . . . . . . 39
4.2.3 Dosimetric Measurements . . . . . . . . . . . . . . . . . . . 40

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.1 Beam pulse characterization . . . . . . . . . . . . . . . . . . 42
4.3.2 Dosimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.4 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . . . . 48

5 Silicon: Characterization of silicon sensors on FLASH electron (and
proton) beams 51
5.1 Sensors and readout electronics description . . . . . . . . . . . . . 51

5.1.1 Strip segmented silicon sensors from MoVe-IT production 52
5.1.2 Pad sensors from exFlu production . . . . . . . . . . . . . . 53

VII



5.1.3 Front-end electronic readout . . . . . . . . . . . . . . . . . . 54
5.2 First characterization on conventional electron beams from LINAC

Elekta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 First experimental validation of silicon-based sensors for monitor-

ing UHDR electron beams . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . 64
5.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.4 Segmented silicon sensor on electron and proton beams . . . . . . 77
5.4.1 Spatially Fractionated Radiotherapy . . . . . . . . . . . . . 77
5.4.2 Characterization of conventional electron and proton beams 78
5.4.3 TERA charge measurements in FLASH conditions . . . . . 84
5.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6 Diamond: Characterization of CVD diamond detectors with FLASH
electron beams 87
6.1 Materials and methods . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7 SiC: from FLASH radiotherapy to other harsh environments applica-
tions 93
7.1 SiC for monitoring FLASH beams . . . . . . . . . . . . . . . . . . . 94
7.2 Simultaneous measurements of SiC and Si detectors (and plastic

scintillator) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.3 Radiation hardness study of Silicon Carbide sensors under high-
temperature proton beam irradiations . . . . . . . . . . . . . . . . 104
7.3.1 Materials and Methods . . . . . . . . . . . . . . . . . . . . . 106
7.3.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . 110
7.3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.4 SiC free-standing membranes as XBPM detectors . . . . . . . . . . 116
7.4.1 Materials and methods . . . . . . . . . . . . . . . . . . . . . 118
7.4.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . 120
7.4.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8 Conclusions 129

VIII



Nomenclature

ADR Average Dose-Rate
ALLS Absolute On-Line Dosimetry of Electron Beams in FLASH Regimen
AM Advanced Markus
BIM Beam Intensity Modulation
BPM Beam Position Monitor
CCE Charge Collection Efficiency
CCD Charge Collection Distance
CMP Comparator
CNAO Centro Nazionale di Adroterapia Oncologica
CONV Conventional
CPP Charge Per Pulse
CPFR Centro Pisano Flash Radiotherapy
DDS Dose Delivery System
DPP Dose-Per-Pulse
DR Dose-Rate
EBRT External Beam Radiation Therapy
EF ElectronFlash
ESRF European Synchrotron Radiation Facility
FBK Fondazione Bruno Kessler
fD FlashDiamond
FRIDA FLASH Radiotherapy with hIgh Dose-rate particle beAms
FWHM Full Width Half Maximum
HP High Power
IAEA International Atomic Energy Agency
IBIC Beam Induced Charge Technique
IC Ionization Chamber
IDR Instantaneous Dose-Rate
INFN National Institute of Nuclear Physics
IORT Intraoperative Radiotherapy
LGAD Low-Gain Avalanche Diodes
LINAC Linear Accelerator
LP Low Power
MBRT Minibeam Radiotherapy
MLC Multi-Leaf Collimators

IX



MRT Microbeam Radiotherapy
MU Monitor Units
MV Methyl Viologen
NTCP Normal Tissue Complication Probability
OAR Exposure to Organs at Risk
OSLDs Optically Stimulated Luminescence Detectors
OTA Operational Transconductance Amplifier
PCC Pulse Counter
PDD Percentage Depth Dose
PFN Pulse-Forming Network
PG Pulse Generator
PMMA Polymethyl Methacrylate
PVD Physical Vapor Deposition
PVDR Peak-to-Valley Dose Ratio
QA Quality Assurance
rXBPM Resistive-XBPM
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Chapter 1

Thesis outline

My activity is part of the INFN FRIDA project, which focuses the research on
innovative techniques for the use of ionizing radiation for therapeutic purposes.
Specifically, I have studied three solid-state technologies (silicon, diamond, and
SiC) as potential solutions for monitoring ultra-high dose-rate (UHDR) beams,
which find application in FLASH radiotherapy. Additionally, in collaboration
with the industrial partner SenSiC STLab, I explored two aspects related to SiC
detectors: the radiation hardness of these devices and their application as X-ray
Beam Position Monitor (XBPM).

In Figure 1.0.1, I have graphically represented the topics covered in this thesis.

Figure 1.0.1: Schematization of the thesis content. Within the framework of the FRIDA project,
the activities include the upgrade of the Elekta LINAC and the study of Si, diamond, and SiC as
beam monitors for FLASH. In collaboration with SenSiC STLab, I also investigated SiC for X-ray
beam monitoring applications and explored its radiation hardness.

A summary of the chapters included in this thesis, along with the publications
in which the results of my work are presented. These include two journal articles
and two conference proceedings as first author, as well as three co-authored
journal articles.

Chapter 2 discusses the state-of-the-art of FLASH radiotherapy, the beam
monitoring technologies currently used and proposed for this innovative form
of radiotherapy, as well as a description of two FLASH beam facilities where I
conducted measurement campaigns (Elekta LINAC in Turin and ElectronFLASH
in Pisa). In preparation for the following chapters, in Chapter 3, I provide a
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1. Thesis outline

description of the functioning of semiconductor detectors, with a particular focus
on the three technologies central to my PhD project (silicon, diamond, and SiC).

Before describing the results obtained with solid-state detectors, the modifica-
tions made to the ELEKTA LINAC at the Department of Physics in Turin, aimed
at delivering UHDR beams, are presented in Chapter 4, and are also published
in a co-authored paper (Deut U. et al., “Characterization of a modified clinical linear
accelerator for ultra-high dose-rate electron beam delivery” [1]).

Afterwards, Chapter 5 presents the results obtained from my work on silicon
detectors. Here I focused on the characterization of silicon sensors and testing
their performance under electron (both conventional and FLASH) and proton
beams. The most significant results from these campaigns are reported in a
paper (Medina E. et al., “First experimental validation of silicon-based sensors for
monitoring Ultra High dose-rate electron beams” [2]) and a proceeding (Medina E. et
al., “Monitoring electron and proton beam profiles with segmented silicon sensors” [3]).

Subsequently, in Chapter 6, I describe the work on a polycrystalline CVD
diamond (pCVD) sample, in collaboration with a team of experts from the De-
partment of Physics. I investigated the feasibility of using this technology for
monitoring UHDR beams. The results of this study are detailed in a proceeding
(Medina E. et al., “Characterization of CVD diamond detector with FLASH electron
beam from modified LINAC accelerator” [4]).

Lastly, Chapter 7 describes my research activities in the field of SiC detectors,
in collaboration with SenSiC STLab (Catania), an industrial partner of my PhD.
In particular, the study of SiC sensor as beam monitor for UHDR beams is
reported in Section 7.1, where the content of two papers of which I am co-author
is reported (Romano F., et al., “First Characterization of Novel Silicon Carbide Detectors
with Ultra-High dose-rate Electron Beams for FLASH Radiotherapy” [5]; Milluzzo G. et
al., “Comprehensive dosimetric characterization of novel silicon carbide detectors with
UHDR electron beams for FLASH radiotherapy” [6]). To confront this technology
with silicon, a comparative performance study of these two technologies under
UHDR beams from the LINAC in Turin is described in Section 7.2.

Not strictly related to the topic of applications for FLASH radiotherapy, I
also studied the radiation hardness of SiC sensors under proton beams at the
Ruder Boskovic Institute (Zagreb, Croatia). The results are reported in Section
7.3, and a paper presents the findings from these measurements (Medina E. et al.,
“Radiation Hardness Study of Silicon Carbide Sensors under High-Temperature Proton
Beam Irradiations” [7]).

While in Section 7.4, I explored the use of SiC devices also for X-ray beam
position monitoring applications. In this regard, I am currently working on a
paper to present these results (Medina E. et al., “Ultra-thin Silicon Carbide free-
standing membranes as beam intensity and position monitors for soft X-ray beamlines”).

To summarize, in Chapter 8 the discussions and the conclusions of all the
research activity described in the thesis is presented.
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Chapter 2

FLASH radiotherapy and beam
monitor technologies

2.1 Charged Particle Radiotherapy
Radiotherapy (RT) plays a crucial role in cancer treatment, with approximately
50% of cancer patients receiving either curative or palliative RT, often in combi-
nation with surgery. It encompasses all methodologies that use radiation for ther-
apeutic purposes, primarily focusing on cancer treatment. It can be divided into
two main branches: External Beam Radiation Therapy (EBRT) and brachytherapy.
Within EBRT, we find several techniques, including superficial X-ray therapy
(also known as orthovoltage), megavoltage electron and photon beam therapy
(using electron linear accelerators), gamma-ray therapy, hadrontherapy (protons
and ions), and intraoperative RT.

When radiotherapy is used to treat tumors, there is a therapeutic window
in which the dose delivered to the patient must be sufficient to achieve a high
Tumor Control Probability (TCP � 0.5) while maintaining a low Normal Tis-
sue Complication Probability (NTCP  0.05). Advances in radiotherapy have
consistently been tied to improvements in dose distribution, which is closely
linked to the performance of accelerators, beam delivery methods, and treatment
planning systems. Between the 1930s and 1950s, progress was made by increas-
ing photon energy, improving the depth of maximum dose penetration, and
reaching the megavoltage range, which significantly enhanced patient survival
rates. However, despite the ongoing advancements in photon-based RT, the
physical limitations of photon beams prevent avoiding high doses in the tissue
regions both before and beyond the tumor, as illustrated in Figure 2.1.1. Particle
therapy exploits the Bragg peak phenomenon to concentrate the maximum dose
within the tumor while minimizing exposure to surrounding healthy tissues.
As a result, particle therapy delivers targeted radiation to tumors and nearby
areas, reducing the overall radiation dose to healthy tissues and theoretically
minimizing collateral damage.
As of the end of 2021, approximately 325000 patients worldwide had been treated
with particle therapy, primarily using protons (280000) and carbon ions (42000)
[9]. Although the number of centers offering treatment with light ions (mainly
protons) has increased over the past decade, its growth remains limited compared
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2. FLASH radiotherapy and beam monitor technologies

Figure 2.1.1: Depth dose curves for radiotherapy. Dose distributions as a function of depth in
water shown for various clinical radiation beams. [8]

to conventional RT, mainly due to the high costs involved. For instance, the con-
struction of a proton therapy center can range from 20 million for a single-room
setup to over 225 million for multi-room facilities, making them some of the most
expensive medical devices ever built. In comparison, facilities for conventional
RT, like IMRT, are far less expensive to establish.

2.2 FLASH Radiotherapy
Technological advancements in imaging technology and RT delivery methods
have significantly increased patient survival rates and improved the precision
in delivering doses to tumor targets with minimal exposure to organs at risk
(OAR) and the reduction of side effects. Some hypofractionated treatments (e.g.,
stereotactic RT) have demonstrated that very high doses in a single treatment
or in a few fractions greatly increase the overall survival probability. However,
patients may still experience severe toxicity from RT treatment.

An aspect of radiotherapy currently under extensive study is the radiobiologi-
cal response occurring at ultra-high dose-rates (UHDR). Studies related to the
reduction of cell death at extremely high doses began around 1960-1980 [10, 11],
when it was observed, for example, that there was a sparing of intestinal cell
death in mice, when exposed to such levels of radiation. Since 2014, thanks to the
work of Favaudon [12], interest in this area has resurfaced, and research activity
in the field has surged.

Unlike conventional clinical dose-rates (CONV), which range from 0.01 to
0.40 Gy/s, UHDR RT was initially implemented through microsecond pulses
of electrons (at 5 MeV energy) with intra-pulse dose-rates between 106 and 107

Gy/s, an average dose-rate over time exceeding 40 Gy/s, and a duty time of
less than 500 ms [13]. Table 2.1 compares the beam temporal characteristics of
UHDR and conventional radiation therapy using electrons, while Figure 2.2.1
(a) illustrates different interpretations of dose-rate, defined over the course of an
entire treatment, one fraction, or within a single pulse.
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2. FLASH radiotherapy and beam monitor technologies

Beam Characteristics CONV UHDR
Dose-per-pulse (Dp) ⇠ 0.4 mGy ⇠ 1 Gy

Dose-rate: Single Pulse (Ḋp) ⇠ 100 Gy/s ⇠ 105 Gy/s
Mean dose-rate: Single Fraction (Ḋm) ⇠ 0.1 Gy/s ⇠ 100 Gy/s

Total Treatment Time (T) ⇠ days/minutes < 500 ms

Table 2.1: Typical temporal beam characteristics for conventional (CONV) and UHDR using
electrons.

The use of this type of treatment has shown a significant reduction in normal
tissue toxicity in various organs while maintaining at least equivalent levels of
tumor control. This phenomenon is recognized in the literature as the “FLASH
effect”. This effect theoretically allows for a drastic mitigation of adverse reactions
to aggressive RT treatments even with limited geometric conformity, and/or the
extension of the prescribed dose to unprecedented levels of tumor control.

Figure 2.2.1 (b) shows the trends of TCP, normal tissue complications (NTC),
and tumor control without normal tissue complications (TC without NTC) for
both conventional and FLASH therapies. The therapeutic window, which is the
dose range optimized to ensure an effective and safe treatment, is located at the
peak of the TC without NTC curve. This window expands in the case of FLASH
treatment.

(a) (b)

Figure 2.2.1: (a) Dose-rate schemes in radiation therapy indicating different interpretation of
dose-rates [13]. (b) Illustration of the dependence of tumor control probability (TCP, green) and
normal tissue complication probability (NTCP, red) on dose for conventional (solid lines) and
FLASH (dashed lines) radiotherapy. The maximum of the TCP without NTCP curve (blue) defines
the therapeutic window [14].

Recent research into FLASH-RT has highlighted its association with biological
effects linked to oxygen, although the brief exposure duration complicates direct
evidence gathering [15]. Consequently, the exact biological mechanisms behind
FLASH-RT remain incompletely understood and sometimes contradictory. These
mechanisms encompass physical-chemical hypothesis (i.e. oxygen depletion, the
Fenton effect, free radical recombination) and biological mechanism (i.e. stem
cell response, immune modulation, and vascular effects). The oxygen depletion

5



2. FLASH radiotherapy and beam monitor technologies

hypothesis, for example, is explained as follows: tissues rich in oxygen exhibit
greater radiosensitivity compared to hypoxic tissues under the same irradiation
conditions. Considering the extremely brief duration of a FLASH beam (on the
order of microseconds), tissue oxygen is depleted and not replenished in time
by surrounding blood. This temporary lack of oxygen may be one reason for the
protection of healthy tissues compared to conventional therapy. Indeed, hypoxia
is believed to lead to radiation resistance when exposed to very high dose-rates
[16]. However, increasing evidence suggests that the oxygen depletion hypothesis
alone cannot fully explain the protective effect of FLASH-RT on normal tissues.

Current studies have not fully elucidated these mechanisms, necessitating
further investigation to clarify the true mechanisms of FLASH-RT and determine
their respective contributions.

It is not yet known whether the FLASH effect depends on the type of radiation
that activates it [17]. It has been observed with photons and protons, but most
preclinical studies showing this effect have used electron beams generated by
dedicated or modified LINACs, with energies not exceeding 20 MeV, energy
levels suitable only for the treatment of superficial tumors. Numerous in vivo
radiobiological experiments with ultra-high dose-rate electron beams have been
conducted on various species including small rodents, developing organisms,
and large mammals on clinical endpoints [18, 19, 20]. The expected sparing effect
has been observed on normal cells at ultra-high dose-rates, as well as an effect on
tumor tissues comparable to conventional RT.

Studies have also been conducted with proton beams at ultra-high doses. In
this case, research has been performed employing pulses from an RF accelerator
and also with laser-accelerated protons. Recent technological developments have
been investigated by several groups aiming to harness the potential modern
clinical proton therapy facilities in the context of FLASH RT. Current pencil beam
scanning systems are already capable of delivering high doses, reaching up to
thousands of Gy/s, presenting a promising environment for future research and
potential rapid clinical translation. Advancements in diagnostic capabilities and
beam dosimetry will be crucial for moving forward.

The potential use of very high-energy electron (VHEE) beams for radiother-
apy was first proposed in 2000 [21]. Studies conducted so far have demonstrated
several advantages: VHEE beams can penetrate up to 40 cm into tissues, mak-
ing them ideal for treating deep-seated tumors, even in the FLASH RT regime.
Additionally, they offer precise penumbra and are less sensitive to tissue inhomo-
geneities compared to X-rays and protons, allowing for more controlled delivery
of conformal doses to lesions near tissues of varying densities. Clinical prototypes
for VHEE RT machines are still under development [22, 23].

2.3 Beam monitor technologies
To achieve global consensus on the FLASH method, in vivo biological validations
are required. However, the reliability and precision of current experimental
studies are limited by the lack of traceable active detectors.
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2. FLASH radiotherapy and beam monitor technologies

In conventional therapy, the beam monitor consists of a set of transmission
ionization chambers that cover the entire beam cross-section. These chambers
are designed to monitor the delivered dose, dose-rate, and other operational
parameters such as beam homogeneity and symmetry. The collected charge is
monitored during irradiation and quantified in terms of “Monitor Units” (MU),
where one MU corresponds to 1 cGy under standard reference conditions. Once
the predefined number of MUs is reached in the primary chamber, irradiation
is interrupted. A secondary chamber is used for redundancy and safety during
treatment.

Ionization chambers are also employed for LINAC commissioning in radio-
therapy and for quality assurance (QA). Due to their simplicity and robustness,
they offer several advantages, including ease of use and resistance to aging, even
after years of irradiation. Figure 2.3.1 shows a picture of an ionisation chamber
used in Varian TrueBeam.

Figure 2.3.1: Kapton monitor chamber (P/N100029495-02) used in Varian TrueBeam [24].

Historically, several efforts have been made in the field of ionization chambers
by the medical physics group in Turin. For instance, Figure 2.3.2 illustrates the
MATRIX3 segmented ionization chamber, developed by the TERA Foundation
(INFN of Turin), which enables the acquisition of a two-dimensional map of a
clinical beam. Additionally, the ionization chambers developed by the Turin
group in collaboration with the Fondazione CNAO (the Centro Nazionale di
Adroterapia Oncologica) are currently used in the dose delivery system (DDS)
to monitor and guide ion beams accelerated by a dedicated synchrotron and to
distribute the dose with a full 3D scanning technique [25, 26].

However, FLASH irradiations lead to radical changes in beam characteristics,
delivery time structure, and, most importantly, in both the average and instanta-
neous dose-rates. This highlights the limitations of ionization chambers. These
chambers cannot be used for ultra-high dose-rates because of the high recombi-
nation rate, which depends on the amount of charge created per unit volume and
time, i.e., the dose-rate to be measured. Furthermore, ionization chambers require
tens of microseconds to collect the charges (30–300 µs for air gaps between 0.5 to
5 mm), making them too slow to monitor a pulsed FLASH beam, which delivers
tens of Gy in a few microseconds. This situation underscores the need for new
monitoring devices, which are crucial for conducting preclinical studies on the
biological mechanisms supporting the effectiveness of FLASH therapy.

Currently, in FLASH radiotherapy (FLASH-RT), passive detectors such as
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Figure 2.3.2: Schematic view of the MATRIX pixel ionization chamber [27, 28].

alanine, radiochromic films, thermoluminescent dosimeters (TLDs), and methyl
viologen (MV) are employed. These detectors are characterized by dose-rate
linearity (dose-rate independence) and have been successfully used for dosimetry
in small fields (TLD, film, and alanine). However, the evaluation procedure
for passive detectors is complex, time-consuming (requiring post-irradiation
processing and calibration for each batch), and labor-intensive. Moreover, the
associated uncertainties can be significant if the evaluation process is not well-
defined (for the alanines an accuracy of 2%-7% for doses larger than 10 Gy is
reported in [29]).

Some studies have focused on reducing the reading time to optimize alanine
measurements, aiming for rapid and accurate dosimetry in FLASH RT [30].
Nevertheless, despite the robustness and reliability of these devices, the lack of
real-time information limits their use as beam monitors in the context of future
clinical translation.

Among the active detectors that can meet this need are: adapted ionization
chambers (ICs), silicon, diamond, and silicon carbide (SiC) detectors.

With regard to ionization chambers, corrections are necessary when im-
plemented under ultra-high dose-rate beams due to ion recombination, a phe-
nomenon that has been extensively studied [31]. Several methods exist to cal-
culate the ion recombination factor ks - and thus chamber collection efficiencies
1/ks - for ICs [32]. First of all, analytical recombination models developed by
Boag et al [33] have been studied, which take into account the fraction of charge
measured by the chamber as result of the collection of free electrons before they
attached to neutral oxygen molecules. However, for high dose-per-pulse IORT
beams, this standard recombination correction technique could overestimate
the recombination factor by 20%. As such, Di Martino et al [34] developed a
high dose-per-pulse specific analytical recombination models for Intraoperative
Radiotherapy (IORT) applications. Additionally, a logistic model for the recombi-
nation in high dose-per-pulse beams, used by Petersson et al [35], has also been
proposed, investigating the dose-per-pulse from 7 mGy to 15 Gy, determined
through relative methods.
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As an alternative to using correction factors, it is possible to modify the geom-
etry of ionization chambers. One possible instrumental solution, for example, is
the use of small-gap chambers, which enhance the free-electron component (with
higher mobility than the ions produced in air) and reduce the carrier densities in
the gap, thus mitigating the recombination effect [14]. Among these studies, [36]
simulations have shown that the ion recombination factor (ks) for plane-parallel
ionization chambers at 300 V for 5 Gy/pulse is nearly 1 when the electrode
spacing is less than 0.30 mm. Consequently, the authors developed a prototype
ionization chamber with a 0.27 mm gap between electrodes. The prototype was
tested in a real beam, where the charge measured per pulse (in nC) exhibited an
excellent linear response as a function of dose-per-pulse, and the results were in
agreement with the simulation predictions (Figure 2.3.3).
Another possible solution to address the challenges faced by ionization chambers

(a) (b)

Figure 2.3.3: (a) UTIC1 prototype with electrode spacing. (b) Results obtained at PTB in the water
tank for the UTIC1 prototype at a bias voltage of +250 V. The experimental charge obtained as a
function of dose-per-pulse is depicted. The dashed line corresponds to the expected results from
the simulation. [36]

in FLASH conditions, such as the electric field distortion throughout the sensitive
volume, is to modify the gas inside the chamber. The ALLS (Absolute On-Line
Dosimetry of Electron Beams in FLASH Regimen) chamber [37] was designed
using noble gases and by adjusting the pressure, ensuring accurate dosimetry
with an error margin of less than 1% for dose-per-pulse values up to 40 Gy. The
use of a noble gas eliminates recombination issues and ensures that only direct
recombination between positive ions and electrons occurs. This setup allows for
an analytical description of the electric field during the charge collection process.
Unfortunately, these strategies for using ionization chambers in FLASH regimes
are more effective for dosimetry applications rather than as beam-monitor de-
tectors. Distinct challenge for transmission detectors lies in their need for a
fast-feedback signal, which can be problematic due to the timing structure of
UHDR beams.

Some prototypes of 2D transmission ICs have been developed specifically
for FLASH proton beams accelerated by cyclotrons, where the dose-per-pulse
allows their use [38]. However, this becomes problematic for pulsed beams such
as those generated by LINACs for radiotherapy, where the higher doses per
pulse required to achieve comparable average dose rates increase the risk of ion
recombination effects.
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Beam current transformers hold promise for monitoring FLASH electron beams
[31]. However, although commonly used in high-energy physics, these systems
have not yet been applied in clinical environments. This is likely due to their
fixed placement along the beamline, which may not fulfill the ideal requirement
of being positioned beyond the last element that disturbs the beam, their inability
to resolve the beam spatially, and challenges related to their limited dynamic
range for current measurements.

The physical properties of luminescent detectors make them particularly
valuable for FLASH applications. These technologies include thermolumines-
cent detectors (TLDs), optically stimulated luminescence detectors (OSLDs),
organic and inorganic scintillators, and Cherenkov radiation detectors. TLDs
and OSLDs, despite lacking real-time readout capabilities, are highly relevant for
high dose-rate dosimetry due to their remarkable independence from dose rate
[39]. Additionally, TLDs can be fabricated in small or powdered forms, which is
advantageous for small-field dosimetry where high spatial resolution is required.
However, their primary limitation lies in being restricted to point-based mea-
surements. Scintillators also hold great promise in the context of FLASH. Their
rapid rise and decay times, radiation hardness, and high detection efficiency
make inorganic scintillators particularly suitable for applications requiring pre-
cise time resolution. The immediate emission of light, when combined with the
high frame-rate imaging capabilities of modern sensors, enables scintillators to
perform online monitoring of machine output and dose delivery during FLASH
irradiation [40, 41]. Cherenkov radiation detectors have also been investigated
for their potential in FLASH online dose monitoring, notably by Favaudon et al.
[42]. Their study showed that Cherenkov emission scales proportionally with
beam energy, pulse duration, and dose, while avoiding saturation effects. These
findings highlight Cherenkov radiation as a promising candidate for real-time
dose monitoring in both high and low dose-rate scenarios.

My research work has focused on the use of solid-state technology as a poten-
tially useful solution for monitoring ultra-high dose-rate (UHDR) beams.

Among solid-state technologies, diamond has already been extensively stud-
ied, as evidenced by the literature. Diamond detectors offer advantageous prop-
erties such as radiation hardness, high intrinsic resistivity, and high saturated
carrier velocity, making them especially suitable for the high charge density
environment in FLASH RT. They also maintain a high water equivalence in the
sensitive volume in terms of effective atomic number. Additionally, their response
remains stable with respect to the accumulated dose. Nevertheless, challenges
remain in achieving dose-rate linearity in high-intensity electron beams and the
capacity to cover areas of several cm2.

A commercially available synthetic single crystal diamond detector, the mi-
croDiamond from PTW-Dosimetry, has been recently studied under UHDR con-
ditions [43]. The authors investigated the dose-per-pulse in the microDiamond
relative to the reference dose for different sensitive areas and series resistance
introduced directly at the output of the detector. It was observed that saturation
occurs in the commercial microDiamond detector at various dose-per-pulse levels.
The linear range can be extended into the ultra-high dose region by reducing the
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sensitivity and series resistance. Furthermore it has been demonstrated that the
flashDiamond (fD) prototype, proposed by [44], exhibits a linear response across
the entire studied dose-per-pulse range (ranging from 1.2 to 11.9 Gy, by varying
the beam applicator or pulse duration from 1 to 4 µs) as shown in Figure 2.3.4
[45].

Figure 2.3.4: Charge per pulse of the flashDiamond (fD) as a function of the dose-per-pulse
measured by EBT-XD films. The DPP was varied by changing the PMMA applicator (a) and the
pulse duration (b) with 9 MeV electrons [45].

Two alternative solid-state technologies that could be used for this purpose
are silicon and silicon carbide.

Silicon-based devices were initially proposed for dosimetry and beam moni-
toring due to their advanced manufacturing processes, exceptionally high sensi-
tivity (tens of thousands of times greater than ionization chambers with the same
active volume), and rapid response times. Today, silicon detectors devices are
widely used in advanced RT techniques [46] for relative and in vivo dosimetry
and quality assurance (QA) procedures. However, standard silicon, when ex-
posed to ultra-high dose-rates, generate sufficient charge to potentially saturate
both the sensor and the readout system. Efforts to address this challenge have
emerged in the dosimetry of synchrotron microbeam RT, employing thin sensors
to enhance stability and response linearity [47, 48]. Exploiting the performance
of ultra-thin (⇠ 10 µm thick), segmented, and highly polarized silicon sensors
makes them promising candidates for addressing the challenges of monitoring
FLASH beams. Their high sensitivity, exceptional spatial resolution, and the
advantages of well-established manufacturing technology contribute to their suit-
ability for this application [49]. However, several unknowns remain regarding
the use of silicon sensors for ultra-high dose-rate monitoring, including dose-rate
linearity, recombination effects, and radiation resistance, necessitating parallel
exploration of various alternatives.

Silicon Carbide (SiC) could be considered the ideal compromise between the
industrial maturity of silicon and the robustness of diamond, with particularly
high electrical stiffness, high speed of electrical charges, high melting temperature,
high thermal diffusivity and a high industrial maturity. At the start of this project,
preliminary simulations have shown a dose-rate linearity up to 1011 Gy/s on
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X-ray beams for SiC membrane (2 µm thickness).
This thesis explores innovative silicon, diamond, and SiC detectors to identify

necessary improvements for optimizing spatial resolution, dose-rate linearity,
response speed, and radiation hardness in the field of FLASH RT.

2.4 FRIDA project
The FRIDA INFN project addresses several challenges posed by the FLASH effect
and its potential revolution. The aim of the FRIDA project is to contribute to
finding answers to many unresolved questions and to contribute to a definitive
assessment of the feasibility of clinical routine FLASH irradiation for oncology
patients. Among the objectives of FRIDA are contributing to the scientific commu-
nity’s understanding of the mechanism, mastering beam delivery technologies,
and implementing beam monitoring and dosimetry detectors supported by reli-
able treatment planning software. Very high energy electrons (VHEE) will also
play a central role, providing an additional tool for treating deep-seated tumors
that are challenging to address with traditional electrons radiotherapy.

The Medical Physics group of the University of Turin is primarily involved in
the FRIDA project on two fronts:

• Work Package “WP2 - FLASH beam delivery”:
Turin unit is tasked with the modification of a conventional clinical ELEKTA
LINAC (4-18 MeV) of Turin Physics Department (UNITO) and INFN, fully
dedicated to research. The modifications allow delivering electron beams
achieving FLASH RT rates, controlling electron pulses, beam output stabil-
ity, pulse constancy and beam flatness. The upgraded LINAC will be used
to test beam monitors/dosimeters.

• Work Package “WP3 - FLASH beam monitoring & dosimetry”:
The group is involved in the development and characterization of detector
systems based on solid-state technologies for Beam Monitoring and Dosime-
try. In particular the performances of thin silicon and diamond detectors,
and “Free-standing membranes” Silicon Carbide (SiC) detectors, developed
by SenSiC STLab, are studied and compared.

2.5 UHDR beams facilities
Preclinical studies on FLASH have primarily utilized prototype linear accelerators
(linacs) with fixed horizontal electron beams capable of achieving ultra-high dose
rates [12, 50, 51, 19, 52]. Additionally, synchrotron radiation at ultra-high dose
rates has been shown to induce the FLASH effect at the European Synchrotron
Radiation Facility (ESRF) in Grenoble, France [53]. However, these highly special-
ized and expensive research tools are not easily accessible to many researchers in
the field. Researchers at the Stanford University School of Medicine (Stanford,
California, USA) have demonstrated that ultra-high dose rates can be achieved
using a conventional clinical linac for radiotherapy, with technical assistance
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from the linac manufacturer (Varian Medical Systems, Palo Alto, California, USA)
[54]. This procedure was repeated in several conventional LINACs in different
facilities [55, 56, 57, 58, 59]. Similarly, researchers from the Institut Curie (Orsay,
France) have presented a setup enabling FLASH irradiation with protons using
their clinical proton therapy system with pencil beam scanning [60]. However,
proton therapy machines are complex and costly, and to expand the scientific
foundation and explore the benefits of FLASH-RT, simplified research platforms
are necessary.

Table 2.2 provides an overview of various FLASH radiation sources, including
their type, energy, and mean and instantaneous dose rates [61].

During my doctoral research, I conducted experiments with FLASH electron
beams at two facilities: the Elekta LINAC at the Department of Physics in Turin
and the ElectronFlash accelerator in Pisa. Below, I provide further details about
these setups.

Table 2.2: Various FLASH radiation sources with their type, energy, and mean and instantaneous
dose rates.

Source Radiation Energy Mean DR Instantaneous DR
Type (MeV) (Gy/s) (Gy/s)

Kinetron [42] Electrons 4.5 1000 2 ⇥ 107

Varian 21 EX [59] Electrons 9 900 1.7 ⇥ 106

NLCTA [62] VHEEs 120 90 9 ⇥ 1012

ESRF [63] X-rays 0.102 37 1.8 ⇥ 104

HyperScan [64] Protons 230 200 1.3 ⇥ 104

2.5.1 Elekta SL18 LINAC
The LINAC Elekta SL 18 MV was installed in 2016 at the Physics Department
of the University of Turin (UNITO) and is entirely dedicated to research. This
machine can generate both X-rays (up to 18 MV) and electrons (4 - 18 MeV),
delivering the beam in 2 µs pulses at a Pulse Repetition Frequency (PRF) between
6 and 400 Hz. The accelerator head is equipped with multi-leaf collimators (MLC)
and diaphragms that precisely shape the beam, allowing radiation fields from 3 ⇥
3 cm2 to 40 ⇥ 40 cm2 at the isocenter position. The latter corresponds to a distance
of 100 cm from the source, and therefore to a source-to-skin distance (SSD) of
100 cm. It also contains a monitoring system consisting of two independent
ionization chambers (ICs), one acting as the primary reference and the second
as a backup. Chapter 4 of this thesis is entirely dedicated to the description of
this machine and the modifications made to enable the delivery of high dose-rate
beams.

2.5.2 ElectronFlash LINAC
Some of the experiments described in this thesis have been performed at the
LINAC ElectronFlash of the CPFR in Pisa, funded by Fondazione Pisa and
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manufactured by the Italian company SIT-Sordina [65]. Below is a brief history
of this machine.

In 2020, a work has been published [66] about the successfull convertion of
an intraoperative radiation therapy (IORT) accelerator into a FLASH research
machine, drawing inspiration from the work of other groups, such as [55]. The
accelerator, the IORT NOVAC7, operates with four nominal electron energies (3, 5,
7, and 9 MeV) and can achieve a maximum dose-per-pulse of up to 13 cGy/pulse
with a pulse duration of approximately 2.5 µs. The transformation involved a
series of modifications to the collimation system of the clinical accelerator. Passive
applicators of varying lengths were mounted on the accelerator head to modify
the source-to-skin distance (SSD), thereby achieving different doses per pulse.
These applicators are cylindrical PMMA tubes with 5 mm thick walls and internal
diameters up to 10 cm. Utilizing a 7 MeV electron beam (the most commonly
used in clinical practice), four different SSD configurations (100 cm, 50 cm, 7
cm, and 1.6 cm) were tested. Two of these configurations exhibited dose-rates
exceeding 40 Gy/s, with the maximum dose-per-pulse measured being 0.03, 0.3,
3.9, and 18.2 Gy, respectively.

Figure 2.5.1: Four collimation configurations obtained acting on Novac7 collimation system
architecture [66].

Following this successful adaptation, Sordina IORT Technologies S.p.A (S.I.T)
developed and constructed the ElectronFlash accelerators, initially without a gun
triode. The ElectronFlash accelerator is compact (1.315 m ⇥ 2.131 m), allowing
for installation in a standard RT bunker. Three versions were designed, each
offering two different electron energies: 5 and 7 MeV, 7 and 9 MeV, and 10 and 12
MeV. The first version employs the same collimation system as mounted on the
NOVAC7 accelerator head and can achieve maximum average dose-rates of 1500
Gy/s for a 10 cm field and up to 104 Gy/s for small fields (with doses per pulse
up to 40 Gy/pulse). The pulse duration can be adjusted between 0.5 µs and 4
µs in 0.5 µs increments. The beam monitoring system consists of a non-invasive
fluence measurement using toroidal inductors near the exit window and energy
measurement using a pick-up inside the resonant cavity. However, this version
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has two notable drawbacks: the interdependence of key parameters (dose-rate,
dose-per-pulse, and pulse duration), and the slight difference in the electron
spectrum between non-FLASH and FLASH modes.

The updated version of this accelerator was built with a gun triode, as the
one installed at the Centro Pisano Flash Radiotherapy (CPFR) for 7 and 9 MeV
[67] used for the test described below. This improved version can irradiate under
various conditions, such as conventional and FLASH, without altering the energy
spectrum and experimental setup. The electron beam at the exit window has

Figure 2.5.2: SIT ElectronFlash (EF) accelerator of the Centro Pisano Multidisciplinare sulla
Ricerca e Implementazione Clinica della Flash Radiotherapy (CPFR) in Pisa, Italy.

a gaussian shape of around 1 cm FWHM. The uniformity of the dose profile at
the surface of a patient or water phantom is obtained by means of the PMMA
plastic applicators of different lengths and diameters. For a fixed beam current,
the size of the applicator (from 1 to 12 cm diameter) changes the dose-per-pulse
values at the irradiation point. Maintaining the energy spectrum unchanged (i.e.,
keeping the same experimental setup), it is possible to choose among twelve
values of beam current (in the range 1-100 mA at the exit window), and change
the pulse duration (in the range 0.5 - 4 µs) and the pulse frequency (in the range
1-249 Hz). This allows varying each beam parameter of interest for the FLASH
effect investigation, such as dose-per-pulse, pulse duration, average-dose-rate,
instantaneous dose-per-pulse in a wide range, one independently from the others,
minimizing the setup uncertainties.

During the experiments reported in this thesis, the electron beam energy
of 9 MeV and the applicator of 30 mm diameter and 15 cm length were used.
The pulse duration was set at 4 µs, and 10 pulses were delivered in each shot
of the accelerator at a frequency of 1 Hz. A trigger signal, provided by the
accelerator control, was used to synchronize the data acquisition with the beam
pulse delivery.
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Chapter 3

Charged particles detection

3.1 Semiconductor physics
In this section, the functioning of semiconductors is described, with the aim of
understanding how detectors work [68, 69].

Solid materials can be classified based on their electrical conductivity and
resistivity into three main categories: metals, semiconductors, and insulators.
Metals are characterized by high electrical conductivity due to the presence of a
large number of free electrons, allowing efficient current flow. Semiconductors
have intermediate conductivity, which can vary significantly depending on fac-
tors like temperature, impurities, and external conditions; their conductivity can
be enhanced through processes such as doping. Insulators, on the other hand,
exhibit low conductivity and high resistivity, as they lack free charge carriers,
making it difficult for electrical current to flow through them.

Semiconductors can be of two types: elemental semiconductors (such as Si
and Ge) or compounds (inorganic such as CdS, GaAs, CdSe, InP, etc; organic
such as anthracene, dopedpthalocyanines,etc; organic polymers such as polypyr-
role, polyaniline, polythiophene, etc). Most semiconductor-based devices are
composed of elemental semiconductor Si or Ge and compound inorganic semi-
conductors.

This chapter focuses on inorganic semiconductors (especially Si and Ge).
While at low temperatures all electrons remain in their lattice site, at higher

temperatures, thermal energy can provide enough energy to overcome the po-
tential barriers in solid materials, potentially allowing covalent bonds to break.
This can result in the release of valence electrons and the creation of holes, which
are vacancies left by electrons. In semiconductors, both free electrons and holes
contribute to electrical conduction. The energy levels as a function of lattice spac-
ing has been evaluated using quantum mechanics. Considering n the number of
atoms, for N ! • it is possible to describe the system in terms of energy bands:
EV in the valence band edge and EC in the conduction band edge. The bandgap
energy Eg (EC - EV) is the so-called forbidden energy band. At low temperatures,
the valence band is full while the conduction band is empty. As the temperature
increases, electrons in the valence band may have enough thermal energy to
create weak conductivity.

In the case of insulating materials, the band gap is much wider (the probability
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of occupying states in the conduction band is zero), while in conducting materials
the two bands may even overlap. In case of semiconductors the bandgap is
large enough to excite thermally a not negligible fraction of electrons into the
conduction band.

In the case of intrinsic semiconductors, in which the impurities present are
negligible compared to the thermally generated carriers, it is possible to estimate
the density of free electrons n (or holes h) in the equilibrium state. This is obtained
by integrating the carrier concentrations, given by the product of the density of
the N states and the probability of their occupancy in the conduction (or valence)
band. The probability of occupying an electronic state is given by the Fermi-Dirac
function:

F(E) =
1

1 + e
E�EF

k·T
(3.1)

where EF is the Fermi energy, k is the Boltzmann constant and T is the absolute
temperature. If EF is located in the band gap at a distance from both edges of
at least 3kT (as is the case of intrinsic semiconductors where it is close to the
middle of the gap), then the formula 3.1 can be expressed for electrons and holes
as follows:

Fn(E) ' e�
E�EF

k·T (3.2)

Fp(E) = 1 � F(E) ' e�
E�EF

k·T (3.3)

Whereas the density of N states is obtained by considering standing waves in a
unit volume of physical space. Considering the two spin directions, the number
of N(Ekin) states per unit volume in an interval of kinetic energy dEkin around
Ekin is expressed as follows:

N (Ekin )dEkin = 4p ·
✓

2m
h2
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2

E
1
2
kin dEkin (3.4)

where m the effective mass of electrons mn or holes mp respectively, h is Planck’s
constant, and Ekin is kinetic energy.

Considering formula 3.2,3.3 and 3.4 , the density of free electrons n and holes
p are equal to:

n = 2
✓

2pmnkT
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p = 2
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EF�EV

kT (3.6)

where NC and NV rapresent the effective density of state in conduction and
valence bands.

The product n and p depends on the energy gap and it is not dependent on the
Fermi energy. To define the Fermi level in the case of intrinsic semiconductors, it
suffices to consider the number of electrons and holes to be identical (n =p= ni).
Re-elaborating the previous formulas, we obtain:

Ei =
EC + EV

2
+

3kT
4

ln
✓

mp

mn

◆
(3.7)
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Figure 3.1.1: Energy band representation for intrinsic (center) extrinsic n-type (a) and p-type (b)
semiconductors

and introducing in formula 3.5 and 3.6 the intrinsic carrier density ni they become:

n = nie
EF�Ei

kT p = nie
Ei�EF

kT (3.8)

In reality, it is extremely difficult to have a material with so few impurities that
it can be defined as intrinsic. In most cases, the material is doped: specific impuri-
ties are artificially injected into the material. N-type semiconductors are doped
with an excess of electrons in the conduction band, while p-type semiconductors
with an excess of holes in the valence band. Looking at this with the band model,
the replacement of a lattice atom leads to the creation of new energy levels in the
forbidden energy band. In the case of donor-type energy levels (ED), the level is
close to the conduction band, as is the case for phosphorous (EC � ED = 0.045
eV) or arsenic in silicon. At room temperature these states are completely ionised.
Similarly, acceptor-type states (e.g. boron in silicon EA � EV = 0.045 eV) are close
to the valence band and are immediately filled, creating holes in the valence band.
In the case of extrinsic semiconductors, the addition of dopant levels leads to a
shift of the Fermi level compared to intrinsic semiconductors (Ei). From formulas
3.5 and 3.6, setting the electron concentration n in the valence band equal to the
concentration of the ND donors, and p equal to NA, we obtain:

EC � EF = kT ln
NC
ND

EF � EV = kT ln
NV
NA

(3.9)

It is therefore possible to express the electron concentration n and the hole concen-
tration p in an extrinsic semiconductor (n,p) as a function of the concentrations
in the intrinsic case (ni,pi) as follows:

n = nie
EF�Ei

kT p = nie
Ei�EF

kT (3.10)

From this follows the mass-action law:

n · p = ni
2 (3.11)

So far, only the case of a semiconductor in equilibrium has been considered.
In the case of an externally applied electric field or an inhomogeneous distribu-
tion of charge carriers, the so-called drift current and diffusion current are created.
We consider the mobile charge carriers as free particles with an average kinetic
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energy of 3
2 kT and, in the case of electrons, an average velocity at room temper-

ature of 107 cm/s, a mean free path of 10�5 cm, and an average lifetime tc of
approximately 10�12 s.

If an external electric field is present, the charge carriers are accelerated, and
the average velocities of the electrons and holes are:

nn = �q · tc
mn

E = �µnE np =
q · tc
mp

E = µpE (3.12)

where the mobilities µn and µp depend on temperature and doping. If the
electric field is sufficiently high (such that the energy of the electrons and holes is
greater than their thermal energy), then the two velocities become independent
of the electric field and reach saturation values vn,s and vp,s.

On the other hand, ignoring effects related to the presence of an electric field,
an inhomogeneous distribution of free charge carriers (electrically neutral) can be
considered. Choosing a boundary between the two sides where the carriers are
concentrated, the probability that a carrier crosses the boundary from the region
of higher concentration exists and is lower than in the opposite direction. This
movement generates the diffusion current, described by the following equations:

Fn = �Dnrn F p = �Dprp (3.13)

where Fn and F p are the fluxes of electrons and holes, Dn and Dp the diffusion
constants and rn and rp the carrier concentration gradient.

Combining the effects of the two currents just described, the total current
density for electrons and holes can be obtained:

Jn = qµnnE + qDnrn Jp = qµp pE + qDprp (3.14)
Various mechanisms exist for generating free electrons and holes.
One of these is the thermal generation of charge carriers, which is significant

for radiation detector semiconductors because it constitutes an important source
of noise. In some direct semiconductors, the band gap is small enough so that
electrons may be excited directly from the valence band to the conduction band,
thus requiring operation at low temperatures. In others, the probability of direct
excitation is extremely low. For indirect semiconductors, in particular, the energy
required for band-to-band transition is greater than the band gap energy alone
because the maximum of the valence band and the minimum of the conduction
band are located at different momenta.

A second mechanism for charge generation is via electromagnetic radiation,
which is the basis for the operation of photodetectors and solar cells. In this case,
the energy of a photon Eg causes an electron to transit from the valence band to
the conduction band. If Eg > EG, the electron will occupy an empty state in the
conduction band, leaving behind a hole in the valence band. The electron and
hole thus generated subsequently move to the band edges, emitting energy in
the form of phonons (lattice vibrations) or photons of lower energy. Absorption
of a photon with Eg < EG is also possible if local states exist within the band gap
due to lattice imperfections.

This first two mechanisms are represented in Figure 3.1.2. The third cause of
free carrier generation in a semiconductor is via charged particles.

20



3. Charged particles detection

A) B)

Figure 3.1.2: A) Direct (a) and indirect (b) excitation of electrons B) Generation of electrons and
holes by absorption of photons of energies E = EG, E > EG and E < EG

3.1.1 Charged particle interaction
When charged particles traverse a material, they experience two primary effects:
energy loss and deflection from their initial trajectory. These effects arise due
to various underlying processes, such as inelastic collisions with the material’s
electrons, elastic scattering of nuclei, Cherenkov radiation, and bremsstrahlung,
the latter being particularly significant for lighter particles like electrons and
positrons. For heavy particles, where M � me, energy loss is primarily due to
inelastic collisions with atomic electrons in the target material, leading to the
ionization process. The average energy loss due to ionization is described by the
Bethe-Bloch formula [70, 71], which characterizes the rate of ionization energy
loss for charged particles passing through matter. This formula also includes
corrections for density and shell effects.

dE
dx

= 2pN0r2
e mec2r

Z
A

z2

b2


ln

✓
2meg2v2Wmax

I2

◆
� 2b2 � d � 2C

�
, (3.15)

where:
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2pN0r2
e mec2 = 0.1535 MeV c2/g,

x is the path length in g/cm2,

re =
e2

4pmec2 = 2.817 ⇥ 10�13 cm (classical electron radius),

me is the electron mass,

N0 = 6.022 ⇥ 1023 mol�1 (Avogadro’s number),
I is the effective ionization potential averaged over all electrons,

Z is the atomic number of the medium,
A is the atomic weight of the medium,
r is the density of the medium,
z is the charge of the traversing particle,

b =
v
c

, the velocity of the traversing particle in units of the speed of light,

g =
1p

1 � b2
(Lorentz factor),

d is a density correction,
C is a shell correction,

Wmax is the maximum energy transfer in a single collision.

The equation reveals several important characteristics of ionization energy
loss. It depends on the charge and velocity of the incident particle, but not on its
mass. This implies that for a beam of particles with a given charge, the energy
loss per unit distance (dE/dx) is solely a function of the particle’s velocity. The
dependence on the traversed material, however, appears in the terms A, Z, and I,
as well as in the correction term d.

The energy loss rate as a function of particle energy is shown in Figure 3.1.3
[72]. For values of bg < 0.007, the Bethe-Bloch formula is no longer valid, as the
projectile’s velocity becomes comparable to that of atomic electrons. For higher
velocities (0.08 < bg < 1), the energy loss per unit distance (dE/dx) decreases
according to the 1/b2 dependence, reaching a region of minimum ionization for
bg ⇠ 3 � 4. Particles with energies corresponding to this range are commonly
referred to as minimum ionizing particles (MIPs). As b increases, dE/dx begins to
rise due to the presence of the logarithmic factor. At even higher kinetic energies
(bg ⇠ 100), an additional phenomenon mitigates energy loss: in high-density
materials, the outer atomic electrons partially shield the inner electrons, reduc-
ing the energy loss from distant collisions of the incident particle. Finally, for
bg � 200, the energy loss reaches an approximately constant value known as the
Fermi plateau.

Charged particles lose energy not only through ionization, but also through
radiation (bremsstrahlung). This process is particularly significant for electrons due
to their relatively small mass: when interacting with atomic nuclei, they undergo
rapid deceleration, emitting electromagnetic radiation. The radiated power is

22



3. Charged particles detection

Figure 3.1.3: Stopping power for positive muons in copper as a function of bg = p/Mc (or
momentum p). The solid curve indicates the total stopping power.

proportional to the inverse square of the particle’s mass. The contribution of
bremsstrahlung to the energy loss for light charged particles must be considered
when calculating the total energy loss:

⌧
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dx

�
=
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. (3.16)

The contribution of energy loss due to bremsstrahlung can be written as:
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, (3.17)

where X0 is the radiation length, defined as the average distance over which
an electron reduces its energy by a factor of e. The expression for X0 is given by:
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183

Z
1
3

◆
(3.18)

where Z is the atomic number, A is the atomic mass, NA is Avogadro’s number,
and re is the classical electron radius.

3.1.2 The p-n diode junctions
One of the most common semiconductor-based structures is the p-n junction
diode [73], formed by joining two extrinsically doped semiconductors with
opposite doping. This structure allows current to predominantly flow in one
direction.

The homogeneously doped n and p regions are first considered separately,
electrically neutral, and in thermal equilibrium, i.e., without any applied external
bias. When the two regions come into contact (Figure 3.1.4), electrons diffuse into
the p-region (resulting in an excess of negative charge in the p-region), while holes
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diffuse into the n-region (resulting in an excess of positive charge in the n-region).
This diffusion process generates an electric field that opposes further diffusion of
charges and sweeps away mobile charge carriers in the area near the contact, thus
forming the space-charge region. This process can also be represented using the
band model, where the Fermi levels, in equilibrium, must align, resulting in the
creation of the built-in voltage Vbi. Using the abrupt junction approximation, the
extent of the space-charge region in the n and p regions can be derived, knowing
that the electric field at the boundaries of the space-charge region is zero and the
potential difference across it is Vbi. This leads to the following expression for the
total depletion width:

d = dn + dp =

s
2ee0(NA + ND)

qNAND
Vbi (3.19)

The carrier concentration at an arbitrary position within the junction is given
by:

n = ni e
EF�Ei

kT nn = ni e
EF�En

i
kT (3.20)

n
nn

= e�
Ei�En

i
kT

p
pp

= e�
Ep

i �Ei
kT (3.21)

where nn, En
i , pp, and Ep

i are the electron and hole concentrations, and the intrinsic
energy levels in the neutral n and p regions, respectively.

Figure 3.1.4: A p–n diode junction in thermal equilibrium, with its parts separated (a) and brought
together (b)

With the application of an external electric field, the system moves out of
equilibrium. In the case of forward bias, the potential difference across the
junction decreases from the equilibrium value Vbi by an amount equal to the
applied external field, resulting in Vbi � V (with V > 0). The depletion width is
then given by:

d =

s
2ee0(NA + ND)

qNAND
(Vbi � V) (3.22)

The minority charge carrier concentrations at the edges of space-charge re-
gions become:

np = nn e�q Vbi�V
kT = np0eq V

kT pn = pn0eq V
kT (3.23)
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Here, np0 represents the electron density at the boundary of the neutral p-
region under thermal equilibrium, which is equal to the electron density in
the non-equilibrium case within the neutral p-region, far from the boundary.
Since the minority carrier diffusion currents are proportional to the deviation of
minority carrier concentrations from their equilibrium values, an exponential
dependence of electron and hole densities, as well as the total diode current, is
expected. This can be expressed as:

J = (Jsn + Jsp)
⇣

e
V
kT � 1

⌘
= Js

⇣
e

V
kT � 1

⌘
(3.24)

The saturation current density, Js, can be calculated by solving the steady-state
continuity equation for minority carriers. Considering the boundary condition of
zero minority carrier concentration at the edge of the space-charge region, we
obtain:

Js = q

0

@ np0Dnp
Dntrn

+
pn0Dpq

Dptrp

1

A (3.25)

where trn and trp represent the recombination lifetimes for electrons and holes,
respectively. Therefore, the total diode current can be expressed using the “Diode
Law”:

J = q
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+
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A
⇣

e
V
kT � 1

⌘
(3.26)

From this equation, it can be inferred that the diode current is inversely pro-
portional to the doping concentration and the square root of the carrier lifetime.
This law is derived under the assumption that no charge is generated in the
space-charge region, which, in the case of reverse-biased diodes made from
detector-grade material, is an oversimplification.

For forward bias, the exponential term dominates, and the current increases
rapidly with the applied voltage. However, when the values of V become neg-
ative (reverse bias), the exponential term approaches zero. Once it becomes
negligible (e

V
kT ⌧ 1), the reverse-biased current density becomes independent of

the applied reverse voltage, and the value of J reaches �Js, which represents the
reverse saturation current density. The current density, J, can be multiplied by
the device area (A) to obtain the current (I) instead of its density:

I = Is

⇣
e

V
kT � 1

⌘
(3.27)

At very high reverse bias voltages, however, the behavior of the device devi-
ates from the Diode Law and enters the multiplication region. In this condition,
the electric field becomes so strong that a carrier entering the depletion region
can gain sufficient energy to generate additional charge pairs, primarily through
impact ionization. This phenomenon is known as junction breakdown and is
characterized by a super-exponential increase in the device current.
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For radiation detectors, as is the case in this thesis, the device is operated
exclusively under reverse bias. Since the depletion region is a volume depleted of
mobile carriers, it acts as a capacitor. The non-depleted p and n regions serve as
the electrodes, while the depletion region functions as the dielectric. The electric
field in the depletion region directs the mobile carriers toward the electrodes,
inducing a signal, as explained in the next section.

3.1.3 Reverse-Biased Detectors
As previously mentioned, the interaction of radiation with semiconductors leads
to the creation of electron-hole pairs that can be detected as electrical signals [74].
If the particles are charged, ionization can occur along the flight path through
numerous low-recoil collisions with electrons. Photons, on the other hand, must
first interact with a target electron or the semiconductor nucleus. In both cases,
a fraction of the absorbed energy in the semiconductor is converted into pair
creation (the rest is dissipated into phonons, i.e., lattice vibrations), and this
fraction is a property of the detector material.

When a diode is reverse-biased, the width of the depletion layer increases,
and consequently, the sensitive volume of the detector increases, leading to a
decrease in the detector’s capacitance. The operation principle of reverse-biased
detectors can be illustrated with the example of a p-n junction detector (Figure
3.1.5). The diode consists of a highly doped and shallow p+ region on a very
lightly doped n� substrate, with a highly doped n+ layer at the back (which
provides a good ohmic contact between the aluminum and the substrate, while
also allowing the device to operate in overdepleted mode).

The electron-hole pairs generated within the space-charge region are sepa-
rated by the electric field, with the holes moving toward the p+ junction and the
electrons toward the n+ electrode. The signals in the detector appear already
during the separation process, and the holes and electrons will induce differ-
ent charges on the electrodes due to their varying distances, as simplistically
represented in Figure 3.1.6.

The induced signal can be calculated using the Ramo-Shockley theorem [75],
which states that the current induced by charge carriers is proportional to their
charge q, drift velocity ~v, and the weighting field ~Ew, representing the capacitive
coupling of a charge q to the read-out electrode. The current induced on the k-th
electrode by a charge q is given by the Shockley-Ramo’s equation:

ik(t) = �q~v · ~Ew. (3.28)

The weighting field ~Ew describes the coupling between the charge q and the
k-th electrode. Numerically, the weighting field corresponds to an electric field
calculated by setting the read-out electrode at 1 V and all other electrodes at 0
V. Consequently, ~Ew has the same geometric dependence as an electric field: it
decreases with distance d as 1/d2 for point electrodes, as 1/d for line electrodes,
and remains constant between two large electrodes.

To illustrate this, consider a single electron-hole (e-h) pair created within the
bulk of a sensor. The drift of the electron moving toward the cathode and the
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hole drifting away from it induces two currents on the electrode with the same
sign. The integral of these two currents is equal to the total charge q:

Z
(ie(t) + ih(t))dt = q. (3.29)

Although this integral is always equal to q, the relative contributions of ie(t)
and ih(t) to the total signal depend on the geometry of the electrodes and the
applied electric field. In a simple configuration where the sensor has the geometry
of a parallel plate capacitor, with the anode and cathode representing the two
plates, the weighting field is constant and is ~Ew = 1/d. With a constant weighing
field, a charge’s induced signal depends uniquely upon its velocity and not upon
its position.

Figure 3.1.5: A p–n diode junction detector: charge density, electric field and potential for partial
(continuous line) and full (dashed line) depletion

3.2 Silicon detector
Silicon is the most well-known semiconductor, widely used in advanced technolo-
gies. Its atomic structure includes four valence electrons: two in the p orbital and
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Figure 3.1.6: Signal formation by the separation of electron–hole pairs due to the electric field in
the space-charge region of the detector

two in the s orbital. When two silicon atoms bond, their eight valence electrons
form two energy levels corresponding to these subshells. The higher-energy level
is the conduction band, while the lower-energy level is the valence band, with an
energy gap of 1.12 eV between them.

Table 3.1 presents the key electrical properties of silicon, compared with those
of the other two primary materials discussed in this thesis, diamond and SiC.

Properties Si Diamond 4H-SiC
Bandgap (eV) 1.12 5.47 3.26

W e-h pair energy (eV) 3.62 13 7.78
Density (g/cm3) 2.33 3.52 3.21
Atomic Number 14 6 10

Electron mobility (cm2/Vs) (300 K) 1400-1500 1800-2200 800-1000
Hole mobility (cm2/Vs) (300 K) 450-600 1200-1600 100-115

Saturated electron drift velocity (107 cm/s) 1.0 2.2 2
Dielectric constant 11.9 5.7 9.7

Thermal conductivity (W/cmK) 1.48 25 4.9
Displacement energy (eV) 13 - 20 37 - 47 30 - 40

Breakdown field (105 V/cm) 3 100 30
Hardness (kg/mm2) 1000 10000 4000

Young’s modulus (GPa) 1000 1200 380-700
Debye temperature (K) 645 1860 1200

Table 3.1: Basic properties of Si, Diamond, and SiC.

Silicon is widely used in electronic devices because it offers several advantages
over many other materials. First and foremost, it has an excellent intrinsic energy
resolution: for every 3.6 eV released by a particle passing through the material, an
electron-hole pair is generated. This is a crucial factor since silicon detectors can
be considered as solid-state ionization chambers. While in ionization chambers
ionization occurs in gases, in silicon detectors it occurs within a semiconductor.
Given that approximately 30 eV are required to ionize a gas molecule in an
ionization chamber, silicon, for the same energy, yields about ten times the
number of charge carriers.
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Other significant advantages include its abundance —SiO2 is the most abun-
dant compound in the Earth’s crust — its low bandgap energy, and the ability to
modify its electronic properties by adding dopant atoms.

As previously introduced, by adding trivalent or pentavalent atoms, one can
produce p-type and n-type silicon, which can be combined to form a p-n junction.

The two types of silicon sensors employed by our group are PIN sensors
and LGADs. The PIN sensors consist of a structure made up of a sequence of
p-doped/intrinsic/n-doped silicon layers, although the bulk is not truly intrinsic
but rather lightly doped, as shown in Figure 3.2.1. A modification of this standard
technology, which is of particular interest for the development of timing and
radiation-resistant detectors, is the LGAD (Low Gain Avalanche Diode) sensor.
In LGAD detectors, a highly doped p+ layer is introduced, as illustrated in Figure
3.2.1. Charge multiplication by impact ionization occurs primarily for electrons
when charge carriers drift through the region where the electric field can exceed
300 kV/cm.

Figure 3.2.1: Schematic view of: (left) an n-in-p PIN diode; (right) a Low-Gain Avalanche Diode.
The LGAD design is characterized by an additional p+ implant under-neath the pn junction. [76]

3.3 Diamond detector
Diamond is made up of carbon atoms with an atomic number of Z = 6 and
an atomic weight of 12.011 u. Diamonds can be found in nature or produced
artificially in laboratories and industries. Among the stable isotopes of carbon,
diamond and graphite are the most common.

The carbon atoms in diamond are arranged in a face-centered cubic (fcc)
crystal structure, with bonding achieved through tetrahedral sp3 hybridization.
Each unit cell of the diamond lattice contains 8 atoms and has an atomic density
of 1.76 ⇥ 1023 atoms/cm3, the highest known. Like other group IV elements (e.g.,
silicon, germanium), diamond exhibits strong covalent bonding, with cohesive
energies of 3.62 eV/bond and 7.24 eV for the total cohesive energy.

Diamond is the hardest natural material, with a Mohs hardness of 10. It is
also isotropic, and optically it can range from transparent to translucent. The
displacement energy of carbon atoms in the diamond lattice is 43 eV, much higher
than that of silicon (13 - 20 eV), due to the stronger covalent bonds in diamond.

In terms of electrical properties, diamond is classified as a wide bandgap
semiconductor with a bandgap of 5.47 eV, significantly larger than silicon (Egap
= 1.12 eV) and germanium (Egap = 0.76 eV). Although diamond has near-zero
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intrinsic conductivity at room temperature, many of its electrical behaviors are
governed by semiconductor physics. Like silicon and germanium, diamond has
an indirect bandgap, requiring a phonon to excite an electron into the conduction
band. Diamond also possesses a direct bandgap of Egap,direct = 7.3 eV.

The mobility of electrons and holes in diamond is higher than in silicon.
However, the energy needed to create an electron-hole pair is 13 eV, which
is considerably greater than the 3.62 eV required in silicon. As a result, the
ionization signal produced by an ionizing particle in diamond is smaller (36
e/µm versus 89 e/µm in silicon for reasonably thick sensors[77]).

Both natural and synthetic diamonds always possess characteristic defects
that arise from the circumstances of their crystalline growth. Additionally, de-
fects can form due to irradiation with particles. These defects can be categorized
as point, linear, planar, and volumetric defects [78]. If the microscopic regions
of these defects grow, the properties of the diamond can change significantly.
For instance, volumetric defects that extend throughout the thickness can drasti-
cally reduce the breakdown field, rendering the diamond unsuitable for detectors.

Synthetic diamonds are primarily produced using two methods: through a
high-pressure, high-temperature (HPHT) crystallization process and by chemical
vapor deposition (CVD) [79, 80].

• The HPHT process aims to replicate the conditions that occur deep within
the Earth’s crust to form synthetic diamonds from graphite. The tempera-
tures required range from 1500°C to 2000°C, while the pressure must exceed
5 GPa. These diamonds typically exhibit high levels of nitrogen impurities
and numerous crystalline defects, rendering them unsuitable for detector
applications.

• In the CVD process, diamonds grow from a gaseous mixture of hydro-
carbons. Its advantages include the ability to grow large diamonds and
improved control over impurities within the diamond, thereby enhancing
the quality of the synthetic diamond. The growth of CVD diamonds occurs
at relatively low pressures (1 kPa - 27 kPa). In this method, a chemical
reaction takes place in the gas phase above a solid surface, known as the
substrate, which results in the deposition of material on that surface. This
gas is typically a mixture of hydrogen and methane [81].

For electronic-grade diamonds, the homoepitaxial growth technique is usually
employed, which utilizes a substrate with a crystal structure similar to that of di-
amond. There are two types of diamonds grown homoepitaxially: single-crystal
CVD diamonds (scCVD) and polycrystalline CVD diamonds (pCVD). Most sc-
CVD diamonds are grown on surface-treated HPHT diamonds, while pCVD
diamonds utilize diamond powder as the substrate, resulting in a typical grain
structure, more evident for thicker pCVD diamond (Figure 3.3.1).

Diamond can function as a simple solid-state ionization chamber due to its
high charge carrier mobility by applying a bias voltage VB across the diamond.

The high breakdown field allows the detector to operate with electric fields
greater than 2 V/µm or more. This results in bias voltages of VB = 1000 V for a
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Figure 3.3.1: A schematic illustration of pCVD diamond film growth, starting from individual,
randomly oriented crystals. Dashed lines represent grain boundaries, while solid lines indicate
the film surface at various time intervals. As the film thickens, the grain size progressively
increases.

diamond with a thickness of t = 500 µm (a typical thickness for diamond sensor
material).

Atoms at lattice sites in the crystal are ionized by the passage of a charged
particle, promoting electrons into the conduction band and leaving holes in the
valence band. The average energy required to generate an electron-hole pair in
diamond is 13 eV. Using the Bethe-Bloch formula, described in Section 3, the
average number of electrons and holes produced by a Minimum Ionizing Particle
(MIP) in 1 µm of diamond material is q0 = 36 e/µm. The movement of the
carriers within the electric field across the diamond induces the signal.

The Charge Collection Distance (CCD) is typically used to quantify the signal
response in a CVD diamond detector. A particle traversing the detector produces
a charge amount Q0 = d · q0 of ionizations within the material, where d rapresents
the sensor thickness. However, the measured charge Qm is reduced compared
to the generated charge Q0, due to trapping during the movement through the
detector. The CCD corresponds to the average drift distance of an electron or
hole under the influence of the electric field and is related to the ratio of these
two charges, describing the quality of the CVD diamond:

CCD =
Qm
q0

=

✓
Qm
Q0

◆
· d (3.30)

This corresponds to the average drift distance of an electron or hole under
the influence of the electric field. The CCD, together with the sample thickness t,
describes the quality of a CVD diamond.

While scCVD diamond detectors can have a CCD equal to their thickness,
pCVD diamond detectors have lower CCDs primarily due to charge traps within
the material induced by grain boundaries. A state-of-the-art pCVD diamond
detector typically has CCDs exceeding 300 µm. One method to improve charge
collection efficiency and hence increase the CCD is by raising the electric field,
which increases the charge carrier drift velocity and reduces the drift time. At
high fields, the drift velocity saturates, and consequently, so does the CCD.

Non-irradiated scCVD diamonds, which are grown nearly defect-free, have
a CCD similar or equal to their thickness, called “complete charge collection”,
even under low electric field conditions. The CCD of a pCVD diamond, however,
continues to increase with increasing bias voltage, as shown in Figure 3.3.2.
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Figure 3.3.2: Charge collection distance as a function of bias voltage for a pCVD diamond with a
thickness d = 535 µm and a scCVD diamond with a thickness d = 466 µm [81].

It has been observed that one method to improve the signal response of
detectors is to irradiate them with a small amount of radiation. This effect is
called “pumping” [82], and it has been shown to lead to increases in the CCD of
more than 40%. The pumping process is likely related to the filling of deep traps
within the material: primary free charge carriers become trapped and neutralize
these deep traps, resulting in an increase in the free charge carrier lifetime and,
consequently, an improvement in the signal response.

3.4 SiC detectors
Silicon carbide (SiC) is a compound semiconductor consisting of 50% silicon and
50% carbon. Both Si and C atoms are tetravalent and are bonded tetrahedrally
through covalent bonds, sharing electron pairs in sp3 orbitals to form the SiC
crystal. SiC is the most well-known example of polytypism: the material can
exhibit different crystal structures without a change in chemical composition.
The most common polytypes are 3C-SiC, 4H-SiC, and 6H-SiC (Figure 3.4.1). The
stability of the polytype strongly depends on temperature, making 4H-SiC and
6H-SiC more widely used and studied. By observing the values reported in Table
3.1, it can be noted that some characteristics make SiC a highly interesting mate-
rial when compared with silicon and diamond in their application as radiation
detector materials [83, 84].

Its high thermal conductivity allows 4H-SiC to efficiently dissipate heat
buildup, which can degrade performance. This is particularly useful for SiC-
based detectors such as X-ray beam position monitors (XBPM) in synchrotron
facilities. Although the thermal conductivity of SiC is much lower than that of
diamond, SiC has demonstrated comparable performance to diamond in XBPM
detector applications. Thermal conductivity also makes SiC highly radiation-
hard, as solid-state detectors benefit from cooling of the device.
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Figure 3.4.1: Structures of (a) 3C-SiC, (b) 4H-SiC, and (c) 6H-SiC in a ball-stick model [85]

The large bandgap (2.36 eV for 3C-SiC, 3.02 for 6H-SiC, and 3.26 eV for 4H-
SiC) of SiC makes it an optimal material for radiation detection because it leads
to a low leakage current (and consequently low noise) even at high reverse bias
voltages. Furthermore, the wide bandgap results in a low intrinsic carrier density,
allowing the use of SiC at high temperatures with minimal leakage current, and
in insensibility to light, an advantage in various applications such UV radiation
detection.

Since SiC is an indirect bandgap semiconductor, the absorption coefficient
of photons in a SiC detector increases with the energy of the incident photon,
while the penetration decreases with the reduction in wavelength. The minimum
energy required for a photon to induce a transition from the conduction band
to the valence band defines the absorption edge of SiC. Interestingly, SiC exhibits
an absorption that is ten times greater than that of diamond for X-rays at 8 keV
(650 µm versus 70 µm of attenuation length). However, the transparency of SiC
is sufficiently high to enable its application in XBPM detectors.

Among the other noteworthy characteristics, it is important to mention the
high saturation velocity of charge carriers (200 µm/ns compared to 100 µm/ns
for Si), which results in a faster signal and consequently a more effective charge
collection when defects are present in the lattice. Additionally, the breakdown
electric field strength of SiC (about eight times higher than Si at a given doping
density) makes SiC highly attractive for power device applications and enables
operation under high reverse bias voltage conditions.

The hardness and mechanical properties of SiC are also unique: it is one of the
hardest known materials, with a Young’s modulus (380-700 GPa) significantly
higher than those of silicon, and retaining its high hardness and elasticity even at
very elevated temperatures.

A typical SiC detector is illustrated in Figure 3.4.2. It consists of an epitax-
ial layer, with thicknesses ranging from a few µm up to 250 µm, doped with
nitrogen (with typical concentrations around 1015 cm�3), and a conducting SiC
substrate with a thickness of about 300–350 µm, which has a much higher dopant
concentration, on the order of 1018 cm�3. A metallic ohmic contact (made from
materials such as gold, titanium, or nickel) is applied to the back of the detector.
The front contact can be a Schottky contact using a suitable metal, such as nickel
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(Figure 3.4.2 (a)), or a Ohmic contact consisting of a metal applied to the p+ layer
in p–n junctions (Figure 3.4.2 (b)), formed by diffusing or implanting materials
(i.e. aluminum, phosphorus, or boron) but generally more difficult to fabricate.
For this reason, most SiC radiation detectors are based on Schottky contacts. By

Figure 3.4.2: Schematic layout of two SiC detectors. (a) Scheme of a SiC Schottky diode. (b)
Scheme of a standard n-type 4H-SiC p-n diode where an heavily doped p+ layer forms the
junction with the n� epitaxial layer [84].

applying a reverse bias between the Schottky contact (or p contact) and the ohmic
contact, a depletion region is created in the epitaxial layer, which constitutes the
active region of the detector. To increase the thickness of this depletion region, it
is possible either to increase the bias voltage (up to the maximum limit to protect
the electronics, bonding, etc.) or decrease the doping levels. The minimum
doping level achieved in a SiC detector is on the order of 1013 Nitrogen/cm3.

SiC detectors have been implemented for the detection of electrons, protons,
alpha and heavy ions and photons (both as UV photodiodes and as X-ray detec-
tors).
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Chapter 4

Modification of a LINAC Elekta SL18
for UHDR beam delivery

The LINAC I will discuss in this thesis is an Elekta SL18 with Precise software. It
was decommissioned from a hospital, carefully dismantled, and reinstalled at the
Department of Physics, University of Turin, for research purposes. It has been
placed in a bunker at the Department, where a 100 MeV electron synchrotron
was operational in the 1960s [86]. Over the years, the LINAC has been involved
in various research projects, including neutron physics projects that achieved an
intense thermal neutron source by converting X-ray beams into neutrons using a
lead photoconverter structure [87].

In section 4.1, the accelerator machine and the various steps of the accelera-
tion process to produce high-energy electron or X-ray beams will be described.
Instead, in section 4.2 the process of modification of the machine to enable the
delivery of UHDR beams is described. This work is reported in the published
article [1]:

Deut, Umberto, et al. “Characterization of a Modified Clinical Linear
Accelerator for Ultra-High Dose Rate Beam Delivery.” Applied Sciences 14.17

(2024): 7582.

4.1 LINAC Elekta SL18 description
The Elekta LINAC at the Physics Department of Turin can produce and accelerate
high-energy electron and X-ray beams.

The first phase of the acceleration process involves the generation of electrons.
The electron source consists of a diode electron gun located at the entrance of the
waveguide. Electrons are generated by thermionic emission through the heating
of a tungsten filament inside the cathode. Once extracted from the filament, they
are focused into a fine beam by the electrostatic action of the gun’s focusing
electrode and then injected into the accelerating waveguide through a hole. Here,
the power and frequency of the RF waves (pulsed into the waveguide by a
magnetron) determine the energy of the X-rays or electron beam. To synchronize
the RF with electron injection, the same high-voltage pulse is supplied to both the
magnetron cathode and the electron gun cathode. For generating an X-ray beam,
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electrons hit a tungsten target, producing X-rays through bremsstrahlung effect.
When operating in electron mode, a nickel exit window replaces the target.

Figure 4.1.1: Schematic representation of the radiofrequency (RF) system of the Elekta LINAC,
showing the magnetron, RF waveguide, and acceleration waveguide.

The waveguide contains a series of copper cells that facilitate the travel of
electrons along the waveguide and assist in focusing the beam. A vacuum (10�6

mbar) is created to ensure that electrons are not impeded by other particles in
the air. A water cooling system maintains an adequate temperature throughout
the entire system. A static axial magnetic field, provided by focusing coils sur-
rounding the waveguide, influences and focuses the beam, ensuring its centrality
within the waveguide.

At the culmination of the tube, the electrons enter the flight tube, where the
beam is bent by 112° and redirected towards the target. The electrons travel along
a slalom path within the flight tube. A system of three pairs of magnets ensures
that the electron beam bends through the slalom curves and focuses it on the
target with a diameter of 1 mm. To ensure precise control of the delivered radia-
tion, two independent ionization chambers are implemented. A third chamber is
used to monitor the beam’s centrality along the axis. The feedback from these
chambers is used to automatically adjust the current of the electromagnets and
the entire beam delivery system.

Beam shaping occurs differently for photon and electron beams in the LINAC
head. For X-rays modality, a primary collimator made of tungsten and lead allows
only the photons traveling forward after emission from the target to pass through,
creating a cone-shaped beam with an opening angle of 28°. The collimator also
includes a beam-hardening filter to absorb the low-energy component of the
bremsstrahlung photon spectrum. In electron mode, the electron beam exiting
the window is directed forward and is scattered widely by primary scatter foils
located before the primary collimator. The secondary filters, inserted in a rotating
filter carrier (picture A in Figure 4.1.2) just before the ionization chamber, consist
of flattening filters for X-rays (picture B in Figure 4.1.2) and secondary scatter
foils for electrons (picture C in Figure 4.1.2). Both types of filters help achieve a
uniform dose on the treatment surface. The appropriate filter position is selected
in console according to the radiation type and energy requirements. Additional
beam shaping can be achieved using a multi-leaf collimator composed of 80 pairs
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of fine tungsten leaves. These leaves can be adjusted to create a wide range of
complex beam shapes.

(
a
)

(b) (c)
(a)

Figure 4.1.2: (a) Rotating filter carrier with secondary filters housings. (b) Flattening filter for
high energy X-rays. (c) Secondary scatter foils for electron beams.

Figure 4.1.3: Schematic representation of a typical medical linac head with (A) depicting the
important components for production of clinical x-ray beams and (B) depicting the important
components for production of clinical electron beams [88].

4.2 Upgrade description
Machines capable of delivering UHDR beams are crucial both for radiobiol-
ogy experiments [51, 19, 89, 31, 29, 90] and for the development of dedicated
Treatment Planning Systems (TPS) [91, 92]. Recently, there has been increasing
interest in modifying clinical LINACs for this purpose [55, 56, 57, 58, 59]. In
this section, I will describe the modification performed on the accelerator in our
department (LINAC Elekta SL 18 MV), to enable the delivery of UHDR electron
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beams at 10 MeV of energy in a reversible way, so that the linac could switch
from conventional to UHDR mode according to the experiments to be carried
out.

The 10 MeV electron beam in conventional mode refers to the clinical configu-
ration of the LINAC and served as a baseline for comparison with the beam after
the modifications.

The dosimetric characterization was carried out using GafChromic EBT XD
film in various configurations, represented in Figure 4.2.1 and here described:

• At the isocenter position (SSD = 100 cm);

• At the isocenter position with a cylindrical PMMA applicator with an
internal diameter of 5 cm;

• At the cross-hair foil (SSD = 52.9 cm), just outside the LINAC head;

• At the wedge (SSD = 18.6 cm), inside the LINAC head.

A field size of 10 ⇥ 10 cm2 was set at the isocenter, with the field size decreasing
as the distance to the source decreases.

The results were compared with measurements taken in conventional mode
using both film and an Advanced Markus ionization chamber (AM). By using
thin silicon sensors, it was possible to monitor the output beam pulses, evaluate
their temporal consistency, and assess their stability.

Figure 4.2.1: Schematization of the LINAC Elekta SL 18 MV and the configurations used for
the beam characterization: isocenter, isocenter with 5 cm PMMA applicator, cross-hair foil, and
wedge.

4.2.1 Hardware and software modification
The modifications to the machine, both hardware and software, were carried out
in collaboration with Elekta technicians. The main changes are described below:

• The control console parameters for the 10 MV photon mode were adjusted
to deliver an electron beam: the X-ray target was moved out of the beam
path, and all filters (including the wedge and the shutter foil) were removed.

• The filament current of the electron gun was increased from 5.6 A to 7.3 A.
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• The bending magnet intensity was adjusted to optimize beam transport
and maximize the accelerated beam current under the new conditions.

• The power absorbed by the magnetron was increased to approximately 6
kW.

Following several trials, a standard procedure was established to ensure the
proper functioning of the machine under these new conditions. First, a warm-
up of the machine is necessary when turning on the LINAC (approximately
1000 MU of a 15 MV X-ray beam and approximately 1000 MU of the clinical 10
MeV electron beam) to reach optimal working conditions. Subsequently, some
parameters, such as the electron gun current, gun aim, gun standby, and tuner
control, are manually set to values identified as optimal. The water temperature
is maintained between 26 °C and 28 °C during LINAC operation, an interval
within which the performance is optimal.

Since the LINAC operates under clinical conditions, certain safety mechanisms
are in place. To operate in FLASH conditions, a method to bypass the machine’s
interlocks was necessary [55, 56, 58]. An attenuator circuit (provided by Elekta)
was inserted to avoid the interlock of the internal ionization chambers (IC).
This way, the current signal from the IC is attenuated, preventing the interlock
activation, but making the IC reading unreliable. This is the reason why an
alternative dose monitoring system was developed by our group to read the
number of delivered pulses and interrupt irradiation after the desired number
of pulses. The pulse counter (PCC) converts the current signal generated in
an unbiased silicon diode sensor into voltage signals using a transimpedance
amplifier, as shown in Figure 4.2.2. The voltage signals are then filtered through
a Sallen-Key filter and amplified to produce an acceptable input signal for a
Schmitt Trigger. The resulting 5 V square pulses are counted using an Arduino
NANO board. The PCC is connected to the LINAC to allow the trigger signal to
reach the thyratron until the desired number of beam pulses is delivered, after
which it blocks it.

It is possible to operate in two modes related to the RF injection cycle of the
magnetron: the High Power (HP) mode, where two charging cycles occur before
the thyratron is triggered by the Pulse-Forming Network (PFN), resulting in
the highest dose-rates, and the Low Power (LP) mode, which yields dose-rates
intermediate between conventional and FLASH modes.

Therefore, the LINAC can operate in three modes (conventional, UHDR LP,
and UHDR HP), which can be utilized to achieve different dose ranges while
maintaining the same experimental setup.

4.2.2 Silicon Sensors for Beam Monitoring
The sensor employed for these measurements is a silicon pad from the ExFlu FBK
production line, as detailed in Section 5.1. This sensor comprises an epitaxial
substrate grown on a low-resistivity silicon layer. The device is a square with
sides measuring 4.5 mm, featuring an active thickness of 45 µm and a support
layer of 570 µm. The selected pad has an active area of 2 mm2 and was reverse-
biased at 200 V.

39



4. Modification of a LINAC Elekta SL18 for UHDR beam delivery

Figure 4.2.2: Schematic representation of the Pulse counter. The circuit has three stages of
amplification (from the label 1 to 3 in red) using in each one an operational amplifier “TL082CP”.
This circuit produced an square pulses of approximately 5 V, used as input signals to the Arduino
NANO board. In the Arduino NANO board, the pulses are counted (concurrently with his
separations). The interface with the LINAC occurs between the connector 4 and 5 and a relay.
When a certain amount of pulses is reached (decided by the user) the relay changes its mode to
open, preventing any additional trigger pulse reach the Linac’s thyratron.

For the described measurements, a 10 ⇥ 10 cm2 field at the isocenter was
chosen, and the sensor was positioned at the cross-hair foil with an uncertainty of
approximately 5 mm in the transverse plane. The output channel was connected
via a coaxial cable to a Keysight Infiniium Series S oscilloscope (2.5 GHz, 20 GSa/s,
model: DSOS254A), as represented in Figure 4.2.3 (a). The charge deposited per
pulse was determined by dividing the signal area by the oscilloscope’s input
impedance (50 W). The stability and reproducibility of the delivered pulses were
assessed through repeated measurements of the charge per pulse generated in
consecutive pulses and across different days.

Figure 4.2.3: Experimental setup used for: (a) the stability and reproducibility study of the beam;
(b) the PDD measurement in conventional mode.

4.2.3 Dosimetric Measurements
Following the machine modifications, the beam energy was verified by measuring
the percentage depth dose (PDD) curves.
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In conventional mode, these measurements were carried out using the Ad-
vanced Markus (AM) ionization chamber (Type 34045, PTW, Freiburg, Germany)
and a 1D water tank scanner (Sun Nuclear Corporation, Melbourne, USA), shown
in Figure 4.2.3 (b), following the TRS-398 guidelines of the International Atomic
Energy Agency (IAEA) [93].

For UHDR irradiations, PDD curves were acquired using GafChromic EBT
XD films (Ashland, Bridgewater, USA) placed between PMMA slabs to avoid
recombination issues in ionization chambers [94, 95]. PDD curves were measured

Figure 4.2.4: (a) One-dimensional water phantom positioned at the isocenter; (b) Setup wit
applicator and the PMMA phantom.

in two configurations: at the isocenter position and at the same position with the
applicator in place. A holder secured the applicator at the crosshair foil position,
with its exit side aligned with the surface of the water tank or the PMMA (Right
plot of Figure 4.2.4). The detector was always positioned transversely at the
beam center. From these measurements, the practical range (Rp) and the depths
where the absorbed dose was 50% (R50) and 80% (R80) of the maximum dose
were calculated, as these are essential dosimetric quantities. Based on R50, the
reference depth (zref) was calculated, which is the position at which the absorbed
dose evaluation should be performed:

zref = 0.6R50 � 0.1 (4.1)

From the measurements with GafChromic EBT XD films, it was possible to
quantify the dose-per-pulse (DPP), the instantaneous dose-rate within the pulse,
and the average dose-rate of the beam. The instantaneous dose-rate was obtained
by dividing the mean DPP by the pulse duration t (2 µs), while the average
dose-rate (ADR) was calculated from the number of pulses delivered (N) at a
fixed PRF of 100 Hz [58]:
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ADR =
total dose⇣

N�1
PRF + t

⌘ (4.2)

In this case, the EBT XD films were placed inside the PMMA phantom under
a buildup layer of 18 mm, thickness selected based on the zref values determined
from the PDD analysis, and taking into account the correction factors for the
transition between water and PMMA. In the wedge tray position, due to space
constraints, the films were irradiated without buildup.

From the GafChromic film measurements, it was also possible to evaluate the
spatial profiles of the beam. When using films, the total number of pulses N was
adjusted depending on the setup to avoid saturation issues.

The procedure for evaluating the absolute dose from the irradiated films
is as follows. The films were scanned using a flatbed color scanner (Model:
Epson Expression 12000XL) in transmission mode, acquiring 48-bit RGB images
at a resolution of 100 dpi. Scanning was always performed twice: once before
irradiation to acquire the background image, and again 24 hours after irradiation
to measure the delivered dose. The net Optical Density (OD) was calculated as
the pixel-by-pixel difference between the OD of the irradiated images and the
background images, over a Region of Interest (ROI) with a size similar to the
active area of the AM chamber (0.20 cm2) [96, 97].

Two different calibration curves were used to convert the net OD: the first
was based on the conventional electron beam from the Elekta LINAC at 10 MeV
in the range of 0.5 – 10 Gy, and the second was based on the UHDR electron
beam at 9 MeV from CPFR (Pisa, Italy) for the range of 0.5 – 40 Gy. Below the 10
Gy threshold, the difference observed between the calibration curves was less
than 5%, which corresponds to the standard uncertainty associated with the dose
obtained using GafChromic films [98]. For doses above 10 Gy, only the calibration
based on CPFR irradiations was used. For additional reliability, a calibration
curve was also determined by scanning the films one week after irradiation. The
difference between the curves from 24 hours and one week was 2.5% (Figure
4.2.5). All calibration curves were fitted using the following rational function:

netOD = a +
b

Dose � c
(4.3)

where a, b, and c are free parameters.
Finally, an Output Factor (OF) study was conducted in both irradiation modes

at the isocenter position, varying the beam field size from 3 × 3 cm² to 30 × 30
cm².

4.3 Results

4.3.1 Beam pulse characterization
The study of charge deposited in silicon per pulse was conducted under various
measurement conditions, as illustrated in Figure 4.2.1. Figure 4.3.1 displays
the superimposed waveforms acquired from the same sensor under different

42



4. Modification of a LINAC Elekta SL18 for UHDR beam delivery

Figure 4.2.5: Different EBT XD calibrations with best fit curves.

measurement conditions. A significant increase in charge is immediately apparent
at the wedge position. Additionally, it is observed that the pulse duration is
maintained at 2 µs, as set from the accelerator.

Figure 4.3.1: Output voltage pulse generated by the 10 MeV UDHR electron beam from silicon
sensor (60 µm thickness) recorded by the oscilloscope with the different irradiation settings. The
input impedance of the oscilloscope was 50 W. The wedge signal amplitude is shown in right
vertical axis for ease of comparison.

To provide a more detailed description of the accelerator’s performance,
Figure 4.3.2 shows the analysis of the charge collected per pulse in UHDR mode
at the crosshair foil. The median value, along with the 25th and 75th percentiles,
is presented to give an indication of the measurement variability. In the first
plot (a), the charge collected per pulse at the crosshair foil position (irradiating
20 consecutive pulses) is shown as a function of PRF. The median charge value
between the lowest and highest PRF differs by approximately 7%, while for a
constant PRF, the deviation per pulse from the median value does not exceed 5%.
In the second plot (b), the charge per pulse is compared for two different delivery
modes: 10 single pulses versus a sequence of 30 consecutive pulses, for both RF
injection cycle modes (LP and HP). The maximum observed difference is 3.7%,
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(b)

(c)

(a)

Figure 4.3.2: (a) Collected charge per pulse at the crosshair foil position for different PRFs.
Each boxplot represents a total of 20 pulses delivered in HP mode. (b) Comparison of the
charge per pulse at the crosshair foil position in LP and HP modes considering single pulse
irradiations repeated 10 times (LP1p and HP1p) and 30 consecutive pulses (LP30p and HP30p. (c)
Repeatability of the charge per pulse at the crosshair foil position acquired on different days in
HP mode.

with the LP mode showing better pulse-to-pulse stability at the cost of a lower
charge per pulse, which is 35% lower than in HP mode. Consecutive pulses in LP
mode exhibit a 2% variation in charge, while in HP mode, this variation increases
to 3.8%.
The third plot (c) illustrates the reproducibility of pulses in HP mode, where the
charge per pulse was measured at the crosshair foil during identical irradiations
of 30 pulses with a PRF of 100 Hz. This measurement was repeated over nine
different days across a three-month period. The deviation from the median value
was less than 8% for 90% of the measurements.

4.3.2 Dosimetry
From the PDD results obtained in UHDR mode using GafChromic films, a good
agreement was achieved with the PDD curves (obtained from both the AM
chamber and the films) for the conventional electron beam at 10 MeV (Figure
4.3.3). The maximum difference between the R50 values is 3.6%. Near the surface
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(the initial points of the curve), there is an observed underdose, which could be
attributed to potential air gaps between the PMMA plates or the proximity to
the film edge [99]. The dosimetric parameters calculated are presented in Table
4.1. Different detectors yield comparable parameter values and confirm that the
modification of the LINAC did not affect the beam’s energy distribution. The
uncertainties for the R80 and R50 values are at most 3%, while the Rp values
exhibit larger uncertainties of 5%, as they are calculated from the intersection of
two interpolation lines. The R50 values reported in Table 4.1 are 7% lower than
the expected value for 10 MeV electrons [100], indicating that the most probable
energy of the beam is slightly below 10 MeV.

(b)(a)

Figure 4.3.3: Comparison between PDD curves measured with the Advanced Markus and
GafChromic films EBT XD in conventional and UHDR regimes (a) without the applicator and (b)
with the applicator

Mode Setup R80 (cm) R50 (cm) Rp (cm) zre f (cm)

C
on

v Advanced Markus 2.95 ± 0.10 3.61 ± 0.11 4.75 ± 0.18 2.07 ± 0.07
EBT XD 2.94 ± 0.07 3.65 ± 0.05 4.69 ± 0.26 2.09 ± 0.03

EBT XD with the applicator 2.97 ± 0.05 3.67 ± 0.02 4.72 ± 0.24 2.10 ± 0.01

U
H

D
R EBT XD 2.88 ± 0.10 3.54 ± 0.10 4.55 ± 0.28 2.03 ± 0.06

EBT XD with the applicator 2.89 ± 0.04 3.54 ± 0.02 4.55 ± 0.19 2.03 ± 0.01

Table 4.1: Comparison of range parameters in water in conventional and UHDR modes.

Table 4.2 and Table 4.3 presents the values of charge per pulse (CPP) measured
by the silicon sensor, the dose-per-pulse (DPP), the average dose-rate (ADR), and
the instantaneous dose-rate (IDR) per pulse , evaluated from the absorbed dose at
the reference depth Zref across the four configurations, in conventional (CONV)
and UHDR mode respectively. The charge per pulse as a function of the dose
under UHDR conditions is shown in Figure 4.3.4. In this case, the measurement at
the wedge was not considered, as only a single pulse was acquired. Significantly
more statistical data would be required for the measurement to be deemed
reliable. The calibration factor was determined from the slope of the linear fit
of the charge as a function of the dose. For this calculation, having acquired the
dose using the buildup layer and the charge with silicon in air, the latter was
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Figure 4.3.4: Charge per pulse as a function of the dose under UHDR conditions at the isocenter,
at the exit of the applicator and at the cross-hair foil.

corrected by a factor of 7%, calculated from previous measurements with silicon
with and without the buildup layer. The calibration factor is equal to:

CalibrationFactor = (19.08 ± 0.99) Gy/µC (4.4)

An important increase in dose of at least three orders of magnitude can be
observed when transitioning from conventional to UHDR mode for all irradiation
settings. At the wedge tray position in UHDR mode, only a single pulse was
delivered to avoid exceeding the dose range of the EBT XD films (40 Gy), and
therefore, it was not possible to calculate the average dose intensity for multiple
pulses. The use of the PMMA applicator results in a 57% increase in DPP at the
isocenter in conventional mode and a 28% increase in UHDR mode.

CONV
CPP (pC) DPP (Gy) ADR (Gy/s) IDR (Gy/s)

Isoc 7.14 (1.60 ± 0.08) · 10�4 (1.60 ± 0.08) · 10�2 (7.99 ± 0.04) · 101

Appl 11.76 (2.52 ± 0.13) · 10�4 (2.52 ± 0.13) · 10�2 (1.26 ± 0.06) · 102

Cross 33.7 (6.76 ± 0.34) · 10�4 (6.76 ± 0.34) · 10�2 (3.38 ± 0.17) · 102

Wedge⇤ 362.24 (0.92 ± 0.05) · 10�2 (92.3 ± 4.6) · 10�2 (4.61 ± 0.23) · 103

* Dose in air without build up.

Table 4.2: Dosimetry results for CONV mode

UHDR
CPP (nC) DPP (Gy) ADR (Gy/s) IDR (Gy/s)

Isoc 29.85 0.63 ± 0.04 83.6 ± 4.2 (3.6 ± 0.18) · 105

Appl 36.59 0.81 ± 0.04 89.5 ± 4.5 (4.03 ± 0.20) · 105

Cross 131.84 2.22 ± 0.11 309 ± 16 (12.3 ± 0.6) · 105

Wedge⇤ 1103.59 27.2 ± 1.4 n.d.⇤⇤ (136 ± 7) · 105

* Dose in air without build up. ** n.d.: not determined.

Table 4.3: Dosimetry results for UHDR mode

The beam profiles obtained from the scanned images are shown in Figure 4.3.5.
In conventional mode, the profile at the wedge exhibits some irregularities, likely
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attributed to the geometry of the primary filters and the secondary scattering
foils, which feature two inclined sections corresponding to specific scattering
angles [55].
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Figure 4.3.5: Dose profiles obtained from GafChromic films for the conventional (a) and UHDR
modes (b). In both figures, the dose profiles at the wedge tray were divided by a factor of 10 for
ease of comparison.

Figure 4.3.6 shows that, in conventional mode, there is good agreement be-
tween the output factor measured by the AM chamber and the GafChromic
films. The analysis of the UHDR mode data reveals a similar trend to that of
the conventional mode data. For field sizes larger than 10 ⇥ 10 cm2, the UHDR
values are systematically lower, as also reported by [57], although all differences
remain within the error bars.

Figure 4.3.6: Output factor measured with the Advanced Markus and GafChromic films EBT XD
in conventional and UHDR modes for different square field sizes.
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4.4 Discussion and conclusion
An Elekta SL 18 MV LINAC was upgraded to deliver a 10 MeV electron beam
under ultra-high dose-rate (UHDR) conditions, and its performance was char-
acterized. Key modifications involved removing the primary and secondary
scattering sheets, increasing gun current and magnetron power, and adjusting
certain beam transport parameters. Additionally, a custom pulse control circuit
(PCC) was developed to count the LINAC’s pulses and stop irradiation after the
required number, since the ionization chamber’s reliability was affected by the
use of an attenuator.

A silicon diode sensor was used to verify pulse stability during single deliver-
ies and across multiple deliveries over different days. A 3.7% variation in charge
per pulse was observed between individual and consecutive beam deliveries.
Irradiations performed on the same day showed good reproducibility, with a
maximum charge deviation of 2% for the low-power (LP) mode and 4% for the
high-power (HP) mode. Notably, pulse stability in UHDR mode included the
first pulse, which was up to 4% smaller than the stable pulses. This slightly
increased the percentage variation compared to the findings by Konradsson et al.
[101], who excluded the first pulse from their analysis and reported deviations
below 3%. Since standby periods are known to affect LINAC performance, repro-
ducibility was assessed over three months, with the silicon diode showing pulse
charge deviations within 8% of the median value, which is acceptable for in vitro
radiobiology studies.

The energy distribution of the beam remained unchanged despite the LINAC
modifications, as confirmed by the PDD curves and associated parameters. The
DPP and dose-rates achieved in this study are comparable to those obtained
from other modified LINACs, delivering a minimum of 0.6 Gy/pulse (3.6 ·105

Gy/s instantaneous dose-rate) at the isocenter and up to 27 Gy/pulse (136 ·105

Gy/s instantaneous dose-rate) at the wedge tray position. Average dose-rates
above 300 Gy/s were reached at the crosshair foil position with a pulse repetition
frequency (PRF) of 100 Hz. These dose-rates allow for planning both radiobiolog-
ical experiments and instrumentation tests to compare conventional and UHDR
regimes, though careful attention must be paid to the limited space in the wedge
irradiation setup when designing experimental configurations.

Further performance improvements will be explored in the coming months.
The results reported here reflect a PRF of 100 Hz and hardware and software
modifications that draw up to 6 kW from the magnetron. Given that the maxi-
mum PRF achievable with this LINAC is 400 Hz and the magnetron power can
be increased to 7 kW, additional optimizations will be investigated to achieve
higher DPPs and dose-rates. Additionally, a correlation study between the signal
from silicon sensors and the delivered dose in a PMMA (or solid water) phantom,
measured with the AM chamber or GafChromic films, is planned. This may
lead to a dose-based beam monitoring approach, for instance, by placing silicon
sensors at the beam field edges and integrating dose control based on pulse
counting by the PCC.

The beam characterization reported in this study is a preliminary step toward
its use in spatial fractionation studies. Like UHDR irradiations, Spatially Fraction-
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ated Radiation Therapy (SFRT) has shown potential to spare healthy tissue while
maintaining tumor control efficacy. Several research groups are studying the
effects of FLASH and mini-beams, both separately and in combination, to assess
possible synergies. The PMMA applicator used in this study, which increased
dose at the isocenter, could be used to hold perforated models along the beam
path to study the dosimetric properties of different configurations (e.g., number,
geometry, and spacing of the holes). Parameters such as peak width at half maxi-
mum and peak-to-valley dose ratio could be characterized for various available
energies (6 to 18 MeV) and dose-rates for the 10 MeV electron beam. This would
provide insights into differentiating tissue-sparing effects from UHDR beams and
spatial fractionation. Preliminary tests in this context are described in Section 5.4.

The possibility of delivering 18 MeV electron beams will also be explored to
investigate UHDR at higher energies [102].

To conclude, the Elekta SL 18 MV LINAC has been successfully modified to
deliver UHDR electron beams at 10 MeV. These modifications are fully reversible,
and switching between conventional and UHDR modes takes only a few minutes.
The LINAC now reaches a maximum of 2.2 Gy/pulse and an instantaneous dose-
rate exceeding 105 Gy/s at the crosshair foil position, with a pulse duration of 2
µs. A silicon sensor device monitors the stability and reproducibility of pulses
across different beam deliveries and days.

In the future, this LINAC could serve as a platform for testing beam monitor-
ing and dosimetry devices, as well as for conducting radiobiological experiments
to further investigate the FLASH effect. The use of applicators with various
geometries and perforated models may facilitate studies on the combined effects
of SFRT and UHDR irradiation.
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Chapter 5

Silicon: Characterization of silicon
sensors on FLASH electron (and
proton) beams

Silicon devices are strong candidates for monitoring FLASH radiotherapy (RT)
beams due to their highly developed manufacturing technology and significantly
fast response times. The use of silicon sensors with a small sensitive thickness
further reduces the generation of charge carriers in the active volume and de-
creases charge collection time, thus limiting recombination and saturation effects.
This chapter presents the work performed in the field of thin silicon detectors for
monitoring UHDR beams. Specifically:

• Section 5.1 provides an overview of the silicon sensors employed in this
study, covering both strip and pad geometries from various FBK produc-
tions, alongside the front-end electronics (TERA08 and TERA09).

• Characterization of these sensors using conventional electron beams, de-
livered by the Elekta SL18 LINAC at the Physics Department in Turin, is
detailed in Section 5.2.

• Preliminary results from experiments on FLASH electron beams, conducted
at the ElectronFLASH facility, are presented in Section 5.3.

• Finally, Section 5.4 explores the use of a large segmented sensor with 146
strips for single-shot study of the beam shape and its possible applications
in spatially fractionated radiotherapy (SFRT).

5.1 Sensors and readout electronics description
PIN sensors of various geometries (described in Section 3), all manufactured by
FBK [103] within different productions were used during my PhD research. The
strip sensors (11 and 146 strips) were selected from the MoVe-IT 2020 production
[104, 105], while the pad sensors from the eXFlu production.
The readout electronics consist of TERA chips (TERA08 and TERA09), featuring
64 identical channels, each implemented as a current-to-frequency converter.

51



5. Silicon: Characterization of silicon sensors on FLASH electron (and proton) beams

5.1.1 Strip segmented silicon sensors from MoVe-IT production
The MoVe-IT production includes 14 wafers, subdivided into three groups based
on wafer substrate and gain implant dose [105]. Most sensors from this produc-
tion are LGAD sensors and thus feature a gain layer: a p+ gain layer was added
to each strip by implanting boron below the n++ electrode, with a doping concen-
tration of approximately 1016/cm3 and a thickness of approximately 1 µm. This
allows for creation of a very high local electric field, sufficient to activate charge
multiplication [106]. Two different silicon substrates were used in the production,
exploiting a low-resistivity silicon back handling support: an epitaxially grown
silicon layer (Epi) with a resistivity greater than 200 Wcm and an active thickness
of 45 µm, and a high-resistivity ( > 3000 Wcm) glued silicon layer (Si-Si) with an
active thickness of 60 µm. As said, only PIN sensors from this production were
used for FLASH applications.

The initial sensor chosen for testing the experimental setup under conven-
tional beams is illustrated in Figure 5.1.1 (a). It is without the implanted gain layer
in any of its strips (T1, T8, and T10 sensors) [107]. This geometry was designed
for timing applications [104, 108]. Specifically, the W1-T1 variant, previously
characterized in the laboratory with an active thickness of 45 µm, was chosen.
The sensor is segmented in 11 strips, all demonstrating breakdown voltages
exceeding 300 V under reverse bias, indicating excellent performance. The strip
dimensions are 0.55 mm width, 4 mm length (sensitive area of 2.2 mm2), with a
pitch of 0.591 mm.

The sensor was mounted to a passive PCB board for biasing and signal extrac-
tion, utilizing three output channels for potentially reading out three separate
strips via wire bonding. Strips not connected to the output channels were bonded
to ground to optimize charge collection. The signal generated on a strip was
analysed by two methods: through the TERA08 chip for integrated charge mea-
surements, splitting the signal into the 64 TERA08 channels as will be explained
in Section 5.1.3, and through an oscilloscope, where individual voltage signals
can be converted to charge, taking into account the input impedance of the oscil-
loscope. The sensor segmentation is not fully expoited, as only up to three strips
are measured, corresponding to the three readout channels on the mounted board.
However, as demonstrated in the following sections, the implementation of these
sensors confirmed the feasibility of using them to provide spatial information.

The larger sensor we have tested has a sensitive area of 2.6 ⇥ 2.6 cm2 and it
is shown in Figure 5.1.1 (b). It was designed to cover the entire clinical proton
beam spot at the isocenter (i.e. in the treatment rooms at CNAO, the proton
beam FWHM ranges between 0.7 and 2.2 cm in the clinical energy range). It is
segmented into 146 strips with a pitch of 180 µm, an inter-strip spacing of 66 µm,
and each strip has an active area of 180 ⇥ 26214 µm2. [109]. Each wafer from
the production batch included eight large-area sensors of this type, in which the
gain layer was not implanted (designated as A3 in MoVe-IT production). The
TERA09 chip, described in the following section, was used for reading signals
from individual strips. The central 128 strips of the 146 strips were connected to
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(b)(a)(a)

Figure 5.1.1: Silicon sensor summarized layout: (a) Segmented into 11 strips selected from MoVe-
IT production. Each strip is characterized by a sensitive area of 2.2 mm2 (4 mm ⇥ 0.55 mm), an
interstrip pitch of 0.591 mm, and a interstrip distance of 51 µm. (b) Large segmented sensor from
MoVe-IT production. The 146 strips are visible, each one with a pitch of 180 µm, an inter-strip
spacing of 66 µm, and an active area of 180 ⇥ 26214 µm2.

the readout, fully exploiting the 64 channels of two TERA09 chips. This setup
was employed with conventional electron and proton beams to verify the ability
to study beam shape.

5.1.2 Pad sensors from exFlu production
The eXFlu production batch [110, 111] was developed for a new design of silicon
sensors with internal gain. The new design consists implanting the gain layer by
overlapping a p+ and an n+ implants. This technology is expected to be more
resilient to radiation and will empower the 4D tracking ability typical of the
LGAD sensors well above fluences of 1016/cm2 [112]. The production includes
several thin wafers of varying thicknesses (between 15 µm and 45 µm), with a
dedicated area for samples specifically designed for the FRIDA project. These
samples consist of sensors with different geometries (strip/pad, varying active
areas) to facilitate the study of how sensor performance depends on geometry
under FLASH beam conditions.

The samples selected for the first validation on FLASH beams are PIN silicon
sensors without the gain layer. The design of these sensors allowed us to compare
signal collection across different geometries. Indeed, each silicon square device
(4.7 mm side length) contains six pad sensors (2 mm2, 1 mm2, 0.56 mm2, 0.25
mm2, 0.06 mm2, 0.03 mm2), one pixel sensor (with 8 pads), and one strip sensor
(with 4 strips of varying widths). Three of them were selected, as shown in Figure
5.1.2 on two wafer featuring different active thickness (30 µm and 45 µm) and a
total thickness of 655 and 570 µm, respectively.

The active thickness is epitaxially grown (Epi) over a thick low-resistivity
handling wafer. The sensors were preliminary characterized in our department
lab to verify their electrical properties. Through the analysis of the I-V curves, it
was verified that they fully deplete at 10 V and the breakdown voltage occurs
over 300 V of reverse bias. The sensors were mounted with conductive glue
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Figure 5.1.2: (a) The sensor mounted on the HV distribution board is represented. (b) Technical
drawing of the sensors used in the experiment. Among the different implanted pads, the arrows
point out the ones tested (0.25 mm2, 1 mm2, 2 mm2).

on the high-voltage distribution boards cited above, shown in Figure 5.1.2 (a),
allowing simultaneous reading of the three chosen pads connected to the output
channels through wire-bonding. The guard ring of each pad was grounded. The
measurements performed with these pads allowed us to evaluate the perfor-
mance dependence on geometry, with detection on electron beams. Again, signal
measurements were conducted with both the TERA08 chip and the oscilloscope.

5.1.3 Front-end electronic readout
TERA08 The TERA08 chip was used for charge measurements. This readout
system was designed for medical applications by the INFN group of Turin and it
is currently in use at the Italian National Center for Oncological Hadrontherapy
(CNAO) as a front-end electronic readout for gas monitor chamber for the real-
time monitoring and control of the dose delivered during treatment [25].

This chip features 64 identical channels and is designed using CMOS AMS
0.35 µm technology. In each channel, TERA08 performs a conversion from the
instantaneous current to a digital pulse frequency, where each digital pulse
corresponds to a fixed input charge quantum [113]. Each converter is followed
by a 32 bit counter. The conversion occurs at a maximum frequency of 20 MHz,
meaning that even when selecting the largest possible charge quantum (1.115 pC),
the maximum current each channel can convert is 20 µA. The chip is sensitive to
both negative and positive charges, as the converter is designed to accept inputs
of both polarities. The operating principle of the counter, based on the recycling
integrator principle, is illustrated in Figure 5.1.3.

From the schematic, it can be seen that the input current Iin is integrated on a
600 fF capacitor Cint via an operational transconductance amplifier (OTA). The
output voltage from the OTA is compared to two thresholds (one positive and
one negative) by two synchronous comparators (CMP1 and CMP2). If the voltage
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Figure 5.1.3: Schematic of a channel of TERA08 based on recycling integrator principle.

exceeds one of the thresholds, the counter (CNT) is incremented or decremented
by a pulse sent from the pulse generator (PG). At the same time, the PG sends
a pulse to the charge subtraction circuit, which subtracts a positive or negative
charge quantum from the capacitor Cint.

(a) (b)

Figure 5.1.4: (a) Schematic of the setup used for measurements. Iin represents the input current
and for each channel the own resistor is represented. (b) Picture of the board with two TERA08
chips mounted on.

For all measurements presented in this work, the value of the charge quantum
was measured to be (211 ± 1) fC, in accordance with the chosen nominal setting
of 200 fC, setting used for clinical applications and demonstrated to perform
fairly uniform gain across the channels [114]. In this configuration the maximum
current that a channel can convert without saturation is about 4 µA.

The TERA08 chip was employed by injecting an input current (from one single
strip) split into the 64 channels, at the end of which the total counts are summed
and converted into charge using the set quantum of charge. This approach was
conceived within the FRIDA project to avoid the risk of channel saturation due
to the very high charge release while still providing a reliable measurement of
the input current.

In this setup, to avoid the direct connection of two or more operational ampli-
fier inputs an upper-board adapter was used. Here high-value resistors (10 MW)
are connected between the channel inputs and the common input node, as long
as the input current is significantly larger than the offset currents needed to keep
each OTA input at the correct voltage.
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Figure 5.1.4 (a) shows the schematic of the board and Figure 5.1.4 (b) a picture
of two TERA08 chips mounted on the same board on the right, for a total of 128
channels. An NI FlexRIO FPGA DAQ module was used for reading the indi-
vidual channels, and LabView software was used for data acquisition and storage.

TERA09 A new 64-channel current-to-frequency converter ASIC has been de-
signed to handle high-flux pulsed beams [115, 116]. The previous version of the
chip, TERA08, can convert up to 4 µA of current without saturation using a charge
quantum of 200 fC, making it suitable for monitoring currents in current particle
therapy facilities (hundreds of nA). However, the pulsed beam structure pro-
vided by the next generation of accelerators, which implement new acceleration
technologies, leads to a significant increase in beam flux per pulse [117, 118]. In
the TERA09 chip version, the charge-to-frequency converter has been redesigned
to increase the maximum conversion frequency. Additionally, automatic readout
of the partial and total sums of the counter values has been implemented, which
are directly accessible in dedicated registers. This technology achieves an increase
of about two orders of magnitude in the dynamic range compared to the TERA08,
while maintaining sensitivity and linearity.

Figure 5.1.5: The overall schematic of the TERA09 chip.

Measurements performed with a charge quantum set to 200 fC (the value used
for TERA application at cnao) and a clock frequency of 250 MHz have shown a
maximum counter increment frequency of 62.5 MHz. It has been demonstrated
that the counter frequency as a function of the input current for a single channel
exhibits linearity up to ± 12 µA, which is the new saturation current, three times
higher than the one obtained with TERA08 in the same conditions.

Figure 5.1.6 shows the setup used for the measurements with TERA09 re-
ported in this thesis. A motherboard houses four TERA09 chips (two on the front
side and two on the back side), allowing the reading of a total of 64 x 4 channels.
The analog signals are sent to the individual channels via an analog adapter with
64 ⇥ 4 pins. The digital output signals are read individually through two VHDCI
cables from a NI FlexRIO FPGA DAQ module (as done for TERA08) coupled
with suitable LabView software for data acquisition.
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A custom-designed PCB accommodates a 146-strip segmented sensor from
the MoVe-IT 2020 production series, as previously detailed. Out of the 146 strips,
only the central 128 are connected for reading 64 strips are routed to one chip and
another 64 to a second TERA chip. The board is designed to enable the reading
of signals from individual strips as well as from groups of strips, providing
flexibility in data acquisition.

Figure 5.1.6: (a) Experimental setup used for measurements with the TERA09 chip. On the right
side of the photo, the board for the 146-strip sensor from the MoVe-IT production is visible. (b)
Design of the board intended to host the 146-strip sensor. On the left side of the board, the output
channels for the 128 strips are present. The remaining three sides feature alternative signal readout
options (individual strips, groups of strips, with the possibility of soldering resistors/capacitors
for modified output signals).

5.2 First characterization on conventional electron
beams from LINAC Elekta

To verify the effective functioning of the setup, preliminary tests were conducted
with conventional electron beams on the Elekta LINAC machine at the Depart-
ment of Physics, University of Turin.

One T-type sensor from the MoVe-IT 2020 production, without implanted
gain layer in any strips, was used in this test. As mentioned in Section 5.1, these
11-strip sensors have a breakdown voltage greater than 300 V. Each strip has
an active area of 2.2 mm2 and an active thickness of 45 µm. Only one strip
was connected to the readout electronics, while the remaining 10 strips were
grounded.

The sensor was reverse biased at 50 V and the output of one strips was read
out by a TERA08 chip. To avoid reaching the saturation current per channel
(4 µA), an upper-board adapter was used, which allowed the splitting of the
detector’s input current into 64 readout channels, and then summing the counts
of these channels to reconstruct the input current.

The sensor was tested on LINAC electron beam, positioned at the isocenter
(SSD = 100 cm). The experimental setup is illustrated in Figure 5.2.1. Measure-
ments were acquired at different energies (4 MeV, 6 MeV, and 10 MeV) by varying
the dose-rate (100 MU/min, 200 MU/min, and 400 MU/min) while keeping the
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total dose constant (100 MU). Measurements were also taken on different days to
verify the reproducibility of the data.

Figure 5.2.1: The experimental setup used for the initial measurements with an 11-strip silicon
sensor on conventional electron beams. The sensor is biased using a high voltage module, and
the sensor output is split into 64 channels of a TERA08 chip

In Figure 5.2.2, the steps of the raw data analysis acquired with TERA08 are
shown. From the integral counts of the 64 channels, it is possible to evaluate
the differential counts, clearly showing the start and end of the irradiation. Sub-
sequently, the signals from the 64 channels are summed, and the pedestal is
subtracted. To obtain charge values, the counts are multiplied by the charge
quantum (qc = 200 fC). To obtain the total charge, it is sufficient to sum the
total measured counts, while to evaluate the average current, the total charge is
divided by the total irradiation time:

I =
qc (Ât CNTt)
tend � tstart

=
(Ât Qt)

tend � tstart
(5.1)

where qc is the charge quantum, CNTt are the counts measured over a time inter-
val, and tstart and tend represent the start and end of the irradiation, respectively.

In Figure 5.2.3, the measurements acquired with TERA08 for the three different
energies and the three different dose-rates are represented (Total Dose : 100 MU).
For the same total dose, changing the dose rate means changing the duration of
irradiation, as shown in Figure 5.2.3.

In Figure 5.2.4 the trend of the average current during irradiation as a function
of dose-rate for the three different energies is shown. For all three cases, a linear
trend of the data was observed, with a coefficient of determination (R2) greater
than 0.99 and minimal deviations from the linear model. This result suggests the
potential to calibrate the charge measured by TERA08 in terms of dose within
the conventional range studied.

The data were acquired on two different days to verify the reproducibility of
the data, as can be seen in Figure 5.2.5, were the charge measured in different
dose-rate conditions in two different days is shown for three energies. The
boxplot in 5.2.5 (b) shows that the deviation of the data from the median value
does not exceed 2.5%.
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(a) (b)

(c)

Figure 5.2.2: The initial steps of analysis performed on the raw data acquired with TERA08:
(a) integral counts measured by each of the 64 channels in different colors, for each acquisition
interval (set at 100 ms); (b) differential counts; (c) the sum of signals from the 64 channels is
depicted in blue (corresponding to the total signal), and in black after pedestal subtraction.

The final aspect we aimed to investigate through these preliminary tests on
conventional beams is the feasibility of studying the beam’s shape. Although
we are using individual sensors and thus performing point measurements, we
sought to verify the dependence of these measurements on the position within
the beam. This has been done by adopting two approaches:

• The first method involved moving the sensor in discrete steps along the
beam field of view, and acquiring a complete irradiation at each step.

• The second method involved continuous acquisition during a single irradi-
ation while the sensor scanned transversely to the beam.

In both cases, an automated motor system capable of moving in two dimensions
was used. The distance between steps and the time the sensor remained stationary
at each position were adjustable. For this test, two strips were connected via wire
bonding to two output channels of the HV board, and the two signals were sent
separately to two TERA08 chips.

In the first case, a 6 MeV electron beam with a frequency of 200 MU/min
and a total dose of 50 MU was used, with a field size of 10 ⇥ 10 cm2 at the
isocenter. Measurements were taken on the XZ plane, where Z represents the
beam direction and X is one of the two orthogonal directions to the beam direction.
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(a) (b)

(c)

Figure 5.2.3: Counts measured for 3 electron energies (a) 4 MeV, (b) 6 MeV, (c) 10 MeV, under three
different dose-rate conditions (100 MU/min, 200 MU/min, 400 MU/min), while maintaining a
total dose of 100 MU are represented.

Five positions were tested along the Z axis, starting from the isocenter (Z = 100
cm) and moving away in 25 mm steps. Along the X axis, up to 20 positions were
measured (in 10 mm steps) from one edge to the other of the field. The results
are shown in Figure 5.2.6, which clearly indicates that the measured charge at the
beam center decreases as the distance from the source increases and the beam
width increases. In particular, when analyzing the measurements acquired at the
isocenter (Figure 5.2.7), a FWHM of 100.2 mm was evaluated, which is consistent
with the nominal beam size under these conditions (10 ⇥ 10 cm2). The offset
between the two curves in the plot is due to the fact that the two strips connected
to TERA08 are separated by a certain distance, causing the beam center to cross
the strips at different times. The transverse profile of the beam, and thus its
dependence on Z, was verified at the center of the beam (fixed X) not only for 6
MeV and 200 MU/min, but also for two additional dose-rate values (100 and 400
MU/min) and for 10 MeV. The results are shown in Figure 5.2.8, where the event
rate is plotted as a function of the distance from the source. In all cases, the event
rate as a function of the distance was fitted using the following three-parameter
inverse square law, that provides a good fit for the data at both energies and
across all tested dose-rates:

Rate(Z) = a +
b

Z2 (5.2)
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Figure 5.2.4: The instantaneous current measured with TERA08 in three different dose-rate
conditions (100 MU/min, 200 MU/min, 400 MU/min) on two separate days and for three
different energies (4 MeV, 6 MeV, 10 MeV). The coefficient of determination was found to be R2 >
0.99. Deviations from linearity plots are also reported.

(a) (b)

Figure 5.2.5: (a) Charge measured with TERA08 in three different dose-rate conditions (100
MU/min, 200 MU/min, 400 MU/min) on two separate days and for three different energies (4
MeV, 6 MeV, 10 MeV). (b) The boxplot shows the median value, along with the 25th and 75th
percentiles to give an indication of the measurement variability.

Figure 5.2.8: TERA08 count rates as a function of the position Z. The TERA08 counts follow an
inverse square law (I(r) = I0/r2) with respect to distance, as expected from theory.
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(a) (b)

Figure 5.2.6: The charge measured by TERA08 at different positions along the X and Z axes. The
position Z = 100 cm corresponds to the isocenter, and a decrease in Z corresponds to a further
distance from the LINAC head. At each point, a complete irradiation was acquired. The data
measured on the strip 1 are shown in black, while those measured on the strip 2 are shown in red.

Figure 5.2.7: The charge measured by TERA08 at the isocenter (Z = 100 cm). (a) The data measured
on the Strip 1 are shown in black; (b) The data measured on on the Strip 2 are shown in red.

Subsequently the beam shape was studied by continuously scanning the
sensor along the X direction (fixed at the isocenter) during a single irradiation.
Irradiations of 400 MU at 200 MU/min with 6 MeV energy were performed in
this case. In Figure 5.2.9 (a) the obtained beam shape is due to light from the
LINAC head and the presence of a centering cross on the crosshair foil. The
sensor is sensitive to light, causing the TERA08 counts to decrease when the
sensor passes through the shadow of the cross and when it exits the illuminated
area. By acquiring data at the same positions with the beam both on and off (beam
ON/OFF), it was possible to reconstruct the signal generated by the electron
beam by subtracting the light background (the pink line).
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(a) (b)

Figure 5.2.9: TERA counts acquired during a single irradiation while moving the sensor from
one edge to the other of the beam, at the isocenter. The noise caused by the light and shadows
from the LINAC centering system is clearly identifiable. (a) The beam OFF data are rapresented
in green, the beam ON data in blue and the actual signal generated by the beam (subtracting the
measurement acquired with the beam OFF from that with the beam ON) is shown in pink. (b)
The data acquired by strip 1 and strip 2 are rapresented in red and black. The actual distance
between the strips (4.7 mm) can be determined from the horizontal offset of the curves acquired
from the two strips.

By connecting two strips to the readout, it was also possible to reconstruct the
distance between the two strips. Observing the right graph of Figure 5.2.9, the
position corresponding to the cross’s shadow on the strips was identified, and a
distance of 4.8 mm was evaluated (the actual distance between the two strips is
4.7 mm). To avoid the influence of light noise in the data, it is sufficient to place a
black cardboard over the crosshair foil.
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5.3 First experimental validation of silicon-based sen-
sors for monitoring UHDR electron beams

The preliminary tests on conventional electron beams from the Elekta SL 18
LINAC at the Physics Department of Turin were described in Section 5.2. The
tests confirmed a linear trend of the charge measured on silicon strips with dose-
rate, good reproducibility of the data, and the ability to reconstruct the beam
shape both transversely and longitudinally. The tests were conducted using a
silicon sensor segmented into 11 strips with an active thickness of 45 µm and an
active area of 2.2 mm2, and using TERA08 as the readout electronics, splitting the
signal from one strip into the 64 channels of TERA08.
This section describes the initial characterization of the setup on ultra-high dose-
rate (UHDR) electron beams. The results of the tests of thin silicon pad sensors
on UHDR electron beams delivered by the SIT ElectronFLASH (EF) machine at
the “Centro Pisano Multidisciplinare sulla Ricerca e Implementazione Clinica
della Flash Radiotherapy” (CPFR) in Pisa (Italy) are presented.

Most of the results presented in this section have been reported in the follow-
ing publication [7]:

Medina, Elisabetta, et al. “First experimental validation of silicon-based
sensors for monitoring ultra-high dose-rate electron beams.” Frontiers in

Physics 12 (2024): 1258832.

5.3.1 Experimental setup
The samples chosen for the experiment are PIN silicon sensors, manufactured
within the FBK EXFLU1 production batch, described in detail in 5.1. Two silicon
square devices (4.5 mm side length) were selected from two wafers featuring
different active thickness (30 µm and 45 µm) and a total thickness of 655 and
570 µm, respectively. Areas of 2 mm2, 1 mm2, and 0.25 mm2 were chosen for
the measurements. Through preliminary I-V characterization, it was verified
that they fully deplete at 10 V and the breakdown voltage occurs over 300 V of
reverse bias. The sensors were mounted with conductive glue on high-voltage
distribution boards, allowing simultaneous reading of the three chosen pads
connected to the output channels through wire-bonding. The guard ring of each
pad was grounded.

The silicon device was aligned along the beamline, at the exit of the EF appli-
cator, at the center of the beam spot and it was mounted on a fixed motor system
positioned on a table in the EF room (Figure 5.3.1). Measurements performed with
the FlashDiamond (FD) [44] set in the same position of the silicon sensors were
considered as reference. The configuration allowed moving the silicon sensors
and the FD, used to provide the reference dose measurements, in and out of the
beam in the same experimental conditions, as shown in Figure 5.3.1 (b). All the
measurements were performed at the maximum of the depth-dose distribution in
water for the 9 MeV electron beam, obtained by placing a 12 mm thick solid water
slab sandwiched between the applicator and the detector holder. Both silicon
sensors and FD were enclosed in 3D-printed PLA boxes with an opening window
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(a) (b) (c)

Figure 5.3.1: (a) The experimental setup positioned on the table is shown. (b) The silicon sensor
(right arrow) and the FlashDiamond (left arrow) mounted on the same supporting structure.
The two 3D printed boxes (in black) in which the sensors are positioned are visible. (c) The EF
applicator, in contact with the solid water slab, adjacent to the sensor support box is shown.

in front of the active sensor surface to ensure the same air-gap distance (7 mm)
between the sensors and the 12 mm thick solid water slab. For twelve values of
the beam current at the exit window in the available range (1-100 mA), several
EF parameters, such as magnetron power and bias of the cathode, have been
optimized in order to have a constant energy spectrum. These twelve “working
points” have been named according to the dose values measured in water at the
build-up depth, using the 10 cm diameter applicator during the commissioning
procedure. The “working points” labels (WPlabels) need to be converted into
the actual dose related to the specific irradiation point and applicator considered.
Table 5.1 reports the correspondence between the nine (out of the twelve possible)
WPlabels considered in the test and the corresponding values measured by the
FD for the 30 mm diameter applicator, also illustrated in the Figure 5.3.2.

Figure 5.3.2: Reference dose-per-pulse (DPP) values measured by the FlashDiamond at nine
increasing beam current values, identified by the corresponding nine “working points” labels
(WPlables) on x axis.
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Reference dose-per-pulse values
WPlabels (Gy/pulse) 0.3 0.6 0.9 1.2 1.5 1.8 2.0 2.3 2.8

DPPref (Gy/pulse) 1.62 2.55 3.9 5.3 6.6 7.4 7.7 9.4 10.2
±ERR% ±0.05 ±0.08 ±0.1 ±0.2 ±0.2 ±0.2 ±0.2 ±0.3 ±0.3

Table 5.1: Reference dose-per-pulse (DPP) values measured by the FlashDiamond at nine increas-
ing beam current values, identified by the corresponding nine “working points” labels (WPlables),
for the irradiation point and the EF applicator considered in the test experimental setup. One
measurement was performed for each WPlabel. The values measured with the FlashDiamond are
reported with the corresponding error (±3%).

The reference setup for measurements with the FD relies in positioning it
in a cylindrical PMMA phantom of 120 mm diameter (ref setup), while in the
experimental setup considered in this test the FD was positioned in the already
described 3D-printed PLA box (test setup). Therefore, in order to obtain the values
of effective dose-in-water, the discrepancy in the response of the FD in the ref or
test setup was studied by means of Geant4 Monte Carlo simulations. More specif-
ically, the Monte Carlo simulations included the support structure of the sensor,
the 3D-printed PLA box and the 12 mm thick build-up slab for the test setup,
the PMMA cylindrical water equivalent holder and the build-up slab for the ref
setup. All the components were positioned at the applicator exit. In both cases,
simulations were based on the “eFLASH radiotherapy” example code, available
in Geant4 11.0, which includes the EF accelerator and different applicator geome-
tries. The energy spectrum of the primary electrons was measured, showing a
slight decrease in the beam’s mean energy due to the low-energy tail presence.
The lateral scattering contribution due to the presence of the FD holder was quan-
tified. The Geant4 simulations were run with “G4EmStandardPhysics-option4”,
“G4RadioactiveDecayPhysics” and “G4DecayPhysics” physics list, while cut-offs
for all particle productions were set to 0.01 mm. The electron dose was scored
along a 1.9 ⇥ 1.9 ⇥ 10 cm3 water volume in a grid with 1.9 ⇥ 1.9 ⇥ 1 mm3

resolution, with and without a 10 ⇥ 10 ⇥ 10 cm3 water phantom all around to
simulate the contribution of the cylindrical PMMA phantom. The simulations
were performed with 108 particles. In these conditions, a 3.9 % increase in the de-
posited dose was found when considering the cylindrical PMMA phantom. The
values reported in the following table were corrected for this effect. A maximum
dose-per-pulse of (10.2 ± 0.3) Gy was reached.

For part of the test, a sensor pad of 2 mm2 active area from the device of
45 µm thickness was connected to the TERA08 chip. Since the latter can read
a maximum current of 4 µA per channel before saturation, the sensor signal
was split into 64 channels. As reported in a previous publication [113], such
an arrangement allows to extend the current range up of 256 µA preserving a
linearity better than 1% in the whole range. A specific upper-board adapter was
used to allow the splitting of the input into the TERA08 channels. Moreover, in
order to cope with the large instantaneous input current during each pulse, an
RC circuit was added between the sensor output and the TERA08 input such that
the charge produced by each pulse is stored in the capacitor, which discharges
into the TERA08 input with a time constant much larger than the pulse duration.
A series resistance value of 156 kW and a capacitance value of 470 nF, connected
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to the reference voltage of the TERA08 input, were used. On left panel of Figure
5.3.3 shows a typical signal consisting of 10 pulses at a frequency of 5 Hz after
software acquisition. On right panel of Figure 5.3.3, the value of the time constant
t, determined by fitting an exponential curve to a single-pulse discharge data,
is reported and is found to be in good agreement with the product RC. The
experimental setup is schematically represented in the Figure 5.3.4.

(a) (b)

Figure 5.3.3: Example of acquisition with the TERA08 chip. (a) TERA08 counts as a function
of acquisition time for an entire run, where 10 pulses with a frequency of 5 Hz are clearly
distinguishable. (b) Zoom on a single signal of the discharge of the capacitor. The exponential fit
results for the t value is reported in the figure legend.

Figure 5.3.4: Schematic of the experimental setup used for first measurements. A 12 mm solid
water slab is placed at the exit of the applicator. The silicon sensor was positioned under the same
measurement conditions as the FlashDiamond. One pad of the sensor (2 mm2 of area and 45 µm
of active thickness) was bonded to the output channel, and the signal first passed through an RC
circuit before being split into the 64 channels of TERA08.

A second part of the beam time was dedicated to the test of three sensor pads
of active areas 2 mm2, 1 mm2 and 0.25 mm2 from the 45 µm active thickness
wafer connected directly to three input channels of an oscilloscope (Keysight
Infiniium S-series DSOS254, 20 GS/s sampling rate), with input impedance of 50
W. Through the oscilloscope, it was possible to visualize and store the voltage
signal generated from the pulses delivered by the EF and its temporal structure.
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An example of an acquisition with the oscilloscope of one single pulse of 4 µs
duration is shown in Figure 5.3.6, where three waveforms corresponding to each
output channel are represented with three different colors. The shapes of the
signals, characterized by an initial spike followed by an increase up to a broad
maximum at the center of the pulse, were found to be perfectly compatible with
those recorded by the machine’s internal BCTs. The total charge of each pulse
was obtained by dividing the integral of the acquired waveforms by the input
impedance of the oscilloscope. The experimental setup for these measurements
is schematically represented in the Figure 5.3.5.

Figure 5.3.5: Schematic of the experimental setup used for the comparison of different areas.
Three pads (0.25 mm2, 1 mm2 and 2 mm2 of areas) of both sensors (30 µm e 45 µm of active
thickness) were bonded to the readout, and then sent to three channels of the oscilloscope.

Figure 5.3.6: Waveforms acquired by the oscilloscope for a 4 µs pulse delivered by the EF at 3.89
Gy/pulse dose-per-pulse. The input impedance was 50 W. Three sensors of different active areas
(2, 1, 0.25 mm2) were connected to 3 channels of the oscilloscope. The data correspond to the 45
µm thick sensor.

5.3.2 Results
The charge per pulse measurements acquired with a silicon pad of 2 mm2 area
and 45 µm active thickness, using both TERA08 and the oscilloscope, are shown
in Figure 5.3.7 as a function of the dose-per-pulse up to ⇠ 10 Gy/pulse. The
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Figure 5.3.7: The charge produced in one pulse of 4 µs duration as a function of the dose-per-pulse
is represented for both TERA08 and oscilloscope data. A coefficient of determination R2 > 0.98
was obtained in both cases. Relative and absolute deviations from linearity plot are also reported.
The data correspond to the pad of 2 mm2 area and 45 µm active thickness, inversely polarized at
200 V.

sensor was reverse-biased at 200 V, well above his depletion voltage, to ensure
operating the sensor under saturated drift velocity of charge carriers. Each
point represents the average charge of the ten pulses used for the measurement.
The charges measured with TERA08 and using the oscilloscope are found to be
compatible within the uncertainties. Both data sets show a linear trend, resulting
in a coefficient of determination of a linear fit R2 > 0.98. The slope parameters
of the two linear fits were compared using the statistical test z, resulting in
compatibility at the 95% confidence level and demonstrating a strong correlation
between the two readout systems.

Figure 5.3.8 shows the charge collected in the six different pads considered (2
mm2, 1 mm2 and 0.25 mm2 active areas for both 45 and 30 µm thicknesses), where
the bias voltage in the case of the thinner device was set to 133.34 V to achieve
the same internal electric field (⇠ 4.44 V/µm) and thus saturation of the charge
carriers drift velocity. For all the pads, the collected charge showed a very linear
behavior as a function of the dose-per-pulse. At the same dose-per-pulse, the
collected charge varies proportionally to the pad area and to the sensor thickness.
Table 5.2 lists the calibration factors from charge to dose (in Gy/µC) for the
six tested pads. Notably, the calibration factor for the 45 µm, 2 mm2 sensor is
consistent with the value obtained for the same sensor on the Elekta LINAC at
the Department of Physics in Torino, as discussed in Chapter 4.2 in formula 4.4.
The fit-derived value for the Torino accelerator is:

CalibrationFactorElekta = (19.08 ± 0.99) Gy/µC (5.3)

which aligns well with the value determined at the ElectronFLASH:

CalibrationFactorElectronFLASH = (18.76 ± 0.40) Gy/µC (5.4)

The two calibration factors, were compared using the statistical test z, indicating
that the two values are fully compatible within a 95% confidence level (z = 0.3).

However, observing Figure 5.3.9, an effect related to the active volume of the
different pads studied can be seen. The charge collected per unit volume, which
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Table 5.2: Calibration Factors (Gy/µC) for all tested pad geometries

Thickness (µm) Area (mm2) Calibration factor (Gy/µC)

45
2 18.76 ± 0.40
1 37.48 ± 0.81

0.25 130.68 ± 2.78

30
2 29.11 ± 0.35
1 58.34 ± 0.69

0.25 202.20 ± 2.64

theoretically should be identical as it depends only on the material characteristics,
is greater for the smaller area studied (0.25 mm2) compared to the other two
areas (1 mm2 and 2 mm2). To gain further insights into this effect, the ratio of

(a) (b)

Figure 5.3.8: The results of the charge collected in each pulse with the TERA08 chip for the 3
sensor pads for the two thickness. (a) The 45 µm thick sensor was inversely polarized at 200 V. (b)
The 30 µm was inversely polarized at 133.34 V, in order to have the same electric field condition
within the active thickness.

the charge measured in different areas under identical dose-per-pulse conditions
was studied. Figure 5.3.10 shows that the ratio of the charges measured in area
A1 and a second area A2 (QA1/QA2) is constant under different dose-per-pulse
conditions, but it differs from the ratio of the two areas (A1/A2), as represented
by the dashed lines in the figure. To address this issue, it was hypothesized that
the charge deposited in a pad depends not only on its active area but also on its
perimeter:

Q = k · A + g · P (5.5)

where Q is the charge deposited in a pad, A and P are the active area and perime-
ter of the pad, respectively. Using this model to describe the actual data, two
values for the parameters k and g were identified, one for each tested thickness.
Specifically, the following values were obtained:
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Figure 5.3.9: Charges per pulse per unit volume collected with TERA08 chip for the 3 sensor pads
and the two available thicknesses (45 µm and 30 µm) are shown. For the smallest area (0.25 mm2)
the charge per unit volume results different (higher) than those acquired from the 2 mm2 and 1
mm2 pads.

30 µm : k30 = (8.01 ± 4.69)⇥ 10�5 Cm�2, g30 = (0.28 ± 1.39)⇥ 10�2 Cm�1

(5.6)

45 µm : k45 = (15.29 ± 8.48)⇥ 10�5 Cm�2, g45 = (0.53 ± 2.51)⇥ 10�2 Cm�1

(5.7)

Using these parameters, it was found that the values of the ratios

QA1
QA2

=
k · A1 + g · P1
k · A2 + g · P2

(5.8)

perfectly coincide with the ratio of the charges measured in the respective pads.
This suggests that there is an effect related to the sensor’s perimeter, where the
electric field might not be well-defined, leading to an effective collection volume
different from the geometrical collection volume.

The energy deposited in the active layer of silicon sensors of different geome-
tries and the corresponding total charge produced was simulated with Allpix
Squared framework (v 2.4.0) [119]. The electron source was defined with a radius
of 2 mm and the energy spectrum was set as the one obtained at the applicator
exit from the “eFLASH radiotherapy” Geant4 example. The deposited charges
have been assumed to be equal to the propagated charges at the readout electron-
ics. For both sensor thicknesses 107 events have been simulated. Assuming a
linear increase of the charge with the number of initial particles, the collection of
charge can be estimated for a larger number of initial particles. In the case of 30
µm thick sensors, the simulation results are compatible with all those obtained
experimentally within 2.0 % for the 2 mm2 area, 6.2 % for the 1 mm2 one, and
4.1 % for the 0.25 mm2 one. In the case of 45 µm thick sensors, the simulation
results are compatible with the experimental ones within 8.1 % for the 2 mm2

area, 13.5 % for the 1 mm2 area, and 17.6 % for the 0.25 mm2 area. Although the
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(b) (a)

Figure 5.3.10: The ratios of the areas 0.25 mm2 / 1 mm2, 2 mm2 / 0.25 mm2, and 1 mm2 / 2 mm2

are studied for (a) the 45 µm thick sensor and (b) the 30 µm thick sensor. The markers represent
the ratio of the measured charges per pulse, the dashed line represents the ratio of the areas, and
the solid line represents the predicted charge ratios assuming a dependence on both area and
perimeter.

grounded guard ring, a slight broadening of the depletion region into the silicon
could explain the higher value of the charge collected in respect to the simulated
one, and this has a larger impact in the 45 µm case. Further studies are ongoing
to investigate and verify this effect.

As previously reported, data acquired at 200 V bias voltage show perfect
linearity for the whole range of dose-per-pulse values investigated. However,
by decreasing the bias voltage, a saturation effect of the charge collected was
observed. This effect is illustrated in Figures 5.3.11 which show the charge
collected in a 4 µs pulse in the 45 µm thickness sensor and 30 µm thickness sensor
in panels (a, c, e) and (b, d, f) respectively, for all the three studied areas, as a
function of the dose-per-pulse for different polarization voltages.

To further investigate the effect, Figure 5.3.12 (a) shows the waveforms of a
pulse as a function of the dose-per-pulse for 200 V polarization, acquired with the
oscilloscope. As expected, the signal amplitude increases as the dose-per-pulse
increases, while keeping the pulse duration constant (4 µs). A peak is present at
the beginning of the pulse, which is more evident at higher dose-per-pulse, and
was also present in the BCT signal, thus not relying on the internal effects of the
sensor. On the other hand, the waveforms for the measurements taken at 50 V
are represented in Figure 5.3.12 (b). They show a distortion of the signal shape
for dose-per-pulse values > 3.89 Gy/pulse. The signal duration is shorter than 4
µs, and the integrated value reaches a constant value. The detector continues to
be irradiated but the e/h pairs created are no longer collected.

To verify for this hypothesis, simulations were performed using Sentaurus
TCAD from Synopsys [120, 121]. Sentaurus TCAD, developed by Synopsys, is a
powerful software platform used for simulating and analyzing semiconductor
devices and fabrication processes. It allows the modeling of the physical behavior
of semiconductor materials, such as transistors and diodes, during both their
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(a) (b)

(c) (d)

(e) (f)

Figure 5.3.11: Charge produced in 4 µs pulses as a function of the dose in each pulse in the 0.25, 1
and 2 mm2 area for the 45 µm active thickness pad and (a, c, e) and for the 45 µm active thickness
pad (b, d, f) . The sensors were inversely polarized at 10, 50, 100, 150, 200 and 250 V. The data
were acquired with the oscilloscope.

manufacturing and operational stages. The platform is primarily based on solving
the Poisson equation along with the continuity equations for electrons and holes,
typically using the drift-diffusion current model. Sentaurus TCAD also supports
mixed-mode simulations, where external circuits can be incorporated via the
integrated SPICE package to predict device behavior in real-world applications.
This simulation approach provides valuable insights into both macroscopic and
microscopic quantities, which are often difficult to obtain experimentally, making
it an essential tool for optimizing device performance and understanding complex
phenomena in semiconductor technology.
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(a) (b)

Figure 5.3.12: Signal waveforms acquired with the oscilloscope for pulses at nine different dose-
per-pulse conditions. The input impedance was 50 W. The data correspond to the pad with 2
mm2 area and 45 µm active thickness, inversely polarized at 200 V (a) and 50 V (b).

A 2D simplified geometry of the device was implemented in the software, as
shown in Figure 5.3.13. The simulated active thickness is equal to that of the real
device (X = 45 µm), while the active area (reduced to a length) is reduced to Y = 25
µm. A p+ layer with a thickness of 0.3 µm doped with boron concentration of 1019

Figure 5.3.13: Schematization of the silicon sensor in TCAD software simulations. The p+ layer
has a thickness of 0.3 µm and doping concentration of 1019 cm�3, the active region p� is 45 µm
thick and 25 µm large with a concentration of 1013 cm�3, and the n+ substrate layer is 2 µm
thickn doped with a concentration of 1018 cm�3

cm�3 was defined, along with an p� layer of thickness 45 µm and doped with a
boron concentration of 1013 cm�3, and an n+ substrate layer with a thickness of
only 2 µm (to reduce simulation computational time), doped with a phosphorus
concentration of 1018 cm�3. Both the anode and cathode were defined as ohmic
contacts.The charge release within the device was simulated using the Radiation
carrier generation model, defined in TCAD as electric field–dependent process as
follows [122]:

Gr = g0D · Y(F) (5.9)

where D is the dose-rate, g0 is the generation rate of electron–hole pairs (default
value: 7.6 · 1012 rad�1cm�3) , and Y(F) is the electric field-dependent term. The
model allows for the definition of the parameters DoseRate (in rad ⁄ s), that
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represents D in 5.9, the optional DoseTime (in s) which allows you to specify the
time period during which exposure occurs, and DoseTSigma (in s) that specify the
standard deviation of a Gaussian rise and fall of the radiation exposure. Ideally,
these parameters require calibration on real experimental data; however, an initial
study was conducted to observe the variation of the electric field as the injected
dose increased, maintaining a constant irradiation time. The simulation was
carried out under different reverse bias conditions, including values of 200 V and
50 V. In this case, the irradiation time was set to 4 µs as for the experimental data,
with a very short rise/fall time (10�13 s) and the dose-rate parameter was varied
in a wide range of values between 1010 rad/s and 3 · 1011 rad/s, identified as
the critical range in which the electric field begins to show important distortions.
The electric field within the device is shown as a function of the device thickness
for 200 V of bias in Figure 5.3.14 (a) and for 50 V in Figure 5.3.14 (b). Each curve
represents a different dose-rate released during the simulation. Observing the
two plots reveals that, while maintaining the device characteristics and the same
charge injection, the electric field varies differently for the two bias conditions.
At 200 V, significant distortion of the electric field is observed only in the case
of the maximum simulated dose, which reaches levels close to zero in certain
micrometers of the active thickness. In the case of the sensor biased at 50 V,
distortion is evident even at the lower simulated dose values. This confirms our
hypothesis and requires further investigation through additional simulations.

(a) (b)

Figure 5.3.14: Electric field across the thickness of the simulated sensor, at half of the width
(12.5 µm) at a time instant chosen during the irradiation. The simulations with a bias voltage of
200 V (a) and 50 V (b) are shown. The different colors correspond to different charges released
simulated.

5.3.3 Conclusions
Silicon pads of 30/655 µm or 45/570 µm active/total thickness and areas 2 mm2,
1 mm2, 0.25 mm2 were investigated as potential solutions for monitoring UHDR
beams. Future tests will be performed with thinner active thicknesses (10 and
20 µm, also available within the same batch) and with thinned down sensors
(100 or 120 µm total thickness) to verify beam transparency. The charge collected
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by the sensors during irradiation was measured with an oscilloscope and the
TERA08 chip. Several measurements were conducted at extremely high dose
rates, reaching up to 2.5 ⇥ 106 Gy/s, corresponding to approximately 10 Gy
delivered in pulses lasting 4 µs. The data exhibit a satisfactory linear trend,
with a coefficient of determination R2 > 0.98 for both readout systems. This
work aimed at studying the response linearity of silicon sensors as a first step
towards their possible application in UHDR electron beams. However, it also
allowed verifying that no sign of signal degradation, e.g. depletion voltage or
leakage current increase [123], appeared after a total cumulative dose of more
than 9 kGy. The cumulative dose a beam monitor needs to withstand to comply
with the UHDR requirements is still difficult to be estimated, but the radiation
hardness is obviously a critical characteristic for solid-state sensors in this realm.
Although the larger bandgap and e-h pair production energy of SiC and diamond
compared to silicon make them more suitable for applications in UHDR beams
[7, 5], it is interesting to evaluate the limits in terms of radiation hardness of
silicon sensors, which could benefit of a greater technological maturity in respect
to SiC and diamonds. Simulation tools (Geant4 Monte Carlo and Allpix Squared)
were implemented, and the simulation results were in good agreement with
the experimental data, opening the possibility to simulate the performance of
different silicon geometries and experimental setups configurations. Preliminary
simulations using the Sentaurus TCAD software were performed to investigate
the signal distortion observed at lower bias voltages. The results indicate a
significant distortion of the electric field at high doses when the sensor is operated
under low bias conditions. Further studies and simulations are ongoing.

The results obtained by splitting the sensor output in all 64 chip channels
of the TERA08 chip open the way to the chip adaptation towards the readout
of multiple silicon pads/strips, aiming at enlarging the sensitive area of the
beam monitoring device. Taking into account the maximum current that a single
channel of the TERA08 can sustain (4 µA), the total number of chip channels (64),
and the charge measured by the chip under high dose-rate conditions (about 600
nC at the maximum 10.2 Gy/pulse dose-rate value), more than one chip can be
considered to measure the charge collected in an hypothetical multiple strip/pad
silicon sensor. Keeping constant the signal readout circuit (R ' 156 kW and C
' 470 nF) and the silicon pad characteristics (2 mm2, 45 µm thickness) used in
the described test and by computing the maximum of the function describing
the number of counts read by TERA08 chip (N(t) ⇠= Ntot (1 - exp(t/t))), splitting
the sensor output in only 3 TERA08 channels (instead of the all 64 channels, as
done in the test) would be sufficient to avoid reaching electronic saturation. This
would then allow to simultaneously readout ⇠ 20 sensors with the same chip.
These estimations would improve with the use of sensors thinner than those
presented in this work and with the use of an upgraded version of TERA08 with
a higher current range (TERA09, 12 µA of maximum instantaneous current per
channel using a charge quantum of 200 fC). In conclusion, this preliminary work
demonstrates the response linearity of thin silicon sensors’ prototypes in UHDR
electron beam irradiation.

76



5. Silicon: Characterization of silicon sensors on FLASH electron (and proton) beams

5.4 Segmented silicon sensor on electron and proton
beams

Through the results described in the previous section, the FRIDA INFN project
characterized thin silicon sensors for monitoring electron FLASH beams, show-
ing a response linearity up to ⇠ 10 Gy/pulse on 9 MeV electrons. The use
of segmented silicon configurations, introduced to overcome the drawbacks of
point-like dose measurements in FLASH irradiations, provide the spatial res-
olution useful for applications in Spatially Fractionated Radiotherapy (SFRT).
Within the FRIDA and MIRO INFN project, a strip sensor integrated with a
multichannel readout chip is being developed and tested for monitoring FLASH
and SFRT electron and proton beams. The 128 strips of the large strip sensor from
MoVe-IT FBK production are independently read by two front-end TERA chips
(as described in Section 5.1). Preliminary tests were performed on 6 - 10 MeV
electron beams at the LINAC at Physics Department of the University of Turin
and on 62 - 226 MeV proton beams at CNAO (Pavia). The capability to spatially
resolve electron and proton beams at conventional dose-rates has been proved.

Part of the results presented in this section have been reported in the following
proceeding [3]:

Medina, Elisabetta, et al. “Monitoring electron and proton beam profiles with
segmented silicon sensors” Nuclear Instruments and Methods in Physics

Research Section A: Accelerators, Spectrometers, Detectors and Associated

Equipment (2024): 169897.

5.4.1 Spatially Fractionated Radiotherapy
In 1909, Dr. Alban Köhler discovered that introducing an X-ray shielding grid
system (the only radiation source available at the time) could enhance the treat-
ment of skin tumors by significantly reducing damage to healthy tissues. This
discovery marked the beginning of spatially fractionated radiotherapy (SFRT)
development [124]. Initially, SFRT was considered suitable only for treating
certain superficial tumors. However, since the 1990s, several research groups
have explored the potential of spatial fractionation in radiotherapy, supported by
radiobiological studies involving X-rays [125, 126, 127, 128] and proton beams
[125, 126, 129, 130]. With advancements in radiotherapy accelerators, SFRT shows
promising clinical prospects.

Currently, most SFRT techniques protect normal tissue using conventional
dose-rates [131, 132], although some experiments have combined ultra-high dose-
rates (UHDR) with SFRT via microbeam radiotherapy (MRT) and minibeam
radiotherapy (MBRT) [133, 134]. However, further investigation is needed into
the potential additive or synergistic effects of these combined techniques. SFRT
employs a spatially periodic beam structure, generating a recurring pattern of
“peaks and valleys” [126], but the optimal peak-to-valley dose ratio (PVDR) and
the ideal spatial configuration of the individual beams are still under study.

SFRT can be implemented in two main modes: a spatially uniform beam
divided into sub-beams by a periodic grid with alternating slits and solid sections,
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known as the GRID technique [135, 136, 137, 138]; or through the use of multiple
“pencil beams” to create a desired dose distribution pattern (the latter method
requires charged particles). Proton accelerators have proven particularly suitable
for implementing this approach, although most radiobiological studies rely on
passive collimation [139, 140, 141, 142, 143, 144]. Despite the substantial potential
of GRID therapy, SFRT has not yet seen widespread adoption, due to both the
technological limitations of available devices and the high heterogeneity in tumor
coverage. Additionally, as discussed in [125], the optimal application of SFRT
with low-energy electron beams is most effective in a FLASH delivery context,
and investigating the combined effects of FLASH and mini-beam techniques
remains a key area of research. A dedicated beam system is thus essential to
advance radiobiological research and facilitate precise dosimetric studies.

The Pisa group conducted a study through simulations and experimental
tests using the ElectronFLASH machine at the CPFR center [145]. They designed
tungsten collimators with a 5 mm diameter, chosen based on the 9 MeV electron
practical range. Tungsten, a high-Z material, was essential to prevent electron
bleed-through across the septa and to ensure a high peak-to-valley dose ratio.
Various hole structures (grid or planar slits) and center-to-center distances were
tested to assess the effects of these parameters. The same template used in the
Pisa was tested in Turin on the electron beam of the Elekta LINAC, with the
future aim of establishing a facility in Turin capable of delivering conventional
mode, FLASH mode (4.2), conventional mini-beam mode, and FLASH mini-beam
mode. Our initial measurements in Turin, using silicon sensors, were conducted
in conventional mini-beam mode. This approach was necessary because the
segmented 146-strip sensor requires an upgrade to the readout electronics for
proper data acquisition in FLASH modality.

5.4.2 Characterization of conventional electron and proton beams
The selected sensor features an active thickness of 60 µm and a 2.6 ⇥ 2.6 cm2

sensitive area, as described in Section 5.1. It is segmented into 146 strips with
a pitch of 180 µm and an inter-strip spacing of 66 µm. Each strip has an active
area of 180 × 26214 µm². The TERA09 chip, was used for the charge integration
measurements [115]. A custom-designed PCB was developed to enable the
reading of signals from 128 individual inputs and accommodate the segmented
sensor. Out of the 146 strips, 128 are connected to two TERA chips, allowing
coverage of a reduced area compared to the full sensor size (2.6 ⇥ 2.3 cm2).
Throughout all measurements, the sensor was reverse-biased at 100 V, well
above its depletion voltage. Data acquisition from the individual channels was
performed using an NI FlexRIO FPGA DAQ module, with a LabView software
for data acquisition and storage. The schematization of the setup is illustrated in
Figure 5.4.1.

Conventional electron beams at the Turin Elekta LINAC

An initial verification of the experimental setup was conducted on electron
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Figure 5.4.1: Schematic of the experimental setup used for measurements of 146-strip segmented
sensor with TERA09 chip.

beams in conventional regimes at the Turin Elekta LINAC, using a standard
mode (without any spatial fractionation of the beam) to study the beam shape as
detected by the silicon sensor. In this case, a beam with dimensions of 3 ⇥ 3 cm2

and energy of 6 MeV was used. The test confirmed the feasibility of studying the
beam profile delivered in a single shot using a sensor with an area comparable to
the size of the beam. An example of this result is represented in Figure 5.4.5. The
sensor was positioned at 70 cm source-to-surface distance (SSD), and a 6 MeV
electron beam (conventional regime) was chosen at a dose-rate of 200 MU/min.
Measurements were taken with the sensor centered, as well as with the sensor
displaced to capture the edges of the beam, and these two acquisitions were
subsequently overlaid appropriately. The position values rapresented on the
x-axis is obtained by multiplying the strip number by the sensor pitch (180 µm).

(a) (b)

Figure 5.4.2: Charge measured on 128 strips of the segmented sensor as a function of the position
(x-axis). (a) In blue are represented the measurements acquired by manually centring the sensor
on the beam, in red the measurements after displacing the sensor. (b) The curves have been
shifted to reconstruct the shape of the beam by combining the two measurements. (dose-rate: 200
MU/min; Position: 70 cm SSD).

A comparative study was conducted between dose measurements obtained
using GafChromic EBT XD films placed in the crosshair foil position of the LINAC
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and charge measurements acquired by 128-strip (out of the 146 available) of the
segmented sensor under identical conditions. These measurements were per-
formed at the isocenter. A strong agreement was observed between the beam
profile derived from the normalized dose of the GafChromic EBT XD films and
the counts acquired by the TERA09, as illustrated in Figure 5.4.3.

Figure 5.4.3: Normalized dose acquired with GafChromic films (left y-axis) compared with the
charge measured on 128 strips of the segmented sensor (right y-axis) with 6MeV Flattering Filter
Free electron beam, SSD = 52.9 cm. The position values (x-axis) is obtained by multiplying the
strip number by the sensor pitch (180 µm).

Conventional proton beams at the CNAO

The same experimental setup was also tested at CNAO, the National Centre
for Hadrontherapy in Pavia. The CNAO synchrotron has a 25m-diameter ring, in
which the ion sources, injection lines and the linear accelerator are located. The
extracted beam are sent to three treatment rooms through four extraction lines
(each about 50 m long). The protons are accelerated through a radiofrequency
cavity until they reach a set of predefined energies in the range of 60-250 MeV,
corresponding to a water depth of 3 to 32 g cm�2. During the beam-on time, the
ions are bunched and extracted in periodic time intervals, the so-called spills,
that last between a tenth of a millisecond and a few seconds, depending on the
energy and number of particles required, which for protons can vary between
1010 protons per spill up to about 10% of this value [26]. The maximum field size
is 20 ⇥ 20 cm2 and the beam shape corresponds approximately to a Gaussian
shape, whose Full Width Half Maximum (FWHM) for the proton beam in air
varies between 0.7 and 2 cm, from the highest to the lowest energy, in the isocenter
position [109]. Our measurements were performed with proton beam energies
ranging from 62.28 to 226.91 MeV and a flux of 5⇥ 108 protons per spill. A picture
of the treatment room is shown in Figure 5.4.4.

Charge measurements performed per spill at the CNAO center are reported
in Figure 5.4.5 (a), where 7 different proton beam energies in the range 62.28-
226.91 MeV are shown. Figure 5.4.6 represents an example of TERA09 acquisition
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Figure 5.4.4: Picture of the experimental setup in CNAO’s treatment room. The structure on
which TERA09 is mounted and the board with the 146-strip sensor is circled in red. The sensor
was positioned at the isocentre.

during 20 spill of irradiation of 110.96 MeV proton beam. The 20 spill delivered
are clearly visible on the data, each of about 1 s duration. The results clearly
demonstrate the energy dependence of the beam profile. Table 5.3 presents the
parameters of the Gaussian fits for each curve at different energies. The FWHM
values are consistent with those reported in the literature for the CNAO beam
spots at the respective energies. Furthermore, when plotting the Total Collected
Charge, measured as the integral of the Gaussian fit across the entire beam width
as shown in Figure 5.4.5 (b), an inverse relationship with energy (1/E) is observed.
The data were fitted with the function: y = a + b

x+c and the free parameters were
found equal to: a = (�52 ± 55) nC ; b = (7.2 ⇥ 104 ± 2.5 ⇥ 104) nC · MeV;
c = (100 ± 39) MeV.

(a) (b)

Figure 5.4.5: (a) Measured charge on each strip of the segmented sensor with proton beams in
the energy range from 62.28 MeV to 226.91 MeV. The dots represent the measurements with the
TERA chip while the continuous line represents the Gaussian fit. (b) Total Collected Charge across
the entire beam width as a function of the beam energy. An inverse relationship with energy is
observed (Flux: 5 ⇥ 108 protons/spill, Position: isocenter).
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Figure 5.4.6: TERA09 counts acquired each 100 ms during irradiation of 110.96 MeV proton beam.
The value of one central strip is considered in this case. The 20 spill delivered are clearly visible,
each of about 1 s pulse spill duration.

Energy (MeV) µ (mm) s (mm) FWHM (mm) Total Collected Charge (nC)
226.91 10.89 ± 0.01 3.21 ± 0.01 7.56 ± 0.02 173.82 ± 0.74
209.98 10.91 ± 0.01 3.44 ± 0.01 8.09 ± 0.03 177.39 ± 0.80
149.90 10.96 ± 0.01 4.40 ± 0.01 10.36 ± 0.03 226.80 ± 0.75
110.96 10.93 ± 0.01 5.48 ± 0.01 12.90 ± 0.03 294.45 ± 0.78
89.17 10.86 ± 0.01 6.57 ± 0.01 15.48 ± 0.03 330.94 ± 0.69
70.21 10.88 ± 0.01 8.08 ± 0.01 19.03 ± 0.03 373.38 ± 0.84
62.28 10.90 ± 0.01 8.90 ± 0.02 20.96 ± 0.04 386.92 ± 0.97

Table 5.3: For each proton beam energy, the parameters of the Gaussian fit, µ and s, are reported
along with the FWHM and the Total Collected Charge obtained as the integral of the Gaussian fit
over the entire width of the beam spot.

Conventional spatial fractionated electron beam

The spatial fractionation of the beam was studied again at the Turin LINAC
Elekta at the isocenter in air, using the PMMA applicator equipped with a tung-
sten grid of 7 ⇥ 7 holes spaced 3 mm apart (center-to-center), each hole covering
an area of 1 mm2, as shown in Figure 5.4.7.
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(a) (b)

Figure 5.4.7: (a) Schematic diagram of the experimental setup used for segmented sensor mea-
surements on minibeams. The tungsten collimator is mounted at the exit of the PMMA applicator.
(b) Photo representing the segmented sensor centred on minibeams.

For this study a 10 MeV conventional electron beam was used with a field size
of 10 ⇥ 10 cm2 at the isocenter, for about 3 minutes of irradiation. Figure 5.4.8
shows seven charge peaks (summed over the total irradiation time) correspond-
ing to the seven rows of holes in the collimator. The parameters of the Gaussian
fit are reported in Table 5.4. The center-to-center distance was determined to be
(3.02 ± 0.02) mm, while the full width at half maximum (FWHM) of the peaks
was measured at (1.17 ± 0.06) mm. Both values are consistent with the actual
specifications of the tungsten grid. However, from these measurements it is not
useful to consider the peak-to-valley ratios because were taken with a segmented
strip sensor, meaning the results represent the projection of the beam along one
of the two transverse directions and include all seven mini-beams aligned along
that strip.

Figure 5.4.8: Measured charge on each strip of the segmented sensor with 10 MeV electron beam
and field size 10⇥10 cm2 at the isocenter. The peaks correspond to the minibeams generated
through the Tungsten collimator mounted on the PMMA applicator at the isocenter.
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Beam (MB) µ (mm) s (mm) FWHM (mm)
MB1 3.01 0.46 1.09
MB2 6.02 0.53 1.26
MB3 9.05 0.51 1.21
MB4 12.08 0.49 1.15
MB5 15.09 0.51 1.19
MB6 18.12 0.47 1.12
MB7 21.10 0.49 1.16

Table 5.4: Parameters of the Gaussian fit of peaks data corresponding to the minibeams signals
on the strip sensor. Parameters µ, s and FWHM are reported.

5.4.3 TERA charge measurements in FLASH conditions
A primary future goal for our research group is to enable monitoring with the 146-
strips segmented sensor not only of electron and proton beams in conventional
regimes but also, and especially, in FLASH regimes. During tests conducted with
the ElectronFLASH machine at the CPFR center, we observed that the TERA08
readout electronics saturates at very high dose-rates (up to approximately 10
Gy/pulse) and an RC circuit was used to extend the output signal duration from
a single silicon pad and consequently reduce the peak instantaneous current,
allowing accurate measurements with the TERA08 (where the signal was split
across its 64 channels), as explained in Chapter 5.3.

To use TERA09 in FLASH conditions, coupling each of the 128 strips of the
segmented sensor with a single TERA09 channel, it will be necessary to redesign
the chip structure, potentially integrating a current divider for each channel. This
will be the focus of future work by our group.

For preliminary tests, measurements were performed using a single silicon
pad with a 2 mm2 area and 45 µm thickness, connected to the TERA08, under
UHDR beam conditions of the Elekta LINAC. The setup was arranged such that
the electronics would not saturate. Specifically, the sensor was positioned at
a source-to-sensor distance (SSD) ensuring safe conditions for chip operation
without using an RC filter. This SSD was determined by positioning two identical
silicon pads (each with a 2 mm2 area and 45 µm thickness), one located at the
cross-hair foil and connected to an oscilloscope, and the other placed immediately
beneath it (approximately 1.5 cm lower) and connected to one channel of the
TERA08. Measurements were repeated six times while progressively increasing
the SSD from the cross-hair foil under FLASH conditions (10 MeV, 6 Hz pulse
repetition frequency). The results showed that for the tested SSDs (ranging
from 8.8 cm to 44.5 cm from the cross-hair foil), both the charge recorded by
the oscilloscope and the counts measured by the TERA08 increased as the SSD
decreased, without reaching saturation.
Subsequently, the TERA08 was used for the first time to measure the FLASH
beam profile from the LINAC. The sensor was positioned at an SSD within the
previously tested range, ensuring that the electronics operated far from saturation
levels.

Automated motor system, also used in Section 5.2, allowed a sensor to cross
the beam transversely at a distance of 15.5 cm from the cross-hair foil, where we
expected a charge of approximately 50 nC. Figure 5.4.9 shows the beam shape
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measured with TERA08 in two different ways: in the first approach (a), the sensor
was moved in 0.5 cm increments, with six pulses delivered at each step, and
the average charge across these pulses was calculated; in the second approach
(b) the sensor was moved in 1 mm steps during a single pulse delivery of 263
total pulses, subsequently converting the TERA08 acquisition time into sensor
position. Both methods show a uniform charge value of approximately 47 nC at
the center of the beam.

(a) (b)

Figure 5.4.9: Charge and corresponding dose-per-pulse in the right y-axis measured by TERA08
as a function of the position of the silicon pad sensor across the beam. The measurement was
performed in two ways: (a) by recording 6 LINAC pulsus in each position step; (b) by moving
the sensor during a single irradiation of 653 pulses.

5.4.4 Summary
A strip silicon sensor with an active thickness of 60 µm, covering an area of
2.6 ⇥ 2.3 cm2 with 128 strips was coupled with a 64-channels readout electronics
system. Beam shape studies were conducted using 6-10 MeV electrons from an
Elekta LINAC, with a conventional and a fractionated beam obtained with a
Tungsten collimator mounted on a PMMA applicator, and with proton beams
at the CNAO center in Pavia, with energies from 62.28 MeV to 226.91 MeV.
The measurements demonstrated good compatibility with data acquired using
GafChromic EBT XD films and proved the ability to spatially resolve electron and
proton beams at conventional dose-rates. This makes the technology promising
for beam monitoring applications in SFRT.

Future activities will focus on modifying the readout chip to ensure com-
patibility with FLASH operation modes. As part of this preparation, tests have
been conducted using a silicon pad sensor (with an active area of 2 mm2 and
thickness of 45 µm) to study the beam profile in FLASH conditions with the
TERA08 system, specifically in a non-saturated electronics regime. The signal
from the pad was directed into a single TERA08 channel. Preliminary tests are
also underway with a current divider, which channels only a portion of the in-
coming current into a single TERA chip channel. This approach anticipates the
eventual integration of a current divider for each channel in a redesigned chip. A
secondary key objective is to enable a 2D reconstruction of the beam spot, rather
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than limiting measurements to projections along two axes. To achieve this, a
system with rotating motors is currently under design to facilitate comprehensive
shape reconstruction of the beam spot.
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Chapter 6

Diamond: Characterization of CVD
diamond detectors with FLASH
electron beams

Diamond could be a viable alternative for monitoring FLASH beams. Its atomic
number (Z = 6, close to the human tissue one, i.e. Z = 7.5) and its strong binding
energy makes it an ideal dosimeter, chemically inert and radiation hard material.
Due to the typical average energy for the generation of an electron-hole pair
(3.62 eV for silicon and 13 eV for diamond), for equivalent geometries, diamond
is expected to be less sensitive than silicon, which represents an advantage in
ultrahigh dose-rate applications and reduces the total charge produced in the
sensor channel. The first tests were carried out in Turin, and the sensor response
was studied in terms of polarization voltage, integrated charge, charge collection
efficiency and sensitivity. Most of the results presented in this section have been
reported in the following proceeding [4]:

Medina, Elisabetta, et al. “Characterization of CVD diamond detector with

FLASH electron beam from modified LINAC accelerator.” Nuclear Instruments
and Methods in Physics Research Section A: Accelerators, Spectrometers,

Detectors and Associated Equipment 1063 (2024): 169308.

6.1 Materials and methods
In collaboration with the diamond detector expert group of the INFN and Physics
Department of the University of Turin [146], we have identified CVD polycrys-
talline diamond samples of various geometries suitable for initial tests related to
our applications of interest.
Two methods are possible for creating contacts on the samples: via graphitization
or metallic contacts. The first method involves ion implantation, which, depend-
ing on the ion species and beam energy, transforms the diamond into graphite
at specific depths. However, this process requires high beam fluences and very
long irradiation times.
The second method is relatively simpler. Surface metallization can be achieved
through Physical Vapor Deposition (PVD), a process that involves depositing a
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Figure 6.1.1: Schematic diagram of the polycrystalline CVD diamond used (active area of 1.3 x 1.3
mm2, thickness of 100 µm) B) and picture of the diamond detector positioned on the high voltage
(HV) distribution board.

thin film of material onto a surface by evaporating the material in a vacuum (@
10�6 mbar, 300 - 400�C) and protecting the unexposed surface with an aluminum
mask. The first detector we tested features contacts produced using this method
in the Physics Department laboratories of the University of Turin. The detector
is a CVD polycrystalline diamond, characterized by an active area of 1.3 ⇥ 1.3
mm2 and a thickness of 100 µm for a total active volume of 0.17 mm3. Dual
side contacts were made on the top and bottom faces of the diamond sample by
evaporating 125 nm thick silver layer. Subsequently, the detector was glued onto
a high-voltage distribution board and connected by wire bonding to the readout
channels (Figure 6.1.1). Radiation (in this case electrons), passing through the
diamond thickness, interacts with the atoms in the lattice and pairs of electrons
and holes are generated, which, due to the internal electric field, move towards
the electrodes and generate a measurable current.

To measure this current a fast oscilloscope (Keysight Infiniium S-series DSOS254,
20 GS/s sampling rate) with input impedance of 50 W is used. Through the os-
cilloscope, it was possible to visualize and store the voltage signal generated
inside the sensor. The linear accelerator (LINAC Elekta SL 25 MV) of the Physics
Department of the University of Turin was used to test the diamond sensor. The
LINAC was modified to deliver 10 MeV electron beams at high dose-rates, as
described in Chapter 4. The diamond detector was placed adjacent to the mylar
film (Figure 6.1.2) and an electron beam of energy 10 MeV and size 10 ⇥ 10 cm2

was chosen in FLASH mode. The pulses have a duration of 2 µs and a frequency
of 6 Hz. A study of the signal was made as a function of the electric field inside
the sensor, which varied between 50 and 600 kV/cm.

6.2 Results
Figure 6.2.1 shows the signal generated in the diamond by an electron beam pulse
at different polarization voltages and shows the charge per pulse as a function
of bias voltage, obtained by dividing the integral of the acquired waveforms
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Figure 6.1.2: Experimental setup used for electron beam measurements. A high voltage (HV)
module was used to polarize the sensor, a home-built circuit was used as a pulse counter and an
oscilloscope was implemented to record the signals generated inside the diamond.

by the input impedance of the oscilloscope (50 W). Charge per pulse values
increase linearly with the polarization voltage, up to 18 nC for 600 V, because
of the material defects that trap the charge carriers. From the measured charge
values, the charge collection efficiency (CCE) was determined, which is a quantity
strongly correlated with the quality of the crystal:

CCE =
Qcollected
Qproduced

=
Qcollected

(DPPrAde)/w
(6.1)

where Qcollected is the charge collected, Qproduced is the charge produced by ioniza-
tion, DPP (1.25 Gy/pulse) is the dose-per-pulse in water (that is assumed to be the
same absorbed by the detector sensitive volume), r is the density of the diamond
(3.53 g/cm3), A is the active surface of the detector (1.3 ⇥ 1.3 mm2), d is the crystal
thickness (100 µm), w is the energy required to produce an electron-hole pair in
the material (13 eV). For the range of bias voltages explored, it was obtained that
only 35% of the total charge produced in the detector is actually collected and
measured at 600V. For polycrystalline diamonds, CCE values generally range
from 10% to 60%, according to literature [147]. The Charge Collection Distance
(CCD) of the charge carriers can be derived from the Charge Collection Efficiency
(CCE). It is defined as the CCE multiplied by the device thickness d:

CCD = CCE · d

This represents the average distance that a pair of charge carriers can travel
within the material before being recombined or trapped by crystalline defects or
impurities. Our measurements indicate that at the maximum electric field (60 kV
cm�1), the charges travel 35 µm in the device, which corresponds to 35% of its
total thickness.

The specific sensitivity was assessed as the charge per pulse per unit dose
and volume. A sensitivity between 10 and 90 nC mm�3Gy�1 was found, which
is within the values (2.4–100 nC mm�3Gy�1) reported in the literature for other
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(a) (b)

Figure 6.2.1: (a) Signals in the diamond acquired with the oscilloscope for single pulses under
different polarization conditions. (b) Charge per pulse as a function of the electric field and
corresponding charge collection efficiency.

sensors based on polycrystalline diamonds, taking into account the voltage range
used in this study [5, 90]. However, compared to silicon sensors, the specific
sensitivity of diamonds can be up to 10 times lower [55].
The comparative test performed in our laboratory maintaining the same beam
conditions and the same electric field intensity (44.4 kV/cm) inside the dia-
mond and silicon sensors showed specific sensitivity values of 71 and 507 nC
mm�3Gy�1, respectively. This difference may be mainly related to the fact that
the energy required to form an e-h pair in a diamond is almost four times greater
than in silicon and that the trapping effect in diamond is not negligible [79]. The
diamond integrated charge increases as the delivery progresses, and this effect is
particularly noticeable when considering the first 50 pulses out of the 150 pulses
delivered (Figure 6.2.3). The comparison with a silicon sensor (2 mm2 area and 30
µm thickness), shown in Figure 6.2.2, demonstrates that this effect does not rely
on the beam delivery and it might be related to the defects of the polycrystalline
diamond, causing the trapping of the charge carries during the first pulses. When
the traps have been filled, the charge effectively collected in each pulse reaches a
fairly constant value. It is reported in literature that a pre-irradiation of a few tens
of Gy, which was not performed during our initial sensor evaluation tests, can
overcome this problem by stabilizing the dark current at a constant value after a
growth phase [148]. It is commonly known as the “pumping” process, and can
be performed with different penetrating radiation, such as b and X ray sources.
[149]. The characteristic slow fall time of the diamond response with respect
to silicon, probably caused by carrier trapping-detrapping mechanisms in the
material, is evident when looking at the figures. Curves with such trends, which
show clear memory effects of polycrystalline diamond detectors, are reported in
the literature. In Table 6.1, the quantities evaluated through this measurement
for both silicon and diamond are summarized, allowing a direct comparison
between the two. The rise time and fall time were calculated as the time intervals
between 10% and 90% of the signal amplitude on the rising and falling edges,
respectively.
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Figure 6.2.2: (a) Signals of 150 consecutive pulses recorded by the oscilloscope for silicon. (b)
Charge per pulse as a function of the number of pulses for silicon is shown in right plots.

Figure 6.2.3: (a) Signals of 150 consecutive pulses recorded by the oscilloscope for diamond. (b)
Charge per pulse as a function of the number of pulses for diamond is shown in right plots.

Parameter Silicon Diamond
Active volume (mm3) 0.99 0.17

Bias Voltage (V) 200 444
Electric Field (kVcm�1) 44.4 44.4

Signal amplitude (V) 1.54 ± 0.09 0.44 ± 0.02
Signal duration (µs) 2.018 ± 0.003 2.275 ± 0.006

Rise time (µs) 0.26 ± 0.01 0.72 ± 0.01
Fall time (µs) 0.41 ± 0.09 0.49 ± 0.09
Charge (nC) 57 ± 1 15 ± 1

CCE (%) 79 26
Specific sensibility (nC Gy mm�3 ) 507 71

Table 6.1: Summary of quantities evaluated for silicon and diamond detector under the same
beam conditions and electric field strength (44.4 kV/cm).

6.3 Summary
A polycrystalline CVD diamond (pCVD) sensor with an active area of 1.3 ⇥ 1.3
mm2 and a thickness of 100 µm was tested on electron beams of a high dose-rate
enable LINAC Elekta. The charge collection efficiency (CCE) and sensitivity
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found are within the literature ranges for pCVDs. In comparison with the silicon
detector, a lower charge per pulse is obtained (as expected from the physics of
the material), but the pulse characteristics are compatible. These results make
the use of a polycrystalline CVD diamond detector as a beam monitor plausible.
More in-depth studies of the sensor’s response at higher dose-rates, as well
as pre-irradiation measurements are necessary to confirm its usability for real-
time beam monitoring in ultra-high dose-rate conditions. Two pCVD diamond
samples, each with an active area of 5 ⇥ 5 mm2, have undergone graphitization.
The first sample was processed at the Ion Implantation facility in Legnaro, where
a He+ ion beam with an energy of 2 MeV (corresponding to a 3.5 µm range in
diamond) was applied to an area of 1.3 ⇥ 1.3 mm2. The second sample was
implanted with a 35 keV fluorine ion beam (50 nm range in diamond) in the
Ion Implantation facility at the Physics Department of the University of Turin,
also in an area of 1.3 ⇥ 1.3 mm2. Testing on this two samples is scheduled to be
performed shortly.
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Chapter 7

SiC: from FLASH radiotherapy to
other harsh environments
applications

In collaboration with SenSiC STLab s.r.l., a company active in the microelectronics
field with whom I am collaborating as part of my doctoral research, I have
undertaken several projects involving SiC sensors for diverse applications. These
activities will be outlined in this chapter.

• In Section 7.1, I will briefly describe the testing and characterization of
these sensors under high-dose-rate electron beams at the ElectronFLASH
facility in Pisa. These tests were conducted by our colleagues at INFN in
Catania, while I was actively involved in following the work and reviewing
the results.

• A comparative study between silicon detectors, which have been thor-
oughly tested with electron beams from both the ElectronFLASH facility in
Pisa and the Elekta LINAC in Turin, and SiC detectors is reported in Section
7.2. This study explores the response of SiC and silicon sensors under equiv-
alent experimental conditions to ultra-high dose-rate (UHDR) beams in
Turin. This section also includes a description of additional measurements
performed during the same beamtime, where simultaneous measurements
with silicon and plastic scintillators were conducted. The plastic scintillator
technology, also proposed for FLASH beam monitoring, has been studied
by colleagues at INFN Pisa.

• The radiation resistance of SiC detectors was studied within the Ion Mi-
croprobe Chamber at the Ruder Bošković Institute (Zagreb, Croatia) both
at room temperature and elevated temperatures (500°C). The results are
described in Section 7.3.

• The final Section 7.4 examines the use of SiC for X-ray beam position mon-
itoring (XBPM), essential instruments in synchrotron beamlines. An ex-
perimental assessment conducted at the NanoMAX facility at MAX IV,
the Swedish national synchrotron laboratory, is presented, along with a
comparison to simulations performed using TCAD Synopsys Sentaurus.
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7.1 SiC for monitoring FLASH beams
Silicon carbide (SiC) could be another excellent candidate as a solid-state sensor
for monitoring high dose-rate beams. This is due to several promising charac-
teristics that make it a good compromise between the technological maturity
of silicon and the robustness of diamond. The wide bandgap and the energy
required for electron-hole pair creation make it more radiation-hard than silicon,
while still being more sensitive than diamond (which has a higher pair creation
energy), thus providing a higher signal-to-noise ratio [150, 151].

The section of this thesis that focuses on silicon carbide in the context of
FLASH radiotherapy was conducted in collaboration with SenSiC STLab and
colleagues from the INFN (National Institute of Nuclear Physics) division in
Catania. I followed their experimental activities and was able to carry out test
campaigns at the same facilities. I present the main results obtained, summariz-
ing the content of two publications [5, 6].

The first noteworthy experimental results were obtained at the Electron-
FLASH facility (Pisa, Italy) using some sensor prototypes developed by SenSiC
STLab.

The sensors used in this work are PIN junctions (Figure 7.1.1), consisting of a
highly doped p+ layer (0.3 µm, NA = 1 ⇥ 1019 cm�3) above a lightly doped n�

layer (ranging from a minimum of 200 nm to 100 µm, ND = 8 ⇥ 1013 cm�3) on top
of a thick n+ substrate (370 µm, ND = 5 ⇥ 1018 cm�3). Sensors with various active
areas (from 1 ⇥ 1 mm2 to 10 ⇥ 10 mm2) and active thicknesses (from 0.2 µm to
100 µm) were fabricated. The results for a sensor with a 10 µm active thickness
and a 1 ⇥ 1 cm2 active area are presented in [5].

(a) (b)

Figure 7.1.1: (a) Schematic overview and (b) picture of a SiC detector developed by the SenSiC
company. As an example, a SiC sensor with 20 µm active thickness and the 370 µm substrate
is shown along with the possible free standing membrane configuration where the substrate is
removed.

The company is capable of forming the so-called free-standing membrane by
removing the 370 µm thick n+ substrate through selective electrochemical doping
etching, as shown in Figure 7.1.1 (a). The creation of ultra-thin membranes, with
thicknesses below 20 µm, will reduce beam perturbation, making them suitable
for real-time transmission monitoring of UHDR beams. Simulations reported in
[5], studying the angular distribution of an electron beam before and after the
sensor’s non-active substrate, have demonstrated the importance of thinning
these sensors, particularly for lower incident energies. An initial characterization
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of these free-standing membrane sensors, in terms of response as a function of
irradiation temperature and radiation damage, was performed using low-energy
proton microbeams (1.5 and 3.5 MeV) at the Experimental Physics Division of the
Ruder Bošković Institute (Zagreb, Croatia). The results demonstrated promising
radiation hardness tolerances, as discussed in Chapter 7.3.

The measurements carried out at the ElectronFLASH facility in Pisa investi-
gated the response of a sensor with a 1 ⇥ 1 cm2 active area and a 370 µm bulk
substrate, in terms of increasing dose-per-pulse. The sensor was reverse biased
at 480 V, which is 50 V above its depletion voltage. The pulse duration was
fixed at 2 µs, set by the machine. Different doses per pulse at the irradiation
points were obtained by using various applicators, which allowed for variation
the source-to-surface distance (SSD), and by changing the sensor’s position rel-
ative to the applicator output. The measurements were also compared with
radiochromic films (RCFs), alanine, and a commercially available silicon diode
(PTW Dosimetry Diode PR TM60020, 1 mm2 active area and 20 µm thickness,
operated without any bias voltage). The results are shown in Figure 7.1.2, where
a linear response is observed up to 2 Gy/pulse, in contrast to the other sensors
whose responses saturated earlier. The slight tendency towards saturation in the
SiC sensor is due to the maximum peak current limit of the Keithley 6517A used
for the measurements.

In this work, the radiation hardness of the sensors was also studied, both by
observing the leakage current as a function of the cumulative dose up to 90 kGy
(Figure 7.1.2 b), and by monitoring the variability of the charge per pulse for the
explored accumulated dose (Figure 7.1.3). Both results suggest no degradation of
the sensor, particularly in terms of the signal-to-noise ratio, and demonstrate the
reliability and stability of the SiC’s performance.
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Figure 7.1.2: (a) SiC response measured with the Keithley 6517A electrometer as a function of
the dose-per-pulse measured with the RCF and the alanine detectors placed in the same location
of the detectors. Cross comparison with a commercially available silicon diode from PTW is
also shown. (b) Leakage current of the SiC detectors after each irradiation and average current
detected as a function of the cumulative dose delivered at the SiC position.

In the second work on SiC detectors for FLASH therapy applications, the
response of new SiC detectors was studied over a broader range of dose-per-pulse
and instantaneous dose-rates [6]. Once again, experiments were conducted using
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Figure 7.1.3: Charge per pulse measured with the SiC detector after each irradiation as a function
of the cumulative dose. The dotted lines delimit the region within the ± 0.75% variation in charge.

Figure 7.1.4: (a) Photograph of the various available SiC detectors with different active areas and
shapes, that is, 100 mm2, 25 mm2 and 4.5 mm2 SiC detectors. (b) The RC circuit realized and used
to collect and store the charge produced within the SiC active layer.

pulsed UHDR electron beams of 9 MeV accelerated by the triode gun LINAC
Electronflash.

The charge produced per single pulse in SiC detectors of different geometries
(with an active area of 4.5, 25, and 100 mm2, and thicknesses of 10 and 20 µm)
was measured using a Keithley 6517A electrometer, connected to a dedicated
external RC circuit to avoid the saturation previously observed while correctly
measuring the charge generated within the SiC’s active layer. The experimental
setup is shown in Figure 7.1.4.

Results showed a linear response up to approximately 5 Gy/pulse for all
tested detectors (S100-10, S25-10, S25-20) with a final applicator of 30, 40, and
100 mm diameter, as depicted in Figure 7.1.5 (a). Moreover, for the smallest SiC
detector (S4.5-10), tested without any applicator, a linear response was observed
up to the maximum DPP achievable in this condition of 21 Gy/pulse, and a
maximum instantaneous dose-rate of 5.5 MGy/s. The functionality of this sensor
was also verified without applying any bias voltage, showing that the linear
response was maintained, although with the expected reduced sensitivity, as it
can be seen in Figure 7.1.5 (b).

Finally, calibration coefficients were calculated for all SiC detectors with dif-
ferent areas and thicknesses. The dose values measured with the calibrated SiC
detectors S100-10 and S25-10 were compared with those obtained using the cal-
ibrated PTW FLASH Diamond detector, irradiated under the same conditions.
The results showed a good agreement with the FLASH Diamond, within 3% and
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(a) (b)

Figure 7.1.5: (a) Collected charge for the S100-10 and S25-10 detectors as a function of the DPP
measured with the alanine dosimeters (x axis) and the average instantaneous dose-rate (y axis)
obtained with different applicator setup. (b) Measured charge with the S4.5-10 detector at 80 V
external applied bias as a function of the DPP (red points) and the corresponding instantaneous
dose-rate (top axis). A comparison of the collected charge with the same detector at 0 V external
applied bias is also reported (blue points).

1.5% for the SiC detectors S100-10 and S25-10, respectively. This comparison
demonstrates the reliability of the calibration procedure used for this characteri-
zation and confirms the suitability of these new SiC detectors for dosimetry in
flash-RT.

7.2 Simultaneous measurements of SiC and Si detec-
tors (and plastic scintillator)

Having separately characterized silicon and SiC pads under FLASH beams at the
ElectronFLASH accelerator (Pisa), simultaneous measurements were performed
to compare the performance of a silicon and a SiC sensor in Turin with the Elekta
LINAC of the Department of Physics, under the same experimental conditions.
In addition, during the same data taking, preliminary measurements were also
taken with plastic scintillators under the same experimental conditions as the
silicon sensor.

7.2.1 Experimental setup
The selected silicon sensor is a pad with a 2 mm2 sensitive area and 45 µm
thickness, deeply described and characterized in Section 5.3. The SiC sensor, on
the other hand, is a pad with a 4.4 mm2 sensitive area and a thickness of 10 µm,
whose response as a function of FLASH beams up to more than 20 Gy/pulse
is shown in Figure 7.1.5 (b). A dose calibration factor of (83.33 ± 2.63) Gy/µC
was obtained for this SiC detector on the ElectronFLASH LINAC. Measurements
were conducted with an identical internal electric field in both devices, by biasing
the silicon at 360 V and the SiC at 80 V (corresponding to an electric field of
80 kV/cm). The experiment was performed using an 10 MeV electron beam in
FLASH mode, with a pulse repetition frequency of 6 Hz and a field size of 25 ⇥
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25 cm2 at the isocenter. The two PCBs, where the sensors were mounted, were
attached to a rigid structure to place the two pads as close as possible, as shown
in Figure 7.2.1. The distance between the two sensors was measured to be 2.1 cm,
placing them 1.05 cm from the beam center, and thus in a region of uniform dose
(Chapter 4.2, Figure 4.3.5). The signals from silicon and SiC sensors were readout
by a Lecroy Digital Oscilloscope (Waverunner 640Zi, up to 40 GSample/s, 4
Bandwidth), connected to two separated channels.

Figure 7.2.1: Picture of the PCBs where the silicon and SiC sensors were mounted. The distance
between the two sensors was measured to be 2.1 cm, placing them 1.05 cm from the beam center.
The SiC sensor is positioned slightly higher than the silicon sensor by a height equal to the PCB
thickness (1 mm).

This setup was then tested under different configurations: aligned with the
cross-hair foil, at the isocenter, and in the same position but with a cylindrical
PMMA applicator with an internal diameter of 5 cm. Each of these three condi-
tions was tested under both Low Power (LP) and High Power (HP) settings of
the LINAC (Section 4.2.1). To determine the corresponding dose-per-pulse values
at each position, the calibration described in Chapter 4.2 was used.

Figure 7.2.2: Picture of the setup for simultaneous measurements with the silicon and plastic
scintillator detectors. The scintillating fiber was positioned on the PCB to place its sensitive region
as close as possible to the silicon detector.

Subsequently, a similar measurement was conducted to compare the perfor-
mance of silicon detectors with plastic scintillating fibers [41, 40], studied within
the INFN FRIDA collaboration. Plastic scintillators exhibit a fast time response
(approximately 1–10 ns), making them highly suitable for real-time dosimetric
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measurements. This rapid response allows plastic scintillators not only to pro-
vide online dose measurement, but also to resolve individual pulses, enabling
their use in real-time verification of beam parameters such as dose-per-pulse,
which is of particular radiobiological interest. Additionally, when fashioned
into thin fibers, plastic scintillators can be shaped into miniaturized detection
volumes with high intrinsic spatial resolution, making them ideal for small-field
dosimetry. Some prototypes have already been tested with a 9 MeV FLASH
electron beam from the Electronflash, demonstrating satisfactory performance
for FLASH applications up to 10 Gy/pulse (IDR > 106 Gy/s). They are capa-
ble of reconstructing the beam’s lateral profile and the percentage depth dose
curve. The plastic scintillating fibers were optically coupled to transparent optical
fibers within an opaque plastic or carbon fiber tube, ensuring mechanical stability.
Light-tightness was achieved by wrapping the tube with black tape, extending a
few centimeters onto the transparent fiber, as shown in Figure 7.2.2. The transpar-
ent optical fibers transported the scintillation light to the imaging system, which
consisted of a scientific, back-thinned, back-illuminated CCD camera, coupled
with an f/0.95-25 mm C-mount objective lens. For more details on the plastic
scintillator measurement system, please refer to [41]. This setup was tested for
the first time at the LINAC in our department. The scintillating fiber and the
previously described silicon detector were positioned as close as possible to each
other. Measurements were conducted under the same setup as the SiC tests but
limited to four measurement conditions: at the cross-hair foil and at the isocenter
with the applicator, in both LP and HP conditions.

7.2.2 Results
Figure 7.2.3 shows the charge per pulse as a function of dose simultaneously
measured by silicon and SiC detectors. The same data is also presented for the
charge per pulse normalized to the unit volume, which is 9 · 10�2 mm3 for the Si
detector and 4.5 · 10�2 mm3 for the SiC detector. The charge per pulse shows a
linear trend, resulting in a coefficient of determination of a linear fit R2 > 0.98 for
both detectors.

As previously mentioned, in the measurements conducted on ElectronFLASH
(CPFR, Pisa), a dose calibration factor of (83.33 ± 2.63) Gy/µC was obtained
for the SiC detector, which is far from the calibration factor derived from these
measurements, (71.58 ± 3.80) Gy/µC. One of the possible reason could be the
lower sensitivity of SiC, which can be an advantageous characteristic for high
dose-rates, as those reached in Pisa, but may be less efficient for lower dose-rates,
as those of the LINAC. This can be observed in Figure 7.2.4 (a). Here the ratio
between the charge measured in silicon and SiC is shown as a function of dose.
The dashed line represents the ratio of the two volumes (VSi/VSiC = 2), and it can
be observed that the curve approaches the expected value only for doses greater
than 0.6 Gy. Figure 7.2.4 (b) displays only the charge values measured for SiC.
In particular, the blue line was obtained using the calibration performed in Pisa
(83.33 ± 2.63) Gy/µC, the red curve using the calibration performed in Turin,
and the green curve using latter calibration excluding the two lowest measured
dose-per-pulse values. In this way, a calibration factor of (77.41 ± 5.00) Gy/µC is
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(a) (b)

Figure 7.2.3: (a) Charge per pulse of silicon and SiC detector measured simultaneously in 6
different dose conditions. (b) Charge per unit volume as a function of the dose.

obtained, compatible with the one measured in Pisa.

(a) (b)

Figure 7.2.4: (a) Ratio between the charge measured in silicon and in SiC for different dose-per-
pulse values. The dashed line represents the ratio of the two sensor volumes (VSi/VSiC = 2).
(b) Charge measured in SiC as a function of dose. Dose values were calculated using the Turin
calibration (red data), excluding the first two data points (green data), and the Pisa calibration
(blue data).

Another analysis enabled by the data collected during this experiment is the
comparison of the signal’s temporal profile. Figures 7.2.5, 7.2.6 display the two
voltage signals acquired with the oscilloscope (a) and the normalized signals
(b). The two figures represent 10 pulses acquired from the two sensors in two
experimental conditions (cross-hair foil and isocenter, FLASH HP), selected for
illustrative purposes.

It is immediately apparent that the SiC signal, being less sensitive, is more
affected by noise, particularly for smaller signals, such as those acquired at the
isocenter (Figure 7.2.6). The response speed of the devices was assessed by
calculating the rise time (tr), defined as the time required for the signal to increase
from 10% to 90% of the plateau value, and the fall time (t f ), the time required for
the signal to decrease from 90% to 10% of the plateau value. Table 7.1 provides
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the results obtained for the six measurement conditions, for both the silicon and
SiC sensors.

(a) (b)

Figure 7.2.5: (a) Output voltage pulses generated by the 10 MeV electron beam in silicon (black)
and SiC (red) recorded by the oscilloscope. (Number of pulses: 10; Position: cross-hair foil;
Mode: FLASH HP). (b) The normalized signals are reported for both Si and SiC detectors. The
oscilloscope input impedance was 50 W.

(a) (b)

Figure 7.2.6: (a) Output voltage pulses generated by the 10 MeV electron beam in silicon (black)
and SiC (red) recorded by the oscilloscope. (Number of pulses: 10; Position: isocenter; Mode:
FLASH HP). (b) The normalized signals are reported for both Si and SiC detectors. The oscillo-
scope input impedance was 50 W.
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DPP (Gy)
0.47 0.48 0.77 0.94 1.58 2.21

Si

CPP (nC) 28.31 ± 0.33 28.72 ± 0.74 40.34 ± 0.62 47.44 ± 0.81 73.21 ± 1.12 98.66 ± 1.89
tr (⇥10�7 s) 1.61 ± 0.06 1.92 ± 0.08 1.96 ± 0.07 2.04 ± 0.06 1.77 ± 0.06 2.08 ± 0.07
t f (⇥10�7 s) 2.54 ± 0.06 2.72 ± 0.06 2.72 ± 0.06 2.28 ± 0.05 2.45 ± 0.05 2.87 ± 0.05

Si
C

CPP (nC) 2.84 ± 0.06 3.97 ± 0.16 8.63 ± 0.11 11.46 ± 0.19 20.66 ± 0.22 27.06 ± 0.67
tr (⇥10�7 s) 1.60 ± 0.07 1.73 ± 0.05 1.87 ± 0.07 2.37 ± 0.08 1.93 ± 0.15 2.30 ± 0.08
t f (⇥10�7 s) 2.46 ± 0.04 3.19 ± 0.04 2.63 ± 0.05 2.47 ± 0.05 2.29 ± 0.05 2.68 ± 0.06

Table 7.1: Charge per pulse (CPP), rise time (tr), and fall time (t f ) values for the tested dose-per-
pulse, for both silicon and SiC detectors.

Regarding the simultaneous measurements conducted with the silicon and
plastic scintillator detectors, the results are shown in Figure 7.2.7. The scintil-
lator signal was evaluated by summing the counts within a region of interest
(ROI) centered on the fiber image. Uncertainties on the measured values were
determined as the standard deviation of three acquisitions. As the scintillator
counts were not calibrated in dose units, only the linearity with respect to dose
evaluated from silicon detector measurement was verified. Table 7.2 reports the
measurements taken over the 4 experimental conditions. For each dose-per-pulse
value, the charge measured by the silicon and the signal in arbitrary units of the
plastic scintillator are presented.

(a) (b)

Figure 7.2.7: (a) Charge measured by the silicon sensor (left y-axis) and signal measured by the
plastic scintillator (right y-axis) as a function of dose-per-pulse. (b) Correlation of the signal
measured by the plastic scintillator and the charge measured in the silicon sensor under the same
experimental conditions.

DPP (Gy) 2.06 ± 0.06 1.41 ± 0.04 0.58 ± 0.02 0.41 ± 0.01
Silicon Charge (nC) 92.62 ± 0.58 66.20 ± 0.61 33.00 ± 0.65 26.12 ± 0.18

Plastic Scintillator signal (A.U.) 13749.89 ± 12.60 9980.63 ± 6.69 3967.43 ± 32.58 1526.79 ± 21.11

Table 7.2: Silicon charge and plastic scintillator signal (in arbitrary units) in four dose-per-pulse
conditions.
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7.2.3 Conclusions
A comparative test was conducted between a silicon sensor with an active area of
2 mm2 and thickness of 45 µm, and a SiC sensor with an active area of 4.4 mm2

and thickness of 10 µm. Both sensors were exposed to 10 MeV UHDR electron
beams delivered by the Elekta LINAC SL18 accelerator, following the machine
modifications described in Chapter 4. The sensors were placed as closely as
possible and biased to produce an identical electric field across the active regions,
ensuring equivalent experimental conditions. Measurements were taken at the
cross-hair foil, at the isocenter, and at the same location with a 5 cm diameter
applicator, in both high power (HP) and low power (LP) modes. From the os-
cilloscope signals, the charge collected by each sensor for each LINAC pulse
was calculated. Linear response of charge as a function of dose-per-pulse was
confirmed for both sensors (R2 > 0.98) for dose-per-pulse values exceeding 2
Gy/pulse. Excluding the two lowest dose-rate SiC measurements (which pre-
sented significant noise), the calibration factor obtained with the ElectronFLASH
at Pisa was found to be consistent with the one derived from the measurements
conducted in Turin. The temporal profile of the signals was comparable between
the two solid-state technologies, with rise times ranging from 160 ns to 230 ns and
fall times from 2.28 ns to 319 ns. These time values reflect not only the detectors’
response but also the electron bunch structure delivered by the accelerator itself.

A further comparison at four measurement points was performed between
the same silicon sensor and a plastic scintillator, positioned as close as possible to
the silicon sensor’s active area. In this case, only the linear response as a function
of dose-per-pulse was investigated. However, future beam tests are planned to
repeat these measurements at a greater number of points with a more advanced
experimental setup. Background contributions from spurious luminescence due
to the Cherenkov effect were not accounted for in this study; in subsequent
tests, we plan to estimate and correct for this contribution. Additionally, future
measurements will aim to record the temporal profile of the plastic scintillator
signal and compare it with simultaneous measurements using the silicon sensor,
as was done with the SiC sensor.
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7.3 Radiation hardness study of Silicon Carbide sen-
sors under high-temperature proton beam irradia-
tions

Silicon carbide (SiC) thanks to its material properties similar to diamond and its
industrial maturity close to silicon represents an ideal candidate for several harsh
environments sensing applications where sensors must withstand high particle’
irradiations and/or high operational temperatures. In this study, to explore
the radiation resistance of SiC sensors to multiple damaging processes, both at
room and high temperature, we used the Ion Microprobe Chamber installed
at the Ruder Bošković Institute (Zagreb, Croatia), which allowed the possibil-
ity to expose small areas within the same device to different ion beams, thus
evaluating and comparing effects within a single device. The sensors tested, de-
veloped jointly by SenSiC STLab [152], are PIN diodes with ultrathin free-standing
membranes, realized by means of a recently developed doping-selective electro-
chemical etching. In this work we report on the changes of the charge transport
properties, specifically in terms of the charge collection efficiency (CCE), with
respect to multiple localized proton irradiations, performed both at room temper-
ature (RT) and at 500�C. The results are described in the following publication [7]:

Medina, Elisabetta, et al. “Radiation hardness study of silicon carbide sensors
under high-temperature proton beam irradiations.” Micromachines 14.1 (2023):

166.

One of the main characteristics required for sensors used in diagnostic appli-
cations is the capability of withstanding Harsh Environment (HE) operations.
Examples of HE are: (i) X-ray sensors in the extreme intensity beams of syn-
chrotrons and free-electron lasers, with beam powers exceeding 100 kW/cm2,
(ii) electron sensors in sterilization processes and novel radiotherapies or (iii)
neutron sensors for safety assessments and process monitoring in nuclear facili-
ties. The high total radiation doses, as well as the instantaneous ones, to which
these sensors are exposed require stable and reliable responses over long periods
of time, possibly even under high-temperature operation conditions. Nowa-
days, solid-state technology represents a solution for several sensing applications,
thanks to, among others: high signal-to-noise ratio, small size, lateral resolutions
and fast response time. However, radiation hardness is a critical characteristic
for solid-state sensors. Silicon, due to its low bandgap and low kick-off energy,
cannot generally be used in any HE applications. Diamond, on the other hand,
due to its very large bandgap, maximum - theoretical - operating temperature and
very high kick-off energy, is the most studied semiconductor, in particular with
studies focused on the electronic response at high device temperature. However,
the very high cost, limited sample size (less than 1 cm2 for CVD single crystal
diamond), high level of impurities and physical limitations on doping control
have prompted the scientific community to find alternative solutions. Silicon
carbide (SiC), a semiconductor composed of 50% silicon and 50% carbon atoms
represents the most obvious candidate, compromising between the low-cost and
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industrial maturity of silicon on one hand and the radiation-hardness capabilities
close to diamond. In the last 5-10 years SiC has been the protagonist of industrial
advances, and the reason for this maturity is its wide use for power electronics
applications, particularly in high-end electric vehicles. Despite numerous studies
in terms of high-power applications, the characteristics of SiC sensors, especially
in high-temperature operations, require specific experiments and investigations,
including the one described in the following paragraphs.

Previous research has demonstrated, among others, the detection of alpha
particles with SiC-based detectors at high temperatures (up to 500�C), strengthen-
ing the potential of these devices for multiple applications in harsh environments
[153]. Furthermore, it is now well known that ion implantations, the only method
to achieve selective doping of SiC regions in power devices, induce accumulation
of point defects which, for high injection doses, can even lead to amorphization.
However high-temperature (500�C and above) implantations hinder this effect,
thanks to a dynamic annealing process occurring under these conditions. More
details regarding ions implantation at high-temperature in silicon carbide can
be found in Refs. [85, 154, 155, 156, 157, 158]. Consequently, aware of the good
functionality of SiC above 500°C and of the high temperature condition needed
during ion implantations, it may be a valid solution, for some applications in
extremely harsh environments such as within fusion reactors core vessels, to
employ SiC sensors at high temperatures to make them more radiation resistance.
An experimental result consistent with this approach is explained in Ref. [151],
where a high-power 4H-SiC Schottky diode was irradiated with electrons and
showed a drop of the carrier removal rate by about 6 orders of magnitude in the
case of 500�C irradiations. The aim of the experiment described in this paper is
to study the effect of high-temperature irradiation on a SiC device, comparing
the results with those obtained in Ref. [151] in terms of sensor functionality,
i.e. local CCE instead of reverse leakage measurement, and though a different
beam condition: a focused proton beam instead of a large area electron one. In
more details, for this work proton beams with MeV energies were used either to
inject charge carriers (probing ion beam) or induce radiation damage (damaging
ion beam) in SiC sensors. Damage was induced both at room as well at high
temperatures (> 400�C). Proton beams with MeV energies induce both point
defects and defect clusters in the crystal lattice, making them an ideal tool for
testing the radiation hardness of detectors. Probing was performed at RT. This
activity, focusing on proton-induced charge transport properties, is part of a more
general effort to establish the functionality of SiC at different ionizing radiation
beams and environments, in order to validate their possible use in a wide range
of applications. The properties of sensors depending on temperature and device
geometries, i.e., “ bulk type” or “ independent membrane type”, see below, and
thus to assess the safety ranges for the operational functionality of SiC-based
sensors have been studied. The capability of the selected facility to expose small
areas (below 100x100 µm2) with the beam, thus evaluating local effects within a
single device reducing uncertainties generated by the device-to-device variabili-
ties, has been exploited.
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7.3.1 Materials and Methods
The Ruder Bošković Institute (RBI [159]) accelerator facility consists of two ac-
celerators, 6.0 and 1.0 MV electrostatic tandem accelerators (6.0 MV EN Tandem
Van de Graaff and 1.0 MV HVE Tandetron), as well as 9 beam lines, represented
schematically in Figure 7.3.1. In this experiment, the SiC sensors were mounted
in an ion microprobe vacuum chamber, connected to one of the beamlines, and
in which a system of quadrupole lenses (depending on the application it could
be doublet, triplet or quintuplet) is able to focus the accelerated ion beam to the
micrometer size. The Beam Induced Charge Technique (IBIC) was exploited: fast
ions crossing the sensor interact with the electrons of atoms in the material and
numerous ionizations along their trajectories are created. The interaction of the
ions with the semiconductor device will eventually generate electron-hole (e-h)
pairs which can drift due to the built-in electric field (e.g. pn junction), or to an
externally applied electric field, generating a measurable current signal at the
electrodes. During the irradiation, the ion beam, thanks to the micrometer size,
can be scanned over the desired sample regions, so that the collected signal can
be correlated to the beam position, enabling 2D mapping of charge transport
properties (IBIC maps).

(a) (b)

Figure 7.3.1: (a) Beamlines overview at the RBI accelerator facility [159]. THE 6.0 MV EN Tandem
Van de Graaff and 1.0 MV HVE Tandetron are represented in yellow. The E9 experimental station
corresponds to the Ion Microprobe. (b) The Ion Microprobe Chamber is shown, in which the
beam is focused down to micrometer spot size, and in which the sample to be tested is placed
(the photo shows the SiC membrane on the support structure).

In the experiment described in this work, a SiC membrane sensor was used,
produced by SenSiC company. SiC membranes recently demonstrated promising
hard X-ray beam position monitors capabilities [160] as well as promising ultra-
high dose-rate electron beam dosimetry monitoring capabilities, in the so-called
Flash Radiotherapy application [29, 161]. These devices are semiconductor PIN
junctions: they are composed of a thin, 0.3 µm p+ highly doped (1018 cm�3) layer
and a 20 µm n� low doped (1014 cm�3) layer on top of a ⇠ 370 µm thick n+ (1018

cm�3) substrate. The n+ substrate of the sample used in the experiment has
been partially removed by electrochemical etching (expertise of SenSiC STLab),
creating a thinned-down circular area in a selected region of the sensor (i.e., a
free-standing membrane) [162]. The total sensor area (5 ⇥ 5 mm2) is divided
into 4 pads (2.5 ⇥ 2.5 mm2 each) and the circular region (⇠ 1 mm of radius),
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corresponding to the 20 µm membrane, is located in each pad center. On the
rest of the sensor the 370 µm bulk is still present under the active layer. The
cross-section of the sensor used is shown in Figure 7.3.2. Only one of the 4 pads
was connected to the electronics and studied in the Ion Microprobe Chamber.

(a) (b)

Figure 7.3.2: (a) The structure of the SiC membrane sensor is shown: a thin p+ layer, a n� layer,
and a thick n+ substrate. The central area at the 4 pads (circular region of ⇠2 mm diameter) is
thinned using an electrochemical doping-selective etching. (b) Photo of the sensor mounted on a
ceramic plate with gold electrodes, subsequently mounted inside the chamber.

Since the device was tested under simultaneous exposure to heat and ion
beams, good thermal-resilience of the sensor, as well of the signal processing
components, in the vacuum chamber had to be ensured. High purity silver paste
was used to mount the SiC sensor on the ceramic PCB, which was in direct con-
tact with a heating element mounted in the vacuum chamber, as represented in
Figure 7.3.3. Reverse bias, up to -100 V, was applied through the front electrode,
while the back electrode was grounded thus achieving “reverse diode operation”,
typical for achieving high signal-to-noise ratio in sensing applications. To make
the temperature rise possible, the sensor was heated by a resistive heater, con-
tacting the ceramic plate, and the temperature was checked by means of a type K
thermocouple. The electronic readout chain processing the sensor’s output signal
comprises a charge-sensitive preamplifier (ORTEC 142A), a spectroscopy ampli-
fier (ORTEC 570), an analog to digital converter (Canberra8075) module and the
in-house developed SPECTOR software [163]. Finally, a source-measurement unit
(SMU, Keithley 6485 pico-ammeter) with a current range of 2nA-2mA and 10fA
of resolution was used to characterize the current-voltage curve of the device in
dark, i.e. without beam.

The irradiation and subsequent charge collection study was performed in the
Ion Microprobe Chamber already described, using a proton beam focused down
to the smallest size of ⇠ 1 µm radius.

To confirm the micrometer size of the beam, the knife-edge calculation proce-
dure was used. A finely machined metal grid with a defined step size was placed
in front of a reference silicon STIM (Scanning Transmission Ion Microscopy) de-
tector. A projection image of the grid on the STIM sensor is shown in Figure 7.3.5.
The data from regions near the shadow of the grid edge were reported as the
number of events as a function of position (Figure 7.3.6). The sigmoidal profile
of the recorded events corresponds to the lateral profile of the beam scan point
and was analyzed using a Boltzmann sigmoidal function. The spatial profile of
the beam was determined in two dimensions by calculating the number of pixels
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Figure 7.3.3: Schematic of the experimental setup. The SiC sample was mounted (using high-
temperature silver paste) on the ceramic plate with printed gold electrodes. The whole device
was mounted on a holder for further tests in an irradiation chamber. The detector was heated by
a resistive heater below the copper heat sink that was in contact with the back side of the ceramic
plate. A type K thermocouple was used for temperature measurement.

Figure 7.3.4: Schematic of the electronic readout chain processing the sensor’s output signal. A
charge-sensitive preamplifier (ORTEC 142A), a spectroscopy amplifier (ORTEC 570), an analog to
digital converter (Canberra8075) module and the in-house developed SPECTOR software [163]
were implemented for the signal study.

(Dx) that fall within the range defined by the values corresponding to 10% and
90% of the upper plateau of the function. Multiplying the value by the conversion
factor from pixels to microns for the specific configuration the beam dimension
can be derived.

The micrometer beam can be scanned over the detector surface in specific
selected areas, with the possibility of choosing both the scanning speed and size
of the scan. During the experiment, two different linear accelerators were used,
depending on the specific irradiation purpose. A low energy proton beam (1
MeV) was used for the IBIC studies, while a 3.5 MeV proton beam (delivered by
the larger of the two accelerators) was used to generate damaged regions. The
lower beam energy was used for charge collection efficiency (CCE) measurements.
In this case, simulations with SRIM software [164] demonstrated that the energy
is deposited completely within the 20 µm active thickness, with a Bragg peak
located around half of the active area (⇠ at 10 µm depth). On the other hand, the
3.5 MeV proton beam was used to locally induce radiation damage in selected
areas of the sensor. In this case, the beam passes completely through the sensor,
creating almost homogeneous defects along the trajectory with an average of
⇠ 2 ⇥ 10�5 vacancies produced per ion per micrometer of penetration. It was
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Figure 7.3.5: (a) Projection image of a finely machined metal grid with a defined step size on a
reference silicon STIM detector, formed by the interaction between the ions and the sensor. (b)
The counts recorded in the selected area (in blue) and projected on x-axis are rapresented. The
same procedure is repeated for y-axis.

(a) (b)

Figure 7.3.6: Count event profile close to the grid projection edge measured by the STIM detector
on x-axis (a) and y-axis (b). The black dots representes the number of events measured as a
function of position (in a.u.). The solid line rapresent the Boltzman sigmoidal function fitted to
the experimental data.

verified by simulations that only ⇠10% of the energy is released in 20 µm and that
the Bragg peak is located within the substrate. Both simulation results are shown
in Figure 7.3.7. To calibrate the charge collected by the silicon carbide during
IBIC tests, the STIM detector fixed inside the chamber under the same beam
conditions is used, assuming a total collection (100%) of the beam signal. The
channel-to-energy calibration is implemented as shown in Formula 7.1, where
WSiC and WSi are the average energies for e-h pair creation in SiC and Si (7.28 eV
and 3.62, respectively), CHNSi is the channel corresponding to the energy peak
measured by the fixed silicon sensor and b is a correction factor containing any
differences in the gain set in the electronics:

Energy = CHNSiC · ( WSiC
CHNSi · WSi

· b) (7.1)

Depending on the energy of the proton beam a different number of e-h pairs
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Figure 7.3.7: Energy loss as a function of depth in silicon carbide for a 1MeV (in red) and 3.5 MeV
(in black) protons beam produced by the SRIM simulation software.

is created, which move through the sensor generating a measurable signal. In the
presence of defects along the path the charge carriers can be trapped in the crystal
lattice and consequently reduce the signal. There are mainly two mechanisms of
radiation-induced degradation in a semiconductor device, as explained in detail
in Ref. [151]: the creation of deep acceptor levels (to which electrons pass from
shallow donor levels), and the interaction of radiation defect (vacancy) with a
shallow impurity atom to give an electrically neutral (or acceptor) center. Models
have showed that the first mechanisms leads to a linear fall of carrier concen-
tration with increasing irradiation dose, while in the second case the decrease
is exponential . Experimental data from different researchers [165, 166] have
demonstrated that the first mechanism is dominant in SiC devices. Therefore,
with the increase of the irradiation dose a linear degradation of SiC performance
is expected. However, in the case of high-temperature irradiation, as has already
been mentioned, there is the possibility of increased radiation resistance due to
less lattice damage under such conditions. The next session describes the results
obtained from charge collection efficiency measurements, which are consistent
with this scenario.

7.3.2 Results and discussion
For the current-voltage characterization of the device, the previously described
pico-ammeter was used. By measurements at room temperature in dark condi-
tions it was verified that up to �60 V of bias voltage the leakage current does
not exceed 1 nA, while at �80 V this reaches 8.5 nA, as it is shown in Figure
7.3.8. We decided not to overcome this latter voltage value (corresponding to an
electric field of 4 V/µm in the active thickness), because thereafter the leakage
current would rise considerably. We made this measurement both before any
test in the ion microprobe chamber, and after irradiation (both at room and high
temperature). This result indicates that in the chosen range of bias voltages, the
device remains in a safe condition and the leakage current is negligible compared
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to the signal.

Figure 7.3.8: Dark I-V characterization. In black is represented the curve before any test (irradia-
tion and IBIC), while in red the curve after all irradiations (both at room temperature and at high
temperature).

Before starting the sensor damage test and the subsequent charge collection
study, we studied the spatial uniformity of the charge collection in the sensor. By
scanning the micrometric beam over a desired area, a homogeneous charge collec-
tion efficiency was recorded throughout the active area of the sensor. Moreover,
the presence of the membrane and the boundary between the membrane and the
rest of the sensor with the transmission beam were observed and identified. The
reason of this can be related to the contribution of the charges released in the bulk.
In the case of the membrane, the signal is only generated by the charges created
in the 20 µm active thickness. In the presence of the bulk, however, although the
active thickness is still 20 µm, a fraction of carriers generated in the bulk reaches
the membrane by diffusion and consequently contributes to the signal. However,
the relative difference between the two regions is lower than 10%.

Two regions were subsequently identified on the IBIC map: one on the mem-
brane and one corresponding to the bulk. A study was conducted by varying the
voltage from 0 V to 80 V in 5 V steps. Utilizing the channel-energy conversion
previously described in Formula 7.1, the energy distributions for the two selected
regions were analyzed as a function of voltage. The results are shown in Figure
7.3.9. It can be observed that for voltages starting from 15 V, the distribution is
centered at 0.92 MeV, close to the nominal beam energy of 1 MeV. The difference
is most likely due to the assumption of 100% efficiency of the reference STIM
detector in the conversion formula, which realistically may be lower. In both
cases, however, good spectroscopy properties were verified.

Subsequently, the acquired IBIC maps with 3.5 MeV were used to define
regions of interest inside or outside the sensor membrane area for probing or
inducing radiation damage. For this, small regions of the same sensor were
selected. In fact, the facility makes it possible to study the effect of different irra-
diations on the same sample while keeping the overall properties and removing
the uncertainty that there would be by using different sensors for different tests.
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(a) (b)

Figure 7.3.9: IBIC spectra obtained in two areas of the SiC sensor, in correspondence of the
membrane (a) and the bulk (b) recorded at room temperature in different bias voltage conditions,
from 0 V to 80 V.

Several square areas on the sensor surface were selected: four to be irradiated at
room temperature and four to be irradiated at high temperature, using different
beam fluences. Table 7.3 describes the fluences used to irradiate the sensor, the
respective vacancies densities and the respective doses. The dose was obtained
by multiplying the stopping power of a 3.5 MeV proton beam in water (107.4
MeV cm2g�1) by the irradiation fluence with which the sensor was damaged.
During the irradiation, the beam was periodically intercepted (chopped) with
a gold-plated aluminum sheet. The backscattered spectra collected from the
chopper was then used to estimate the total deposited fluence during the irradia-
tion. The chopper calibration setup was described in the [167], and the estimated
statistical error of the number of ions is better than 5%. The beam was focused to
a micrometer spot size and scanned over the desired rectangular detector region.
Therefore, both number of ions and irradiation area size were well defined and
used to estimate the irradiation fluence.

Table 7.3: Fluences used to irradiate the sensor at both room and high temperatures, with a 3.5
MeV proton beam (transmission beam). Four fluences were chosen both at room temperature
and at high temperature. Respective vacancies densities and the doses are also reported.

First Fluence Second Fluence Third Fluence Fourth Fluence
Fluence (cm�2) 5 ⇥ 1012 8 ⇥ 1012 1 ⇥ 1013 5 ⇥ 1013

Vacancies density (cm�3) 9.94 ⇥ 1011 1.59 ⇥ 1012 1.99 ⇥ 1012 9.94 ⇥ 1012

Dose (Gy) 8.6 ⇥ 104 1.38 ⇥ 105 1.72 ⇥ 105 8.6 ⇥ 105

Initially, we irradiated the 4 zones by subjecting the sensor to high temperature
(500°C), and then the operation was repeated at room temperature, selecting
different areas from the previous ones. Figure 7.3.10 shows an IBIC map (at
7.5V) acquired after all induced damage. The irradiated regions of the sensor are
evidently identifiable, showing lower CCE. As expected, under these conditions
it is not possible to distinguish the membrane from the bulk because the energy
deposited over the bulk is the same as for the membrane. The regions identified
in the figure with A and B correspond to regions on the bulk of the sensor (at
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room and high temperature). Zones C and D are located on the membrane.

(a) (b)

Figure 7.3.10: (a) IBIC map acquired at 7.5 V on the sensor region containing the damaged areas.
The framed areas in the A region were irradiated at room temperature, and the B areas at 500�C,
both on the bulk. C and D areas are located on the membrane irradiated at room temperature and
500 °C respectively. The colorbar on the right shows the CCE values. (b) CCE as a function of the
applied bias voltage. Different colors indicate different irradiance fluences, full markers indicate
measurements performed in A region (room temperature), while empty ones indicate B region
(500�C).

The charge collection efficiency, obtained with the IBIC technique at room
temperature at the lower energy beam (1 MeV) , in the differently irradiated
areas has been studied to observe the effect of the different damaging conditions.
Furthermore, the signal was studied at different bias, in a range between 0 V and
60 V, by steps of about 5 V each. The overall results are shown in Figure 7.3.10 (b),
where also data obtained from a non-irradiated area (labeled as pristine) is shown.
A total charge collection (100%) is never achieved, and this is due to the basic
assumption we made for the reference silicon STIM detector used for calibration:
it may not collect exactly 100% of the charge and this would lead to an increase
in the CCE evaluated here. As expected, the higher the irradiation fluence, the
worse the charge collection efficiency. The results demonstrate also, for the first
time to our knowledge, the effects of the dynamic annealing on the CCE, proving
higher collection efficiencies in the areas damaged at high temperature (empty
markers) as compared to areas damaged at room temperature (filled markers)
for all fluences tested,indicating less radiation damages at 500�C. This result
confirms what had previously been assumed: under high-temperature conditions
(in which silicon carbide has been shown to work properly), the sensor is able
to sustain more irradiation fluences than in the standard, room temperatures,
conditions, i.e. dynamic annealing succeeds in partially recovering the crystalline
structure of silicon carbide, leading to lower creation of radiation damage along
the thickness of the device through which it passes extending the roughness of the
SiC sensor. The difference in CCE between those areas varies between about 20%
(for low voltages) and 5% for higher voltages applied. Charge collection efficiency
always exceeds 80% above 30 V (except for the higher fluence damaging). This
indicates a good recovery despite the damages, except for the two most intensely
damaged zones (in red). For the first irradiation, the curve reaches 90% of CCE,
indicating, also in this case, a higher CCE for irradiations at 500�C.
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One of the potential features of this sensor is the presence of the thin mem-
brane (20 µm in this case). The next goals in our work include characterizing
the membrane, comparing its performance with the bulk, and investigating the
effects of this on the internal electric field and thus on its charge transport proper-
ties. In these tests all damages were done at room temperature. A first step in
this future work was done at the RBI in conjunction with the tests just described.
To this end, seven more zones were selected in another region on the sample,
four within the membrane (F zones) and three outside (E zones) and irradiated at
room temperature using the beam parameters described in Table 7.4. The total
IBIC map measured after the irradiation is shown in Figure 7.3.11 (a).

Table 7.4: Fluences used to irradiate the sensor inside the membrane and on the bulk, with a 3.5
MeV proton beam (transmission beam). Four fluences were chosen, and the highest one was used
just on the membrane. Respective vacancies densities and the doses are also reported.

First Fluence Second Fluence Third Fluence Fourth Fluence
Fluence (cm�2) 6 ⇥ 1011 3 ⇥ 1012 5 ⇥ 1012 1 ⇥ 1013

Vacancies density (cm�3) 1.19 ⇥ 1011 5.96 ⇥ 1011 9.94 ⇥ 1011 1.99 ⇥ 1012

Dose (Gy) 1.03 ⇥ 104 5.16 ⇥ 104 8.6 ⇥ 104 1.72 ⇥ 105

Observing the curves of Figure 7.3.11 (b), where the CCE as a function of the
applied bias voltage to the sensor for the different irradiation conditions (also
two non-irradiated regions labelled as pristine) is reported, it is clear that the
areas selected over the membrane (crosses markers) measure a higher charge
(higher CCE) as respect to the areas irradiated over the region with the bulk
(triangle markers) at the same irradiation fluence. This result may be partially
caused by backscattering events coming from the bulk, which may create more
damage on the active thickness of these regions. However, the main reason
is more likely to be related to the electric fields established with/without the
bulk, which may modify the carrier transport properties. This phenomenon has
yet to be fully understood, but it opens the way to a new branch of research in
which SiC membranes play a leading role in various applications involving strong
radiation damaging conditions.

7.3.3 Conclusions
In summary, a SiC membrane sensor with a thickness of 20 µm on the membrane
(and 370 µm on the bulk) was subjected to several irradiation tests at the Ruder
Bošković Institute, specifically within the Ion Microprobe Chamber facility. The
ability to deliver a micrometer beam was exploited to study the transport prop-
erties of the sensor locally, subjecting the sample multiple irradiation doses at
two temperatures (RT and up to 500�C). The uniformity of the sensor surface
fabricated by SenSiC was verified for the first time by observation of homoge-
neous collected charge over the studied areas. After different irradiations, higher
charge collection efficiency was observed for areas damaged at high temperatures
than those irradiated at room temperature, suggesting that SiC radiation hard-
ness might be further enhanced by operating the sensors in high-temperature
operating conditions. Furthermore, preliminary results suggest that sensors on
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(a) (b)

Figure 7.3.11: (a) IBIC map acquired at 10V on the sensor region containing the damaged areas.
The framed areas in the E region were in the bulk and the F areas were on the membrane.The
colorbar on the right shows the CCE values. (b) Charge collection efficiencies as a function of
the applied bias voltage. Different colors indicate different irradiance fluences, Triangle markers
indicate E regions, crosses indicate F regions.

free-standing membranes could benefit from higher radiation hardness as com-
pared to standard ‘bulk’ ones. Additional beamtimes in the facility are planned,
both to further investigate membrane properties and to test other comparable
sensors with ultra-thin membranes (2 µm and 200 nm are already available for
testing). Simulations will also be needed to study the physical phenomena that
regulate the behavior of charges along the membrane subjected to ultra-high dose
deposition beams.
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7.4 SiC free-standing membranes as XBPM detectors
In this chapter, a study is described that explores the potential of ultra-thin (< 1
µm) Silicon Carbide (SiC) free-standing membranes, produced by SenSiC STLab,
as beam intensity and position monitors for X-ray beamlines. Initial experimental
assessments were conducted at the NanoMAX facility at MAX IV, the Swedish
national synchrotron laboratory, to evaluate the performance of these ultra-thin
devices in monitoring tightly focused (< 1 µm FWHM) 8 keV X-ray beams. To
gain a deeper understanding , Sentaurus TCAD simulations were employed
alongside experimental investigations. This approach allowed for a detailed
analysis of the limitations of the 4-quadrant design and the potential benefits of
alternative resistive-type XBPM sensors.

This work is described in a paper (under review) for which I am the lead
author:

Ultra-thin Silicon Carbide Free-standing Membranes as Beam Intensity and
Position Monitors for X-ray Beamlines, Journal of Synchrotron Radiation, 2024

and fits into the context of X-ray position and flux monitoring.
Synchrotron beamlines are highly versatile tools for a wide range of scientific

measurements utilizing X-rays, including X-ray absorption and dichroism, which
are essential for probing the electronic and magnetic properties of materials.
These facilities stand out due to their capability to continuously tune the photon
energy with high resolution, their broad energy range, coherency and high
brilliance. Among the accessible X-ray energies, of particular significance is the
soft X-ray range spanning from 400 to 1600 eV, which includes critical edges
such as L2, 3 and M4, 5 of transition metals and rare earths. Many synchrotron
facilities operate dedicated beamlines for X-ray absorption experiments within
this energy range. To ensure accurate and quantitative analysis of the X-ray
absorption data, it is crucial to precisely monitor the photon flux impinging on
the sample. This flux can significantly fluctuate with factors like the storage ring
current and incoming light polarization. As a result, these beamlines are often
equipped with specialized beam intensity monitors (BIMs) as the final optical
component before the sample. A successful BIM should exhibit linearity of the
signal in relation to the transmitted beam, offer a substantial monitor signal akin
to the sample signal, and simultaneously maintain a high beam transmission
ratio without distorting the beam shape.

Currently, Beam Intensity Modulation (BIM) technologies for soft and tender
X-ray beams predominantly utilize “gold-meshes” and “Diamond conductive
thin films” [168, 169, 170]. A critical limitation of these sensors is their lack
of positional information, as neither the structure of the gold meshes nor the
diamond conductive thin films allow for spatial tracking of the transmitted beam.
This tracking is essential for an active feedback loop to compensate for beam
position drifts, which helps maintain a more stable intensity on the sample.

Furthermore, mesh-based BIM technologies, such as those employing gold
meshes, face notable challenges, particularly the amplification of diffraction
effects as beam sizes decrease, leading to distortions that compromise signal lin-
earity. Additionally, these technologies have low quantum efficiency, generating
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low signals, resulting in low monitoring accuracies. These constraints collectively
impeded the suitability of these sensors as BIM and beam position monitor (BPM)
technologies, prompting a thorough exploration of alternative approaches to
enhance signal fidelity and obtain spatial information.

Recently, Silicon Carbide (SiC) free-standing membranes have found applica-
tions as Beam Position Monitoring (XBPM) for hard X-rays, serving as a substitute
for Diamond CVD membranes. These SiC XBPM membranes, available in thick-
nesses of 2 µm, 10 µm, and 20 µm [160, 171]. Compared to inline Diamond XBPMs
[172], Silicon Carbide (SiC) XBPMs, due to their shorter attenuation lengths [173],
must be significantly thinner to achieve similar transparency. Specifically, SiC
XBPMs need to be about 10 times thinner. The thinnest available Diamond XBPM
is currently 20 µm, which causes excessive absorption in the soft and tender X-ray
ranges.

This study presents an experimental and theoretical evaluation of ultra-thin,
free-standing SiC membranes (< 2 µm), equivalent to < 20 µm Diamond XBPMs,
as an innovative solution for beam position and intensity monitoring. The goal
is to assess the potential and limitations of these devices compared to gold and
diamond (BIM and BPM) sensors. Additionally, the application of Synopsys
Sentaurus TCAD, a powerful device simulator [120], is explored in order to in-
vestigate and compare alternative layouts to “standard ones” based on arrays
of electrically independent 2 ⇥ 2 diodes. Specifically, we simulate and compare
standard sensors, considering different possible geometries, with Resistive-XBPM
(rXBPM) sensors, which incorporate a resistive layer between the active thickness
of the device and its readout electrodes (see Figure 7.4.4) thus connecting the 2
⇥ 2 diodes through high-resistance transmission lines. In rXBPMs, the charges
generated by incident radiation move in proportion to the resistivity they en-
counter, and the presence of a resistive layer means that the charge is shared
between the pads based on the resistivity towards the four electrodes which,
in turn, is related to the charge-to-electrodes distance. This structure makes it
possible to increase the fill factor and overcome problems of charge collection
loss in the gap between the electrodes, improving spatial resolution with large
readout pitch. The signal spreads across the resistive layer and becomes visible
in the readout pads with an intensity that decreases as a function of the distance
between the pads and the center of the X-ray beam. Resistive sensors can thus be
compared to current dividers, in which the branch of the divider corresponds to
the resistance of the triangular area connecting the point of impact to each of the
neighboring pads [174]. The position of the beam on the sensor surface can then
be reconstructed as the 2-dimensional center of gravity of the signal intensity at
the electrodes. Devices of this type have already been tested both with silicon,
such as Position Sensitive Detectors (PSDs) [175, 176, 177, 178] or DC-RSD [176],
and with diamond [179, 180].

Silicon carbide sensors based on this technology have not yet been studied,
and first tests and simulations are given in this work.
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7.4.1 Materials and methods
4-quadrant XBPM sensor at NanoMAX nanoprobe

The “4-quadrant” XBPM sensor consists of four independent diodes, in the
specific case considered 4H-SiC Schottky diode, characterized by a 375 µm thick
n�type (doping concentration: ⇠ 1018 cm�3) substrate, and a nominally 250
nm thick n�type epitaxial layer (doping concentration: ⇠ 5 ⇥ 1013 cm�3). The
peculiarity of the sensors presented here is that the n+ layer is locally removed
by an electrochemical doping-selective etching process, creating a thinned-down
area in a selected region of the sensor (referred to as free-standing membrane
regions). The sensor used in this work has 4 readout pixels on its surface, each
spaced 6 µm apart, to monitor the position of the beam as a function of the current
measured on each of the pixels and a free-standing central membrane of 2 mm
diameter (see Figure 7.4.1).

(a) (b)

Figure 7.4.1: (a) The 3D structure (not to scale) of an XBPM SiC device is shown, featuring an
n�type layer and a thick n+ substrate. The central region around the four pads (circular area of
approximately 2 mm in diameter) is thinned using electrochemical dopant-selective etching. (b)
A 2D cross-section of the device (not to scale), showing the distance between the readout pixels (6
µm), the thickness of the n�type epitaxial layer (250 nm), and the n+ substrate (375 µm).

The first experimental characterization of the lateral resolution of these ultra-
thin SiC XBPM is performed at the NanoMAX beamline at MAX IV [181, 182].
This beamline features a unique nanoprobe experimental endstation, delivering
highly-focused, sub-micrometer spots, ideal for a detailed characterization of the
lateral signal response of the thin SiC membranes.

In this test, to work at the ideal beamline configuration, we used 8 keV
photons and studied the difference between the currents generated at the four
electrodes when crossed by the beam was studied. The experimental setup used
is represented in Figure 7.4.2.

Device simulations were performed using Synopsys Sentaurus TCAD, to
study the charge collection efficiency (CCE) as a function of the position of the
beam on the device. Specifically, the software version V-2023.12 was used, and
the built-in 4H-SiC model from the Synopsys Sentaurus TCAD material library
was employed.

For such simulations, a simplified, 2-dimensional sensor geometry was im-
plemented using the built-in 4H-SiC model from the Synopsys Sentaurus TCAD
material library. A 4H-SiC doped with a low nitrogen density of 5 ⇥ 1013 cm�3

was included between a uniform cathode on one side and two symmetrical an-
odes at the edges of the opposite side. The simulated sensor had a width of
10 µm, with thicknesses varying from 100 nm to 6 µm to account for the effect
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Figure 7.4.2: Pictures of the experimental setup at the MaxIV Institute. The SiC sensor is mounted
in the Hard X-ray monochromatic nanoprobe experimental station (NanoMAX).

Anode Left Anode Right

Cathode
Schottky contact

Schottky contact

Figure 7.4.3: The 2D Geometry of the simulated standard XBPM sensor. The represented sensor
has a width of 10 µm, a thickness of 2 µm, and a distance between anodes of 6 µm. The three
electrodes are defined as Schottky contacts specifying the metal work function equal to 4.8 eV.

of membrane thickness, and the distance between anodes ranged from 100 nm
to 9 µm to evaluate the impact of inter-pad spacing. The three electrodes are
defined as Schottky contacts specifying the metal work function equal to 4.8 eV.
An example of a simulated sensor geometry is shown in Figure 7.4.3. In the simu-
lations, the ComputeFromMonochromaticSource model was used, which activates
the computation of optical generation for a single specified wavelength. A highly
collimated 8 keV X-ray beam with a full width at half maximum (FWHM) of 100
nm ⇥ 100 nm, and a photon flux of 1 ⇥ 1012 photons/s was simulated. A beam
scan is performed by moving the center of the Gaussian beam horizontally across
the XBPM, from one anode to the other. The response of the sensor to changes in
sensor thickness and bias voltage was investigated. The results of studies carried
out using simulations are described in the next section.

Resitive-XBPM sensor at CNR-IMM Laboratory

A preliminary study of the Resistive-XBPM device is also reported in this
work.

First, the response of the sensor to changes of the doping concentration of the
resistive layer was investigated through TCAD Sentaurus simulations. The 2D
simulated geometry of a Resistive-XBPM is illustrated in Figure 7.4.5. It includes a
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thin (100 nm) continuous p+-doped resistive layer positioned beneath the anodes,
which are 2 µm in length and configured as Ohmic contacts. A parametric study
was conducted by varying the doping concentration of the resistive layer over a
range from 1014 cm�3 to 1018 cm�3.

The first prototype by SenSiC is featured on an active layer of 1.5 µm of
n�doped SiC, with a resistive layer of 0.3 µm thickness doped with p+ positioned
between this active layer and the contacts. A schematic of the resistive-XBPM
devices is shown in Figure 7.4.4. In the tested prototype, however, the membrane
is not yet present. It was tested at the CNR-IMM Laboratory in Catania (Italy).
For this, a UV photon source at 325 nm (3.81 eV) was employed which is focalised
down to a spot of size of 200 µm, and a power of 12.5 mW, equivalent to a photon
flux of 2 ⇥ 1016 photons/s (see Figure 7.4.6). By scanning the beam between
the two electrodes, spaced 10 mm apart, currents at the respective contacts were
recorded using a four-channel pico-amperometer. For this measurement the
sensor was inversely polarized at 5 V.

(a) (b)

Figure 7.4.4: The structure a Resistive-XBPM SiC device is shown: a p+ layer is added on top of
the n� layer. The area framed by a dotted line is that reproduced in TCAD simulations.

7.4.2 Results and discussion
4-quadrant XBPM sensor: measurements and simulation results

The first experimental characterizations of the SiC XBPM using highly focused
(110 nm ⇥ 110 nm) 8 keV X-rays performed at MAX IV led to the results described
below. The high ratio between the size of the gap and the thickness of the device
raises concerns about the possibility of inefficiencies in position measurements in
the central region of the gap. Figure 7.4.7 (a) shows the measured current, of each
of the 4 electrodes on the SiC XBPM with a nominal active thickness of 250 nm
and a 6 µm electrode gap. Figure 7.4.7 (b) shows the sum of the measured current
from the 4 electrodes. In regions where no electrode is present, little or no current
is measured, indicating substantial loss of charge collection efficiency. Within
the electrodes the measured current shows small local variations, indicating
that the sensor material has an internal grain structure or varying thickness. To
further understand the response of the sensor as a function of the applied bias,
an experimental investigation was conducted by varying the bias voltage applied
to the sensor, thereby modifying the internal electric field. In Figure 7.4.8 the
currents of two opposing channels are plotted against the beam position for three
different bias voltages: (a) 2.5 V, (b) 10 V, (c) 15 V. A current peak is observed
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Anode Left Anode Right

Cathode
Schottky contact

Ohmic contact

Figure 7.4.5: The 2D simulated geometry of a Resistive-XBPM is presented. The sensor features
a thickness of 1 µm and includes a 100 nm thick p+-doped resistive layer located beneath the
anodes, which are configured as Ohmic contacts.

(a) (b)

Figure 7.4.6: The experimental setup used for measurements at the CNM-IMM laboratories in
Catania, Italy. (a) the schematic of the sensor is shown, where the contacts are spaced 1 cm apart.
(b) First prototype of the Resistive-Type XBPM sensor is visible in the probe station.

experimentally at the electrode’s edge, and this peak increases with increasing
bias voltage. Considering the thickness of the sample under examination (250
nm), the bias voltages at which this peak is observed (10 V and 15 V) correspond
to electric field values of 400 kV/cm and 600 kV/cm, respectively. These results
suggest that thin membranes, thinner than the inter-pad distance, can have a
deleterious effect on the charge collection efficiency of the devices, highlighted
by the use of focused X-ray beams.

In order to consolidate these experimental results, a study on XBPM devices
was conducted through simulations using TCAD Sentaurus software. Simula-
tions yield the results shown in Figure 7.4.9.

By scanning a highly collimated beam (FWHM of 100 nm ⇥ 100 nm) across
two anodes of the sensor, less current is observed in the gap between the anodes,
which confirms the observed experimental results (Figure 7.4.7). This effect was
studied as a function of the device thickness. The plot in Figure 7.4.9 (b) shows
the total current, calculated as the sum of the two currents of the anodes, which
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(a) (b)

Figure 7.4.7: (a) Current measured on the individual sensor electrodes (Anode 1, Anode 2, Anode
3, Anode 4) when scanning an 8 KeV X-ray beam on its surface. (b) Total current measured on the
sensor computed as the sum of the individual electrode currents.

represents the total collected signal generated in the sensor. In this case, an
electric field of 20 kV/cm was set in the simulation. It can clearly be seen that
when the beam is in the region between -3 µm and +3 µm, the current is reduced
by more than 80% for thicknesses of less than 500 nm. As the thickness increases,
this effect diminishes, until complete charge collection is achieved for thicknesses
of the same order of magnitude as the gap.

The charge collection efficiency (CCE) was evaluated from the simulations
as the ratio between the integral of the current in the case of a hypothetical
complete collection and the integral of the evaluated current. The results are
shown in Figure 7.4.10 (a) where the CCE is represented as a function of the ratio
“Gap/Thickness” for 3 simulated electric field values (5 kV/cm, 20 kV/cm and 50
kV/cm). As expected, a higher electric field allows achieving higher collections,
but there is a limit to it. Observing the figure, it can be seen that the CCE in
the case of an electric field of 5 kV/cm exceeds 60% when the “Gap/Thickness”
ratio is approximately less than 4, whereas for an electric field 10 times higher
(50 kV/cm) at the same value, charge collection is already almost complete
(approximately 100%). These results underscore the complexities involved in
monitoring highly collimated beams using sensors characterized by gaps and
thicknesses comparable to those previously mentioned.

The challenge becomes more pronounced when dealing with very thin sensors.
In such cases, precise beam position tracking is only achievable when the FWHM
of the beam is significantly greater than the width of the charge collection loss
zone. In such a condition a portion of the signal is inevitably captured by the
anodes, even when the beam is precisely centered within the gap, so that position
sensitivity is still achieved, though at lower lateral sensitivities. However, while
the beam position can be monitored, no reliable intensity monitoring is possible
due to the loss of signal in the gap.

Similarly to the scans across two electrodes, the signals at very high electric
fields have been studied. Figure 7.4.10 (b) shows the individual anode current
normalized to the current measured on the metal anode, under different electric
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(a) (b)

(c)

Figure 7.4.8: Current measured on two channels (Left Anode and Right Anode) as a function of
beam position for 3 different bias voltages: (a) 2.5 V, (b) 10 V, (c) 15 V.

field conditions. In this case, the sensor thickness is 100 nm. It can immediately
be seen that an anomalous current rise occurs at the edge between the anode
and the central gap when increasing the electric field, consistently with what is
observed experimentally. This effect is due to edges of the metals which results
in a local electric field increase and consequent internal charge amplification by
avalanche effect. In previous simulations, this effect did not arise because lower
electric fields were considered.

Despite the results just described and upon closer examination of the Figure
7.4.9, it can be observed that the thinner the sensor, the quicker the current
drops when transitioning from a region where on-anode to a region off-anode
(corresponding to positions -3 µm and +3 µm on the horizontal axes of the plots).
This effect is due to the lower diffusion, i.e. spreading, of carriers in thinner
sensors. This effect can be advantageous for various applications, such as on-off
monitoring of the position of even highly collimated beams. The charge spreading
width for thin sensors was quantified as the FWHM of the Gaussian obtained by
twice differentiating the current as a function of beam position, comparable to an
error function. The simulation results are shown in Figure 7.4.11. The FWHM
determined using this method approaches the simulated beam FWHM (100 nm)
asymptotically when thinner sensors are employed. However, even with a sensor
thickness of 50 nm, there is an overestimation of the beam dimension. Based on
these results, in order to accurately extract the beam FWHM, it is recommended

123



7. SiC: from FLASH radiotherapy to other harsh environments applications

(a) (b)

Figure 7.4.9: (a) Normalized current of left (solid line) and right (dashed line) anodes obtained
from simulations. (b) Total current (sum of the current of the two anodes). The currents are
shown as a function of the position of the X-ray beam, for different thicknesses.

(a) (b)

Figure 7.4.10: (a) Charge collection efficiency for 3 simulated electric field values (5 kV/cm, 20
kV/cm, 50 kV/cm) as a function of the ratio Gap/Thickness (b) Simulated current of left (solid
line) and right (dashed line) anodes as a function of beam position, for different high electric field
values (between 10 kV/cm and 1200 kV/cm)

that the sensor thickness should be at least 10 times smaller than the FWHM.

Resistive-XBPM sensor: measurements and simulation results

Considering the relevance of the effects observed with the simulations on
standard 4-quadrant XBPM, a lower CCE of the device between the electrodes and
an important distortion of the electric field in the metal-SiC edge at high voltages,
an alternative technology was studied through Sentaurus TCAD theoretical
simulations: the resistive-XBPMs.

As mentioned in the previous section, in these sensors a highly resistive layer
is added to act as a resistive layer between the substrate and the electrodes (see
Figure 7.4.4). As previously explained, this configuration enables improved spa-
tial resolution with large pitches between the readout channels. To this end, while
maintaining the same overall geometry for the sensors in the TCAD simulations,
a thin (100 nm) and continuous p+-doped resistive layer was included immedi-
ately below the anodes. The anodes, 2 µm in length each, were configured as
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Figure 7.4.11: Simulated anode currents as a function of beam position measured from one anode
(solid lines) for different sensor thickness and their respective double differential (dashed lines).
The current values are normalized.

Ohmic contacts. For a device with an active thickness of 1 µm, a study was made
varying the doping concentration of the resistive layer, in a range between 1014

cm�3 and 1018 cm�3. The simulation results, shown in Figure 7.4.12 (a), show
that for sufficiently high doping concentrations (> 1016 cm�3), the trend in the
current measured in the individual anodes depends linearly on the distance of
the beam from the anode and that no CCE loss is observed at the center.

(a) (b)

Figure 7.4.12: (a): Electrodes simulated current for resistive-XBPM for different values of p+

resistive layer doping density (from 1014 cm�3 to 1017 cm�3). (b) Simulated CCE as a function of
the p+ resistive layer doping density for Resisitve-type XBPM devices.

Charge collection efficiency (CCE) was evaluated again as the ratio of the
integral of the total current measured on the two electrodes, normalized by the
integral of the current assuming that the sensor measures over the entire surface
of the device as above the electrode. The results are illustrated in Figure 7.4.12
(b), showing that for all dopant concentrations examined, the CCE exceeds 60
%, reaching values compatible with 100 % for dopant concentrations above 1016

cm�3. Finding the correct doping for this to happen before starting to lose charge
collection is necessary for different geometries. To validate the simulations results,
an experimental measurement was conducted on the first prototype of a Resistive-
type XBPM sensor at the CNR-IMM laboratories in Catania, demonstrating its
ability to measure a position�dependent signal at the electrodes. The sensor,
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Figure 7.4.13: Measured anode currents from the first Resistive-type XBPM prototype. The total
current is also shown (blue data).

featuring an active thickness of 10 µm and a resistive p+ layer of 0.3 µm, was
exposed to a UV photon beam at 325 nm (flux: 2 ⇥ 1016 photons/s). Two 1.5
µm-thick aluminum electrodes, positioned 10 mm apart and with an intrapad
resistance of 33 kOhm, were connected to a four-channel pico-amperometer
(PCR4 [183]). As illustrated in Figure 7.4.13, currents at the left and right anodes
range from 20 to 100 nA, depending on the position of the UV beam with respect
to each electrode position. This measure reveals a distinct positional dependence
of the collected current from the incident beam. The sum of the two currents is
constant, of the order of 120 nA. Considering that in this device the membrane is
not yet existing, it is expected that in a thinned prototype there will be a constant
current only across the membrane (a few mm), and an increase in current outside
the membrane area.

7.4.3 Conclusions
Silicon carbide (SiC) sensors are emerging as a promising alternative to current
technologies for X-ray position and intensity monitoring. Two technologies de-
veloped by SenSiC have been explored in details for these purposes: standard
“4-quadrant” XBPM (X-ray Beam Position Monitor) devices, featuring ultra-thin
Schottky diodes, and Resistive-XBPM devices, incorporating a resistive layer
between the active SiC material and the readout electrodes. Experimental inves-
tigations into their performance were conducted under 8 keV X-ray beams at
the Swedish MAX IV institute, particularly at the NanoMAX monochromatic
nanoprobe, and under UV light at CNR. The experimental results were compared
with the respective simulations using Synopsys Sentaurus TCAD software.

Simulations revealed that XBPM devices effectively monitor highly focused
8 keV X-ray beams (110 nm ⇥ 110 nm) only when the gap between electrodes
is comparable to the detector thickness. When this condition is not met (i.e., the
Gap/Thickness ratio exceeds 1), as in the case of device tested experimentally,
a lower total current is collected across the gap, resulting in a charge collection
efficiency (CCE) loss. Another observed experimental effect is a current peak
at the metal-SiC edge for high voltages, attributed to a localized increase in
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the electric field. Position reconstruction for highly collimated beams is thus
challenging and possible only for beams with a FWHM greater than the gap
between the electrodes or for sufficiently thick sensors.

With the aim of addressing these limitations, first Silicon Carbide Resistive-
XBPMs were studied and fabricated. It was observed that by adding a highly
doped resistive layer (exceeding 1016 for a 1 µm thick active sensor), a single elec-
trode collects a current linearly proportional to the beam distance. This enables
an effective position reconstruction without compromising charge collection. A
preliminary resistive-XBPM prototype was fabricated and subjected to initial
experimental validation at the CNR-IMM laboratories in Catania. The results
indicated a correlation between the signal from the two anodes and the beam
position, while maintaining a constant total current. The test was conducted
using only two of the four pads to facilitate a more effective comparison with
simulation results. An enhancement of the experimental setup is planned, which
will involve measurements using all four channels and X-rays as the source.
Further simulations will be conducted to determine the optimal doping value for
each device geometry.
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Chapter 8

Conclusions

The work I performed in last three years aimed at contributing to the research in
the field of UHDR irradiations from two points of view: the upgrade of a clinical
LINAC to deliver UHDR electron beams, and the study of multiple solid state
technologies as possible beam monitors.

The Elekta SL 18 MV LINAC has been successfully modified to deliver UHDR
electron beams at 10 MeV. These modifications are fully reversible, allowing for
rapid switching between conventional and UHDR modes in only a few minutes.
The LINAC now achieves a maximum of 2.2 Gy/pulse and an instantaneous dose-
rate exceeding 105 Gy/s at the crosshair foil position (SSD = 52.9 cm), with a pulse
duration of 2 µs. A silicon sensor monitors the pulse stability and reproducibility
across different beam deliveries and days. In the future, this LINAC may serve
as a platform for testing beam monitoring and dosimetry devices, as well as for
radiobiological experiments to further investigate the FLASH effect. Applicators
with varied geometries, including perforated models, may facilitate studies
on spatially fractionated radiotherapy (SFRT) and its combination with UHDR
irradiation.

Three solid-state technologies were extensively studied as potential alterna-
tives to ionization chambers for UHDR beam monitoring. Specifically, silicon
pads with active/total thicknesses of 30/655 µm or 45/570 µm and areas of 2
mm2, 1 mm2, and 0.25 mm2 were investigated on electron beams delivered by
the ElectronFLASH machine of Pisa. Multiple measurements were conducted
up to very high dose-rates of 2.5·106 Gy/s, corresponding to approximately 10
Gy in pulses of 4 µs duration. Results exhibited good linearity (R2 > 0.99), and
measurements of the charge were consistent between the oscilloscope and the
TERA08 front-end electronics.

The results obtained by splitting the sensor output across all 64 channels of
the TERA08 chip suggest that adapting the chip to read multiple silicon pads
or strips could expand the sensitive area of the beam monitoring device. In
this context, work was conducted on a segmented sensor of 146 strips, 128 of
which were connected to two 64-channel readout electronics systems, effectively
covering an area of 2.6⇥2.3 cm2, smaller than the total sensor area of 2.6⇥2.6
cm2. Beam shape studies were performed using 6-10 MeV electrons from the
Elekta LINAC, both in conventional and fractionated modes using a tungsten
collimator mounted on a PMMA applicator, as well as with proton beams at

129



8. Conclusions

the CNAO center in Pavia at energies ranging from 62.28 MeV to 226.91 MeV.
These measurements demonstrated good agreement with the data acquired using
GafChromic EBT XD films and confirmed the ability to spatially resolve electron
and proton beams at conventional dose-rates. This technology is promising for
beam monitoring applications in SFRT, with future efforts focused on modifying
the readout chip to ensure compatibility with FLASH operation modes.

The second technology studied was diamond, in particular a polycrystalline
CVD diamond (pCVD) sensor with an active area of 1.3 ⇥ 1.3 mm2 and thickness
of 100 µm was tested on electron beams from a high dose-rate enabled Elekta
LINAC. The charge collection efficiency (CCE) and sensitivity observed were
within the typical ranges reported for pCVDs. As expected, the charge per
pulse was lower than that of the silicon detector, but the pulse characteristics
were similar, suggesting that a pCVD diamond detector may be a viable beam
monitor. Further studies of the sensor’s response at higher dose-rates and pre-
irradiation measurements are required to confirm its suitability for real-time
beam monitoring under UHDR conditions.

The third technology explored was silicon carbide (SiC). SiC sensors of vari-
ous geometries, fabricated by SenSiC STLab, were characterized extensively on
FLASH electron beams by the INFN Catania colleagues. In Turin, a comparative
test between a silicon and an SiC sensor was conducted, exposing both to 10
MeV UHDR electron beams from the Elekta SL18 LINAC. A linear response
of the collected charge as a function of dose-per-pulse was confirmed for both
sensors at dose-per-pulse values exceeding 2 Gy/pulse, and the calibration factor
obtained with the ElectronFLASH in Pisa was consistent with the values derived
from the measurements in Turin. The temporal signal profiles of both solid-
state technologies were comparable. A further comparison was also conducted
between the same silicon sensor and a plastic scintillator at four measurement
conditions (two positions tested both in High Power and Low Power modes),
with the linearity of the dose-per-pulse response verified. Additional beam tests
are planned to replicate these measurements at more dose-per-pulse values with
a more advanced experimental setup.

Several SiC sensors by SenSiC STLab were studied through irradiation tests at
the Ruder Bošković Institute’s Ion Microprobe Chamber. A micrometer ion beam
was used to investigate sensor transport properties locally, subjecting samples to
various doses at two temperatures (room temperature and up to 500�C). Results
suggest that SiC radiation hardness may be further enhanced by operating the
sensors at high temperatures. Preliminary results also indicate that sensors on
free-standing membranes may have greater radiation hardness than standard
bulk ones.

Finally, SiC sensors were evaluated as alternatives for X-ray beam position
and intensity monitoring (XBPM) in synchrotron applications. Two technologies
developed by SenSiC were investigated in detail: standard “4-quadrant” XBPM
devices and Resistive-XBPM devices. Performance evaluations were conducted
under 8 keV X-ray beams at the NanoMAX beamline at MAX IV in Sweden and
under UV light at CNR. Experimental results were compared with simulations
using TCAD Synopsys Sentaurus software. Both measurements and simula-
tions indicated that standard XBPM devices effectively monitor highly focused
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8 keV X-ray beams (110 nm ⇥ 110 nm) when the electrode gap is comparable
to the detector thickness, to avoid charge collection efficiency (CCE) loss within
the gap. Initial prototypes of Silicon Carbide Resistive-XBPMs were fabricated
and validated in preliminary experiments at CNR-IMM laboratories in Catania,
demonstrating a correlation between the signal from the two anodes and the
beam position, while maintaining a constant total current.

The requirements for real-time monitoring of UHDR radiation detection are:
high spatial resolution, high temporal resolution, high beam transparency, wide
dynamic response range, compact size, large sensitive area, and radiation re-
sistance. The three solid-state technologies investigated successfully met the
majority of these criteria.

It is reported in literature that innovative prototypes of thin 2D transmission
ionization chambers have demonstrated the capability to withstand the require-
ments of proton UHDR beams. However, alternative technologies are required
for pulsed beams such as those generated by LINACs for radiotherapy , where
the high dose-per-pulse are not compatible with the performance achievable by
transmission ionization chamber.
Emerging technologies such as integrated current transformers (ICTs) provide
highly accurate and reproducible charge measurements in UHDR conditions, but
are limited in their ability to provide information on beam flatness and symmetry,
as they only measure beam fluence. While this limitation does not seem critical
for low-energy beams, it could become important for VHEE beams, especially if
pencil beam technology will be adopted.
Solid-state detectors such as silicon, SiC, and diamond seems to be ideal candi-
dates to address the limitations of current technologies. Indeed, the temporal
resolution is sufficient to allow sampling of the signal at the level of individual
delivered pulses. These detectors collect the signal in a few nanoseconds and,
when coupled with readout chips like TERA08 and TERA09, they can respond to
the temporal requirements.
Additionally, the possibility of using segmented detectors to provide informa-
tion on beam symmetry and flatness has been demonstrated. This applies to
large beams spot, but provides a spatial resolution also useful for applications in
spatially fractionated RT (SFRT) or pencil beams. However, this becomes more
complex for diamond detectors, as diamond sensors with areas larger than 1-2
cm2 are not currently produced.
In terms of dynamic range, both silicon and SiC have shown comparable charac-
teristics, although silicon detectors have been tested up to just over 10 Gy/pulse,
while SiC detectors have been tested beyond 20 Gy/pulse. Furthermore, sensor
segmentation introduces significant complexity in signal readout. The multi-
channel TERA chip has demonstrated promising performance; however, future
upgrades, such as the inclusion of a current divider per channel, hold the poten-
tial to further extend the measurable dose range.
Afterwards, thinning the sensors, as done with free-standing membranes, can
still improve their beam transparency. Studies will soon be conducted on silicon
devices as well, by thinning available samples or by producing thinner sensors.
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SiC detectors appear to respond linearly even when no bias voltage is applied,
which is advantageous for clinical applications. However, it is believed that
silicon detectors with different geometries (smaller active volumes) can mitigate
the signal distortion effects observed at low bias voltages, enabling their use even
at lower voltages.
In order to overcome the issues identified in these first trials, a new batch of
sensors for this purpose is in the early stages of FBK production. These are based
on an innovative technology base on trench to better define the active volume
of the sensor [184, 185]. Different geometries of silicon pads (featuring smaller
active volumes than those previously tested) were assembled into arrays covering
various total areas depending on the pad spacing, the single pad active area, and
the number of pads per array. Additionally, metal lines were designed to route
the signal away from the active detection region and protect the electronics from
the intense beams.
Finally, radiation hardness is a crucial factor, as the detectors are fixed in the
delivery system and are continuously exposed to radiation. Among the three
technologies, diamond is certainly the most radiation-resistant. However, due
to challenges in scaling up its production to cover larger beam areas, it is more
suitable for dosimetry and microdosimetry than for beam monitoring. Similarly,
SiC, with its wider bandgap and higher electron-hole pair creation energy com-
pared to silicon, demonstrates greater radiation resistance. However, no signs of
signal degradation, such as an increase in depletion voltage or leakage current,
were observed on silicon detectors even after a cumulative dose of approximately
10 kGy. For this reason, it is complex but essential to investigate the cumulative
dose limits that a beam monitor must withstand to meet UHDR requirements, to
evaluate how these limits influence the choice of one technology over another.
Considering the number of factors and properties yet to be thoroughly inves-
tigated, it is not possible to definitively identify a single technology for beam
monitoring in UHDR beams. However, it is conceivable that different technolo-
gies, including solid-state detectors, could be combined to leverage their specific
advantages and address the requirements posed by the extreme environment of
FLASH radiotherapy.
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