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Abstract

Double Sided Silicon Strip Detectors (DSSSDs) are segmented silicon detectors widely used for the detection of charged particles. When a charged particle hits the gap between two adjacent strips, a signal, different from the full energy one, can be generated, resulting in an incorrect energy information. With the purpose of studying inter-strip effects on the detector response, an experiment was performed using a proton micro-beam. The response of two DSSSDs, 75 and 908 µm thick, was measured as a function of the proton impact position, beam energy and bias voltage using a low intensity proton micro-beam, of about few hundred particles per second (pps). Results show that the effective width of the inter-strip region, which in turn is related to the efficiency for full energy detection, varies with both detected energy and bias voltage. The experimental results are interpreted within a simplified model.
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1. Introduction

Segmented silicon detectors have been introduced for charged particle detection more than 25 years ago and they have gained a central role in high-energy physics. Nowadays they are in standard use also in low energy nuclear physics experiments, both for structure and dynamics studies, when reaction products have to be detected with good energy and angular resolution in a large solid angle.

The segmented geometry allows accurate measurement of the emission direction, crucial information in experiments aiming to study angular distributions of various processes (e.g., [1–4]), or for the coincident detection of two or more charged reaction products, with the goal to fully characterize the final state of the interaction process (e.g., [5]). Such detectors are also commonly used in unbound state spectroscopy studies using the inverse kinematics thick target scattering method (e.g., [6, 7]). They are particularly suitable for experiments with low intensity radioactive ion beams and for measurements of very low cross-section processes with stable beams.

A DSSSD is a silicon detector with both electrodes (front and back side) segmented into strips. If \( N_f \) and \( N_b \) are the number of strips on the front (junction) and back (ohmic) side respectively, such detector provides information on \( N_f \times N_b \) pixels (overlap regions between front and back strips) by using just \( N_f + N_b \) electronics channels. Therefore, both sides have several strip-to-strip separation regions, called "inter-strip gaps" in the following. The DSSSD response to a charged particle provides information on its 2-dimensional position of incidence and on the deposited energy. When electron-hole (e-h) pairs created by the ion within the volume of the detector move along the electric-field lines, they induce currents on the electrodes. For particles hitting the central region of the pixel, a signal carrying information on the correct deposited energy in the detector originates only from those two strips that define the considered pixel. On the other hand, it has been observed that ions entering the detector through an inter-strip gap lead to phenomena such as charge-sharing and...
inverted polarity signals [8–15].

Previous studies of the inter-strip effects on the response of segmented Si detectors were performed by using particles of low energies [14, 15], 3 MeV protons [15], 50.5 keV γ rays from an 241 Am source [12], laser beams [8, 13] and, more recently, beams of 7Li and 16O ions of energies between 6 and 50 MeV [11]. The study [11], using 7Li and 16O ion beams, focused on the DSSSD efficiency for full energy detection, defined as the ratio between the number of events measured with the correct full energy and the total number of detected events. It was shown that this efficiency depends on the energy of the detected ion and on the applied bias voltage. In addition, it was found that the measured efficiency is lower than the value extracted by simply considering the geometrical width of the inter-strip gap. This means that the width of the inter-strip region, where the energy of the impinging ions is not correctly measured, is different than the geometrical inter-strip width given in the detector specifications.

In principle, the knowledge on the inter-strip width makes possible an a pri-
ori calculation of the DSSSD efficiency for full energy detection of various ions for a range of energies, a crucial information for those experiments where absolute cross section measurements are performed. This finding therefore motivated the present study, aiming to perform systematic measurements of the effective width of the inter-strip gap and to improve the understanding of the physical effects occurring there, leading to reduced amplitude signals and corresponding efficiency variations.

In this paper, we report results of an experiment performed at the Rudjer
Bošković Institute (RBI), in which two DSSSDs with different thickness (75 and
998 μm) were characterized by the Ion Beam Induced Change (IBIC) technique,
by scanning different inter-strip regions with a proton micro-beam and
recording the energy pulses along with the spatial coordinates of the impinging
proton on the detector surface. Proton beam energies of 800, 1700, 3000 and
6000 keV were selected for probing inter-strip effects at different penetration
depths (see table 1). Beam currents of the order of few hundred particles per
second (pps) have been used in the measurements.
Table 1: Proton beam energies used in measurements with the two DSSSDs and their corresponding range in silicon.

<table>
<thead>
<tr>
<th>Proton energy (keV)</th>
<th>Proton range in silicon (µm)</th>
<th>DSSSD irradiated (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>800</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>1700</td>
<td>35</td>
<td>75 &amp; 908</td>
</tr>
<tr>
<td>3000</td>
<td>90</td>
<td>75 (punch through)</td>
</tr>
<tr>
<td>6000</td>
<td>205</td>
<td>908</td>
</tr>
</tbody>
</table>

The paper is organized as follows. Section 2 describes the experimental set-up and methodology. In Section 3, the experimental results are presented separately for each detector. The theoretical model and interpretation of the results is presented in Section 4. Finally, Section 5 summarizes the obtained results.

2. Experimental methodology

2.1. Micro-beam setup

In the last decade, upgrades of the RRI micro-beam facility resulted in the improvement of its focusing system, construction of a versatile spherical scattering chamber, good selection of detectors for different characterization techniques and development of a digital data acquisition system. Since ion beams from either 1 MV or 6 MV tandem accelerators can be injected into the micro-beam beam line, a wide selection of ions can be used for the application of the Ion Beam Induced Charge technique. In the case of the 6 MV Tandem Van de Graaff accelerator used in this work, two negative ion sources, namely
Alphascreen (used for production of hydrogen and helium ions) and sputtering
(used for a wide range of elements such as hydrogen, lithium, carbon, oxygen,
silicon, chlorine and others) are available. Ion beam transport and accelerator
operation is computer controlled by a custom software based on the Test Point
package [16–18].

In the present experiment, the ion beam focusing was performed with an
Oxford triplet configuration, which is suitable for light ions with \( E \cdot m/C^2 \)
of up to 8 MeV A/C² where A is the mass number and C the charge of the
accelerated ion. Higher rigidity ions can also be focused, however this is done
with a quintuplet configuration or a longer working distance (200 mm) doublet.

Application of the IBIC technique for detector testing implies the use of
very low micro-beam intensities of few hundreds of pps. This is achieved by
significant reduction of both the object and collimator apertures. Owing to the

corresponding reduction of beam divergence, the influence of the ion optical sys-
tem aberrations was also minimized and a typical micro-beam spatial resolution
of less than 1 μm can be easily achieved. The used magnetic scanning system

allowed the beam to raster scan over custom square scanning areas over the
horizontal (x) and vertical (y) directions with a step of \( \sim 5 \) μm, and to know,
for each recorded event, the beam position inside the scanning area. During the
experiment, the scanning areas were centered on the different inter-strip regions
to be studied. The size of the scanning area was typically \( 450 \times 450 \) μm². The
beam scanning and the detector positioning were controlled by means of the
SPECTOR software [19].

2.2. DSSDs and signal processing

The DSSDs examined in the present study are model W1, manufactured
by Micron Semiconductor Ltd. with declared thickness of 75 and 998 μm. Their
area is 50×50 mm² and each side is divided into 16 parallel stripes 3 mm wide.
The junction (front) side is p-type and the ohmic (back) side is n-type. The
stripes on the front side are perpendicular to the ones on the back side, giving a
granularity of \( 16 \times 16 = 256 \) square shaped pixels with an area of 3×3 mm².
They are built using a standard combination of implantation and photolithography techniques. The front and back side surfaces of a high-purity silicon wafer (p-type) are oxidised to create oxide layers (SiO₂). That are selectively removed by photolithography from the areas where active windows (strips) or p-stop layers will be located. The residual SiO₂ spacing between adjacent strips (i.e., the interstrip gap width) is on the front side 100 μm wide and 0.9 μm thick (see figure 1a). The junction is formed by implantation of acceptor ions (p-type)₂ using an accelerator. The back surface of the wafer is implanted with donor ions resulting in strips of n⁺ material. To avoid a conducting path between n⁺-p⁻-n⁺ structure, backside strips are isolated by a p-stop implantation 40 μm wide. Hence, the strip separation on the back side is 30 μm SiO₂, 40 μm p-stop and 30 μm SiO₂, resulting in the total value of 100 μm (see figure 1b).

Finally a 0.3 μm thick Aluminium metalisation layer, not overlapping with the SiO₂ regions, provides thin ohmic electrical contacts of the strips at both sides.

The silicon dead layer, due to the implantation process, has a nominal thickness of 0.5 μm (see figures 1 a and b). The full-depletion voltages declared by the manufacturer for the thick and thin detectors are 180 V and 3 V, respectively.

In the experiment presented in this paper, the DSSSDs were mounted under vacuum (≈ 10⁻⁶ mbar) in the nuclear microprobe station in a such way that beams enter the detectors always from the front side. Furthermore, detectors were mounted with the front strips parallel to the vertical direction and the back strips parallel to the horizontal direction. In the following, we will use the names F0 to F15 to indicate the 16 front strips and B0 to B15 to indicate the 16 back strips.

The electronics was assembled in such a way to allow for the simultaneous recording of signals of both polarities from all strips. The signals from the strips were processed by MESYTEC MPR 16 preamplifiers, SILENA 716 programmable amplifiers and SILENA 9418 ADCs. The shaping time of the amplifiers was set to 0.5 μs. The acquisition system was triggered by a total OR of the logic signals related to all the 32 strips. Each recorded event consisted of the coordinates (x, y) corresponding to the horizontal and vertical beam.
Figure 1: (Colour online) Schematic layout of the interstrip region of the DESSIX: a) Cross-section of the electrode structure of the front side; b) The same for the back side. The drawing is schematic and not to scale.
Figure 2: (Colour online) a) Energy signal amplitude profiles for the front strips F8 (red points) and F9 (blue points) of the 998 um thick DS2SE, over-depleted at 270 V, with the beam scanning area centered on the front interstrip FS8-9 and for a proton energy of 1700 keV. b) Same as figure 2a but averaged data. The definition of the effective interstrip width (EIW, see text) is also sketched in the figure. c) Energy correlation FS8-9 for the events of figure 2a. Letters indicating different points in the PS4-9 correlation plot correspond to the ion impact position indicated in figure 2a. See text for further details.
position inside the scanning area and 64 energy signals (normal and inverted
polarity for each strip) from all the front and back strips.

In the experiment, the inter-strip effects were investigated by raster scanning
over different inter-strip regions of the front and back side, in order to study
the correlation between the energy measured from two adjacent strips and the
impact position of the incoming particles. An example of such correlation is
shown in figure 2. Here one can see the energy signal amplitudes as a function
of the horizontal position (energy signal amplitude profiles in the following) from
the front stripes F8 and F9 when a proton beam of energy 1700 keV irradiates
the 908 µm thick detector operating in over-depletion at 270 V. When the beam
hits only strip F8 (i.e. far from the inter-strip region, impact position on the
left of point A), complete charge collection and thus full energy detection is
achieved. When the beam approaches the left side of the inter-strip gap, the
normal polarity F8 signal decreases and, at the same time, inverted polarity
signals appear in F9 (region between points A and B) reaching a maximum
value at position B. Moving toward the center of the inter-strip, the F9 inverted
polarity signals decrease (region between point B and C) and reverts to zero
at position C. In the center of the inter-strip gap both strips produce normal
polarity pulses (region between points C and D) but with reduced amplitude.
In the right half-side of the inter-strip region, the behaviour is symmetrical.
The F8 signal reaches zero at point D and inverted polarity signals occur in the
region between points D and E, reaching their maximum at point E. Finally,
in the region between points E and F the F8 inverted polarity signal amplitude
decreases to zero while the normal polarity signal of strip F9 monotonically
increases up to the full energy measured, which is reached at point F.

Since the effective width of the inter-strip gap is different from the geometrical
one declared by the manufacturer, our aim was to study how such region,
which in turn is related to the DSSSD efficiency for full deposited energy detec-
tion, depends on the operating conditions, such as detector bias and proton
energy. With the aim to compare the results of the various measurements, we
transformed the raw data, as the ones in figure 2a into averaged values of posi-
tion and energy, as the ones in figure 2a. Data are sorted in steps of 5 µm with
an estimated position uncertainty of ±2.5 µm. For each position, the mean value
of the measured energy and its error were calculated from the recorded data.
In this paper we define the effective inter-strip width (ESW) as the difference
between the two beam positions where the energy signals from the two adjacent
stripes drop below 95% of their full amplitude (see figure 2b). The threshold of
95% was arbitrarily chosen to enable comparison of all the different shapes of
the averaged plots, including those obtained with the thin detector.
We recall that, in previous papers, such inter-strip effects for charged particle
detection have been studied by observing energy correlations between adjacent
stripes e.g. [11, 14, 15]. Such a correlation plot for the data of figure 2a is shown
in figure 2c, which is similar to the ones observed in e.g. [11, 14, 15]. As shown
in figure 2c, the spatially resolved IBIC measurements of charge pulses allowed,
for the first time, to clearly associate different points of the F8-P9 correlation
plot with the entrance coordinates of the incoming ion.

3. Experimental results

The response of the two DSSDs was studied at different bias voltages:
under-depleted, fully-depleted and over-depleted. Because of the different be-
haviour of the two detectors, the results will be presented separately in the
following two sub-sections.

3.1. Results for the 998 µm thick DSSD

In these measurements proton micro-beams of incident energies 1700 and
6000 keV hit the surface of the detector around a front or a back inter-strip
region. Results presented in figure 3 concern the measurements with a proton
beam of energy 1700 keV and a scanning area centered on the front inter-strip
F8-P9 and on the center of strip B7. Bias voltages equal to 0.5, 1.0 and 1.5
times the full-depletion one were used. Increasing the bias, the detector response
improves both for the front and back side strips, leading to a decrease of both
Figure 3: (Colour online) Energy signal amplitude profiles for the 988 \si{\text{mm}} thick DSSSD with a proton beam energy of 1700 \si{\text{keV}} and a scanning area centered on the front intersrip F8/9 and on strip B7. B/D indicates the ratio between the applied bias and the full depletion voltage. a) Intersrip behaviour for strips F8 and F9. b) Strip B7 response versus the horizontal beam position.
the inverted polarity pulse amplitudes and the EIW. Figure 3b clearly shows that, although the scanning area is centered on strip B7, when the incoming protons cross the front interstrip region, one has a reduced signal on B7. In such conditions no signals are observed on back strips different than B7 for all the tested B/D values. It is worth noting that, according to the charge conservation principle, the measured back strip signal amplitude equals the sum of the pulses from the two front strips (taking into account their polarities), thus confirming the reliability of the energy calibration [20, 21].

Figure 4 presents results of the measurements with a proton beam energy of 1700 keV and a scanning area centered on the back interstrip B6-B7 and on front strip F3. Contrary to the front interstrip case, inverted polarity pulses were not observed in all performed measurements as function of detector bias and beam energy. For an over-depleted and fully-depleted detector the EIW is about twice the declared geometrical width of the interstrip gap, and in under-depleted conditions (blue empty triangles in figure 4a), this area considerably increases. Our results confirm the observation [11] that the sum of the two signals from adjacent back strips provides the correct full energy information for back interstrip events, if the incoming particle is not crossing the front interstrip. In all of these measurements the front strip generates the expected full energy signal as it is shown in figure 4a.

Figure 5 summarizes the dependence of the measured front and back EIWs on the bias voltage for different beam energies. The overall behaviour is that both the front and back EIWs decrease by increasing the bias voltage. Black full circles and blue full triangles correspond to proton energies of 1700 keV and 6000 keV, respectively, for the same front interstrip and show that the front EIW for protons at 6000 keV is significantly smaller than the one for protons at 1700 keV. The red empty circles correspond to the results obtained for the back interstrip at a proton energy of 1700 keV. As one can see on the right Y scale of figure 5, the EIW can be significantly different than the geometrical interstrip width. At a beam energy of 6000 keV the protons stop inside the detector at depth of 295 µm, quite far from the detector surface, resulting in
Figure 4: (Colour online) Energy signal amplitude profiles measured with a proton microbeam of 1.700 keV and a scanning area centered on the back interstrip B6/B7 and on the center of strip F9. B/D is the ratio between the bias and the full depletion voltage. a) Energy response of the back strips versus the vertical beam position. b) F9 strip response versus the vertical beam position.
a reduced effective front inter-strip width. On the contrary, 1700 keV protons stop at a depth of only 35 μm, close to the junction side, and an enhanced EIW is observed.

In figure 3b it is shown that for ions passing through the front inter-strip region, even when a trajectory is passing through the center of a back strip, one observes a reduced back signal. With the aim to quantify this phenomenon, we consider the ratio between the minimum energy response ($E_{\text{min}}$) of the back strip and the full energy response ($E_{\text{full}}$) of the back strip observed when the beam hits the detector far from the inter-strip gap. The $E_{\text{min}}$ value was obtained as the vertex of the parabola fitting the averaged data, and the corresponding error was calculated from the parameters obtained from the fit. This procedure allowed to extract the $E_{\text{min}}$ value also for $B/D=0.5$ were, as shown in figure 3b, a few experimental points in the inter-strip center are missing. Figure 6 shows the dependence of $E_{\text{min}}/E_{\text{full}}(\%)$ on the ratio between bias voltage and depletion voltage. The plot shows that for low energy protons stopped close to
the detector surface, a small ratio $E_{\text{min}}/E_{\text{full}}(\%)$ is observed.

Another measurement was also performed aiming to investigate the detector response to 1700 keV protons hitting the guard-ring in full depletion working conditions. Figure 7 shows the energy response of strip F8 (red points) when the scanning micro-beam moves along the vertical direction towards the guard-ring (decreasing vertical values). This plot shows that the signal amplitude in strip 8 gradually decreases when approaching the region between F8 and the guard-ring. At the same time, when the ions hit the detector volume at the guard-ring position, an induced signal appears on strips F0 and F15. These are the two outermost front strips and they are surrounded by the guard-ring. No induced signals are observed on the other front strips. We interpret this latter observation as due to the strong capacitive coupling between the outermost strips and the guard-ring. A similar behaviour is found also for the thin detector.

The guard-rings of both used detectors were floating with no connection to the detector multipin connector.
3.2. Results for the 75 μm thick DSSD

In these measurements proton micro-beams of incident energies 800, 1700 and 3000 keV hit the front surface of the detector around the front or back inter-strip regions. In figure 8 are presented results for the DSSD irradiated by protons of 1700 keV for three different bias conditions. The scanning area was centered on the front inter-strip F6-F7 and on the center of back strip B6. Surprisingly, in this case inverted polarity pulses are recorded only in over-depleted working conditions (see red empty circles in figure 8).

By using the method described in section 2.2, the EIW has been extracted for different working conditions. Figure 9a shows the front EIW as a function of B/D up to a B/D value of 2.9 which we do not have for the thick detector case. As one can see, the front EIW shows a non-monotone trend as function of the polarization voltage and a region, close to the nominal full-depletion voltage value, where the EIW value is minimum.

Figure 9b presents the results for the back EIW. The trend is similar to the
Figure 8: (Colour online) Energy signal amplitude profiles of the 75 μm thick DSSSD for protons of 1700 keV and a scanning area centered on the F6/F7 interstrip and back strip B8. a) Response of F6 and F7 versus the horizontal beam position for three different bias voltages. b) B8 strip response versus the horizontal beam position. For comparison see figure 3, showing the results of identical measurements for the thick detector.
Figure 10: (Colour online) Energy signal amplitude profiles for the 75 cm thick DSSSD with 3000 keV protons, passing through the detector, and a micro-beam scanning area centered on the back into strip B8/00 and on strip F9. a) Behaviour of the B8/00 back into strip B8; b) strip F9 response as a function of the vertical beam position.
thick detector (red empty circles in figure 5). The back EIW decreases with increasing bias voltages, but the overall values are smaller than those measured for the thick detector.

The thin detector enables measurements of the detector response for incident protons punching through the DSSSD, new mode inaccessible in the measurements with the 908 µm thick detector for which protons are stopped in the DSSSD for all the available beam energies. The observed front inter-strip response in the punch-through condition, with protons of 3000 keV, is similar to that presented in figure 8 for lower beam energies when protons are stopped inside the DSSSD. On the contrary, the back inter-strip behaviour, shown in figure 10b, is quite different. In fact, inverted polarity signals are observed in the back strips for all bias conditions, with increasing amplitude for decreasing bias. Figure 10b clearly shows that even if the micro-beam scanning area covers the center of strip F9, if the incoming protons are crossing the back inter-strip region, the considered front strip has a reduced amplitude signal.
We report in figure 11 (the analogous of figure 6 for the 998 μm thick detector), the ratio between the minimum energy response \( E_{\text{min}} \) of the back (front) strip and the full energy response \( E_{\text{full}} \) of the back (front) strip. Since the trend of the signal amplitude as function of the position is not parabolic as for the thick detector, \( E_{\text{min}} \) corresponds to the mean value of the energy projection relative to the "flat" region (see e.g. figure 10b). In this case, \( E_{\text{min}}/E_{\text{full}} \) shows a maximum around the full-depletion voltage value.

4. Model calculations and interpretation

Despite a full numerical modeling of the devices under investigation is beyond the scope of the present work, a simplified simulation based on the Shockley-Read-Gunn framework is presented in the following subsections in order to provide a qualitative interpretation of the experimental findings. Since the whole simulation and interpretation depends on the electrostatic configuration of the device and on the interpretation of the induced charge pulse signals, such topics will be discussed first in the general case in subsections 4.1 and 4.2. The formation of inverted polarity signals will then be discussed in subsection 4.3. Finally, in the remaining subsections, the previously presented experimental results will be compared with the results of the simulations.

4.1. Interpretation framework

In a system at the electrostatic equilibrium with an arbitrary arrangement of \( N \) electrodes, the instantaneous current \( i \) induced at the \( i \)-th electrode by the motion of a point charge \( q \) in the detector volume, can be expressed as [22]:

\[
i = -q \mathbf{v} \cdot \mathbf{E}_{w,i}
\]

(1)

where \( \mathbf{v} \) is the velocity of the charge carrier and \( \mathbf{E}_{w,i} \) is the weighting field associated with the \( i \)-th read-out electrode considered. The electric field determines the charge trajectory and velocity. The weighting field relates the motion of the charge carriers to the current induced at the read-out electrodes.
weighting field can be expressed in terms of the weighting potential \( \psi_w \):

\[
E_{w,i} = -\nabla \psi_w
\]  

(2)

where the weighting potential can be written as the derivative of the electric potential \( \psi \) with respect to the voltage applied at the read-out electrode \([23, 24]\):

\[
\psi_{w,i}(x) = \frac{\partial \psi(x)}{\partial V_i}
\]  

(3)

The time integration of eq. 1 shows that the total charge induced by \( q \) at the

\( i \)-th read-out electrode is proportional to the difference in weighting potential between its value at the initial position \( x^2_i \), where charge carriers are generated,

and at its final position \( x^3_i \) \([23]\):

\[
Q_i = q \cdot (\psi_{w,i}(x^2_i) - \psi_{w,i}(x^3_i))
\]  

(4)

It is worth noting that, the position \( x^3_i \) can be either the collecting electrode or another position within the detector volume, where trapping or recombination occurred. The signal amplitudes, measured in the present experiment, are proportional to the total induced charge \( Q \) in the considered read-out electrode which is obtained by the time integration of the induced current pulse. Therefore, the combination of the charge transport properties of the detector material, the geometry and topology of the electric field and of the weighting potential, define the response of the DSSSDs under investigation for a given incident ion and energy.

4.2. Calculation of induced charges

A qualitative numerical analysis for the DSSSDs configurations under investigation was implemented performing simplified calculations of the electric field and the weighting field. A 200 \( \mu \)m wide cross section of the device was simulated both for the front and back inter-strips of the 75 \( \mu \)m and the 908 \( \mu \)m thick detectors. For simplicity, simulations were performed assuming an isolated system of three electrodes and neglecting any coupling with the remaining strips.
Simulations were performed by means of the commercial finite element method (FEM) solver Comsol Multiphysics 4.3 [26] using the device specifications given by the manufacturer, maps of the electric potential, weighting potential and electric field stream lines for different values of applied voltage were obtained. Numerical simulations were performed as follows. The electric potential \( \psi \) calculation was defined by the FEM solution of the Poisson’s equation coupled with the carriers stationary drift-diffusion equation:

\[
\begin{align*}
\n -e \nabla^2 \psi(x) &= q \left[ N_D(x) - N_A(x) - n(x) + p(x) \right] \\
\n \nabla \cdot [D_n \nabla n(x) + \mu_n \psi(x) n(x)] &= 0 \\
\n \nabla \cdot [D_p \nabla p(x) - \mu_p \psi(x) p(x)] &= 0
\end{align*}
\]

where \( p \) and \( n \) are the hole and electron concentrations, \( N_D \) and \( N_A \) represent the donor and acceptor concentrations, \( D_{n,p} \) and \( \mu_{n,p} \) indicate the carriers diffusivity and mobility, respectively.

In order to describe the static equilibrium, the steady state was considered in the continuity equations by neglecting any transient effect \( \partial n/\partial t = \partial p/\partial t = 0 \) and by setting an infinite recombination time for both charge carriers. Considering Poisson’s equation, Dirichlet boundary conditions \( \psi(x_j) = V_j \) were set at the electrodes, and Neumann conditions were assumed elsewhere. A surface charge density \( \sigma \) was also defined at the oxide interface. Considering electron and hole concentrations, Dirichlet boundaries \( p(x_j) = 0 \) and \( n(x_j) = 0 \) were assumed at the front electrodes, and \( p = N_A, n = N_D \) at the back electrodes.

The \( p^+ - n \) junction formed by the p-stop at the center of the back inter strip was simulated imposing a Dirichlet boundary condition \( n(x) = 0 \) on the electron continuity equation. Neumann boundary conditions were assumed elsewhere.

After the electric field calculation, the weighting potential \( \psi_{w,j} \) was then evaluated according to the prescriptions in eq. 4 and in [23, 24]. Defining, for ease of writing,

\[
\frac{\partial \psi}{\partial x} = \psi_{w,j} \quad \frac{\partial n}{\partial x} = \nu_j \quad \frac{\partial \psi}{\partial y} = \pi_j
\]

where \( j=1,2,3 \) is the electrode index, and assuming any other parameter in eq. 5 (mobility, diffusivity and dopants concentration) as independent on the applied
bias, then the voltage differentiation of eq. 5 provides a new set of differential equations, written in terms of the weighting field of the read-out electrode:

\[ -\varepsilon \nabla^2 \psi_{w,j}(\vec{x}) = q \cdot [\eta_j(\vec{x}) - \eta_j(\vec{x})] \]

\[ \nabla \cdot (D_w \nabla \eta_j(\vec{x})) - \mu_w \nabla \psi(\vec{x}) \cdot \mu_j(\vec{x}) - \mu_w \nabla \psi_{w,j}(\vec{x}) \cdot n(\vec{x}) = 0 \]

\[ \nabla \cdot (D_n \nabla \eta_j(\vec{x})) + \mu_n \nabla \psi(\vec{x}) \cdot \mu_j(\vec{x}) + \mu_n \nabla \psi_{w,j}(\vec{x}) \cdot p(\vec{x}) = 0 \]

(7)

where \( i \neq j \) and \( \psi \) is the solution of eq. 5. Dirichlet boundary conditions associated with eq. 7 were defined as

\[ \psi_{w,j}(\vec{x}_k) = \delta_{jk} \quad \eta_j(\vec{x}_k) = 0 \quad \nu_j(\vec{x}_k) = 0 \]

(8)

where \( j \) is the index of the read-out electrode and \( k \) is a generic electrode index.

Neumann boundary conditions were assumed elsewhere.

In figure 12, the weighting potential maps associated with the read-out electrode (F\(_i\) for the front and B\(_i\) for the back) are presented for the two DSSSDs at the nominal full depletion configuration (B/D=1), in absence of any surface charge densities at the oxide interface. The internal electrostatic properties of the DSSSDs under investigation are similar, from a topological point of view, to those of other devices or analogous multi-electrode structures previously studied in references [8-10, 15, 27].

To summarize, we consider a sub-system of the DSSSD consisting of three electrodes for the front inter-strip (figure 12 a and c): two adjacent front strips biased at negative voltage (F\(_{\text{F}_1}\) F\(_{\text{F}_2}\)) where F\(_i\) is the read-out electrode and one grounded back strip B\(_i\). In such a sub-system the electric field stream lines originating from B\(_i\) diverge from the median inter-strip coordinate \( x_{\text{med}} \) and they sink either at the left F\(_i\) or right F\(_i\) front strip. At the front side, the weighting potential decreases from F\(_i\) (where \( \psi_{w,i} = 1 \)) to F\(_j\) (where \( \psi_{w,j} = 0 \)), having a value lower than 0.5 at the median abscissa \( x_{\text{med}} \). Similarly, the weighting potential decreases from 1 to 0 along the left edge of the cross section connecting F\(_i\) with the back strip B\(_i\).

A symmetric configuration of the weighting potential is assumed for the read-out electrode F\(_i\) with \( \psi_{w,i} = 1 \) at F\(_i\) and \( \psi_{w,j} = 0 \) at the F\(_i\) and B\(_i\) electrodes.
Figure 12: (Colour online). Simulated weighting potential maps (color scale on the right) and electric stream field lines (in white) at B/D=1 assuming zero surface charge at the Si-SiO$_2$ interface for: a) 75 $\mu$m detector, front inter-digit; b) 75 $\mu$m detector, back inter-digit; c) 98 $\mu$m detector, front inter-digit; d) 98 $\mu$m detector, back inter-digit. The read-out electrode, associated with the simulated weighting potential shown, is sketched in purple. The back electrode $F_a$ in c) and the front electrode $F_a$ in d) are out of the figure.
For completeness, we remind that the value of the weighting potential associated to the back strip $B_3$ at a position $\mathcal{P}$ inside the detector volume $\psi_{w,3}(\mathcal{P})$ can be obtained by the charge conservation principle, for which at every position $\mathcal{P}$, the sum of the weighting potentials must be equal to one [21]. Therefore for our simplified system of three electrodes we have

$$\psi_{w,3}(\mathcal{P}) = 1 - \psi_{w,1}(\mathcal{P}) - \psi_{w,2}(\mathcal{P})$$  \hspace{1cm} (9)

It is worth noting that in a non-isolated system the sum should extend to all the front and back electrodes of the detector. Similar considerations hold for the back inter-strip electrostatics (figure 12 b and d), provided that the electric field stream lines originate from the two back strips $B_0$ and $B_3$ and sink at the front strip $F_0$. The evaluated electric field stream lines and weighting potential distribution show qualitatively the same topological configuration for the 75 μm and 998 μm thick detectors.

4.3. Origin of inverted polarity pulses

An interpretation of the induced charge pulse formation is proposed, based on the results presented in figure 12. The charge induction mechanism is described according to eq. 4. Considering the creation of an electron-hole pair in the front inter-strip gap (e.g., figure 12a and c), the motion of both charge carriers will induce three concurrent signals on $F_3$, $F_j$ and $B_m$. Assuming for simplicity that the charge carriers are created close to the front surface, the electron moves towards the back strip, where both $j$-th and $i$-th weighting potentials are zero, thus inducing a positive signal on $F_j$ and $F_3$ according to eq. 4; the absolute value of the signal induced on $B_0$ will be given, according to eq. 9 and eq. 4, by the sum of the signals induced at the front electrodes.

On the other hand, according to the electric field distribution, the hole drifts towards $F_3$ or $F_j$ depending on its generation position. As an example, an hole created in the right side of the inter-strip region will move towards strip $F_j$; considering the weighting potential distribution, the hole will therefore induce a normal (positive) polarity pulse on $F_j$ and an inverted (negative) polarity
pulse on $F_1$ according to eq. 1 [21]. Thus, if all holes are collected by $F_1$ and
all electrons are collected by the back strip $B_0$, both electron and hole induce
positive polarity current signal on strip $F_1$, and the sum of the two contributions
will correspond to the full energy amplitude detected. On the other hand, as
the signal induced on $F_1$ by the hole collected at $F_1$ has negative polarity, the
result is a bipolar induced current at $F_1$. However, when all the produced charge
carriers are collected by $F_1$ and $B_0$, the time-integration of the induced current
signal on $F_1$ gives a total charge equal to zero and the inverted polarity hole
signal on $F_1$ cancels out with the electron contribution. However, a non-zero
inverted-polarity charge can be induced on the strip $F_1$ if electrons are trapped
or recombine along their path, preventing the full collection at the back strip $B_0$
[15, 21]. In the above discussion we understood that, the occurring of anomalous
polarity pulses can be always regarded as a consequence of charge losses within
the active volume of the device.

Particularly, in [8, 9] the occurring of inverted polarity pulses was investi-
gated in detail in terms of the presence of a local potential maximum, as well as
of radiation-induced damage at the Si-SiO$_2$ interface. In the model proposed in
[21], inverted polarity pulses could occur if the time-integration of the bipolar
induced current does not fall to zero, i.e., if the positive contribution due to one
carrier species (electrons) is not sufficient to cancel out the inverted polarity
current generated by the other one (holes). This is ascribed in the model to a
negligible electron lifetime in the device under test in [21] with respect to that
of holes.

In the present case the good energy resolution and low leakage currents,
show that the radiation damage of the detectors if present is at a minor level,
both at the oxide interface and in the silicon bulk. Moreover, a large difference
in the carriers lifetimes, as that proposed in [21], is not suitable to fit the typical
charge transport properties of high-purity silicon devices and could be consid-
ered only in the case that the manufacturing process would significantly modify
the interstrip detector bulk structure and geometry. A reasonable interpreta-
tion of charge losses in the DSSDs under test is that a significant bending of
the electric field lines occurs at the front and back inter-strip silicon-oxide interface, due to the buildup of an effective surface charge density, as suggested in [13]. Such an interpretation will be at the basis of the numerical simulations discussed in the following, concerning the interaction of protons, injected from the junction sides on the detectors. Due to the different configuration of front and back inter-strips, the discussion is subdivided into two separate subsections.

4.4. Front inter-strip simulation

The simple model we implemented to investigate the effects of a charge build-up at the Si-SiO₂ interface of the front inter-strip, is based on considering an effective positive surface charge density \( \sigma \) over the whole SiO₂ layer. The surface charge density was assumed to be constant on the whole interface. The device modelling consisted of performing a parametric sweep over the charge density value up to \( \sigma = e \times 10^{10} \text{cm}^{-2} \), where \( e \) is the elementary charge, in order to obtain a reasonable agreement with the experimental data. The amplitude of the signals at the different considered electrodes, proportional to the induced charge at the considered electrode, was obtained taking into account the ionization profiles of the incoming protons evaluated by means of the Monte Carlo code SIM [28]. In the following, results are discussed separately for the two devices under test.

4.4.1. Results for the 998 \( \mu \text{m} \) detector

A qualitative agreement with the experimental data was obtained assuming a positive charge density at the front Si-SiO₂ interface of \( \sigma = e \times 5 \times 10^{9} \text{cm}^{-2} \). The relevant weighting potential and electric field stream lines of the 998 \( \mu \text{m} \) detector at B(\text{D})=1.0 are shown in figure 13 a. Assuming this value for \( \sigma \), the applied voltage is not sufficient to prevent a bending of the electric field lines. Thus, the positive surface charge appears as a sink for the electrons generated within the first 30 \( \mu \text{m} \) in depth. Despite the significant simplifications assumed in the model, the signal amplitude profiles shown in figure 13 b evidence a qualitatively good description of the experimental profiles in figure 3 a. Particularly, the
maximum value of inverted polarity pulse decreases from B/D=0.5, where it reaches ≈30 % of the deposited energy, to ≈15 % at B/D=1.5, in agreement with the experimental findings. Such a behaviour could be explained considering that the increase in the electric field strength, associated with the increase of the applied voltage, contributes to weaken the field stream lines bending towards the Si-SiO₂ interface, thus promoting the electron collection at the back electrode.

The simulated signal amplitude profile at the back electrode, for protons hitting the front interstrip and the centre of the considered back strip, is shown in figure 14. As one can see, simulation results in figure 14 qualitatively reproduces the trend of the experimental data shown in figure 3 b, supporting once more the interpretation proposed above.

4.4.2. Results for the 75 μm detector

Unlike the case of the 998 μm detector, inverted polarity pulses were clearly measured in the 75 μm detector only in the over-depletion configuration with B/D=2.9. The simulated signal amplitude profiles are shown in figure 15 a for B/D values of 0.7, 1.2, 2.9. Simulations were implemented performing a sweep over the σ parameter at the Si-SiO₂ interface. The σ value corresponding to each B/D was chosen in order to obtain the best reproduction of the measured EIWIs shown in figure 9 a and the obtained σ values are reported as a function of B/D in figure 15 b. The corresponding simulated EIWIs, to be compared with the experimental values of figure 9 a, are shown in figure 16. As one can see, in order to reproduce the data at B/D=2.9 (a B/D value which we do not have for the thick detector) we had to assume a value of the charge density σ considerably larger than for the other B/D values were the σ value is almost constant.

The field distribution in the case of B/D=2.9, simulated at the corresponding charge density shown in figure 15 b, is reported in figure 17.

In summary, the presence of inverted polarity pulses appears to be connected with the increase of positive surface charge at the front Si-SiO₂ interface for increasing applied voltage, in agreement with the interpretation of [15].
Figure 13: (Colour online) Simulated weighting potential map and electric field stream lines (in white) at R/D=1 for the front interstrip of the 988 pm detector, where a uniform surface charge density $\sigma = e \times 5 \times 10^9 \text{cm}^{-2}$ was assumed. The readout electronics, associated with the simulated weighting potential shows, is sketched in purple. b) Simulated energy signal amplitudes for 1700 keV protons as function of position along the front interstrip assuming $\sigma = e \times 5 \times 10^9 \text{cm}^{-2}$. Beam position 0 corresponds to the center of the interstrip.
4.5. Back inter-strip simulation

The same interpretation framework proposed for the front inter-strip, was assumed to hold for the qualitative analysis of the experimental results concerning the back inter-strip of the DSSDs, provided that the role of holes and electrons is exchanged. For consistency with the interpretation of the front inter-strip results, we assume charge build-up in the two silicon-oxide interface layers in the back inter-strip, causing a local field reversal and acting as a sink for the electric field lines, thus preventing hole from collection at the front electrode. The simulations were performed implementing a parametric sweep of the σ values in the same range as that of the front inter-strip analysis. The post at the center of the back inter-strip, which is not connected to an external circuitry, was simulated by imposing a Dirichlet boundary condition on the electron continuity equation. Also in this case the analysis of the experimental data is subdivided into two separate subsections for the 998 μm and the 75 μm detectors.
Figure 15c (Colour online) a) Simulated energy signal amplitude for 1700 keV protons as a function of position along the front interstrip for the 75 μm detector at different B/D values. Beam position 0 corresponds to the center of the interstrip. b) Best fitting values of σ/e as a function of B/D. See text for details.
Figure 16: Simulated ERW values as function of B/D for the front inter-strip of the 75 μm detector.

Figure 17: (Colour online) Simulated weighting potential maps (color scale on the right) and electric field stream lines (in white) for the 75 μm detector, considering B/D=2.9 and \( \sigma = e \times 6 \times 10^9 \text{cm}^{-2} \). The readout electrode, associated with the simulated weighting potential shown, is sketched in purple.
4.5.1. Results for the 998 μm detector

The reference electrostatic configuration for the unperturbed device under test (i.e., \( \sigma = 0 \)) is depicted in figure 12d. Recalling that the penetration depth of 1700 keV protons is about 35 μm, we can assume that the hole motion towards the front electrode is not affected by local modifications of the electric field lines at the back side. For this reason, the detection of charge losses and inverted polarity pulses is not expected in the present configuration. A parametric sweep over \( \sigma \) confirmed such an analysis, showing an insensitivity of the energy signal amplitude profiles in the \( \sigma = \pm e \times 5 \times 10^{9} \text{cm}^{-2} \) range. The simulated energy signal amplitude profiles, when the beam scans the back inter-strip region, are shown for different B/D in figure 18. In agreement with the lack of inverted polarity signals, the absence of charge losses is confirmed by the fact that summing the signals of two adjacent back strips one reproduces the amplitude of the full signal. The decrease of the EIW for increasing voltage is in qualitative agreement with the experimental findings shown in figure 4 a. When charge
carrier generation occurs at several hundreds of micrometers above the back 
electrodes, the electron cloud size increases during the drift inside the detector 
bulk, contributing to the charge sharing between two adjacent back strips. Such 
an effect is more pronounced at low bias voltages, i.e. at 0.5 B/D. This phe- 
nomenon was shown in previous works on silicon and other detector materials 
(see e.g. [29, 30]). By increasing the bias voltage of the DSSSD, the strength of 
the electric field rises, leading to a reduction of the lateral diffusion of the charge 
carriers. The experimental decrease of the ETW for increasing voltage for the 
298 μm detector, is in qualitative agreement with the present interpretation.

4.5.2. Results for the 75 μm detector

For protons of 1700 keV, the back inter-strip energy signal amplitude profiles 
are qualitatively the same as the ones of the 298 μm device, and are compatible 
with the previous discussion. In this case, the electron cloud travels on a shorter 
path than in the thicker detector, thus its lateral diffusion is less pronounced. 
Correspondingly, in agreement with the experimental findings, the simulated 
back ETW is smaller than the one of the 298 μm detector, as one can see com- 
paring figures 18 and 19. Also in this case, a relative insensitivity to a surface 
charge density on the back side was observed, in the $σ = ± e × 5 × 10^6 cm^{-2}$ 
range, for the energy signal amplitude profiles associated with 1700 keV protons, 
so that the unperturbed electric field distribution in figure 12 b is adequate to 
describe the present case. On the other hand, the inverted polarity pulses experimen- 
tially observed with a 3000 keV proton probe, having a penetration depth 
larger than the detector thickness, can be explained by assuming that a nega- 
tive surface charge density is present at the back Si-SiO₂ interface. Simulated 
energy signal amplitude profiles at 3000 keV for different B/D values, shown in 
figure 20 a, were evaluated setting a constant negative surface charge density 
$σ = e × 5 × 10^6 cm^{-2}$ on the two back SiO₂ layers. The bending of the electric 
field stream lines associated with such a configuration, depicted in figure 20 b, 
is effective in causing the holes, generated within 20 μm above the back side, to 
drift towards the charged oxide interface.
The qualitative agreement of the simulation predictions with the experimental data shown in figure 10 appears to support the present tentative interpretation for the charge signal formation mechanism in the back inter-strip. An interesting feature of both experimental findings and simulation results is that, differently from the results for the front inter-strip of the thin detector, the absolute value of the inverted-polarity signals decreases at increasing voltage. Such a behavior is compatible with the assumption, which was implemented in the simulations, that the negative surface charge density is almost constant in the voltage range under investigation.

5. Summary and conclusion

A systematic study of the response of two DSSDs of different thickness (75 and 908 μm) was performed by scanning the front and back inter-strip regions using proton micro-beams of different energies and for different detector bias voltages. Correlations between the position of the incoming ion and the signal
Figure 20: (Colour online) a) Energy signal amplitude profiles for the first interstrip of the 75 μm detector with 3000 keV protons. Simulations were performed at different B/D assuming $\sigma = e \times 5 \times 10^9 cm^{-2}$. Beam position 0 corresponds to the center of the interstrips.

b) Corresponding simulated weighting potential maps (color scale on the right) and electric field stream lines (in white). The read-out electrode, associated with the simulated weighting potential shown, is sketched in purple.
amplitude from the individual strips were studied using proton micro-beams of well defined size and trajectory. This allowed us to perform a systematic study of the behaviour of the effective inter-strip width, which is correlated to the DSSSD efficiency for full deposited energy detection, as a function of the operating conditions of each detector.

For the thick DSSSD the protons were always stopped inside the detector at all the available proton energies. In these conditions, signals of reduced amplitude are observed for the front inter-strip events, including inverted polarity ones. For back inter-strip events charge sharing between the two adjacent strips was observed, in absence of opposite polarity signals. The obtained results show that both front and back EIW can be much larger than the nominal width of the inter-strip gap and depend on the energy of the detected particles and on the polarization voltage.

The thin detector has been characterized both with protons stopping inside the DSSSD and in punch-through conditions. For protons punching through the detector, inverted polarity signals were clearly observed in the back inter-strip events for the first time.

The experimental observations were compared with the results of simplified simulations based on the Shockley-Ramo-Gunn framework. It was shown that assuming the build up of positive charge at the oxide interface in the front inter-strip and of negative charge at the oxide interface in the back inter-strip, one can obtain a satisfactory qualitative reproduction of all the observed inter-strip effects. A more complete analysis of the device, including additional details such as plasma effects, non uniformity of the surface charge density at the oxide interface or its dependence on the polarization voltage, might provide additional information but is beyond the scope of the present work.

In conclusion, the obtained results show that the front and back effective inter-strip widths, which are related to the DSSSD efficiency for full deposited energy detection, depend on the detector thickness and on the operating conditions. In addition, in [7] it has been shown that for detectors operated in atmosphere the inter-strip effects have a time dependence after biasing and,
for detectors in dry atmosphere, steady state conditions can take days to be reached. Therefore, for detectors operating in high vacuum, as in the present case, a time dependence of the efficiency for full energy detection over the first days of measurement cannot be excluded. In summary, for those experiments aiming at accurately measuring quantities dependent on the efficiency for full energy detection, especially if two or more DSSSD are used in coincidence, a complete characterization of the used DSSSDs is required.
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