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We are glad to introduce CLiC-it 2015 (https://clic2015.fbk.eu/), the second edition of the Italian Con-
ference on Computational Linguistics, organized this year for the first time by the newborn Italian Asso-
ciation for Computational Linguistics (AILC).

AILC (http://www.ai-lIc.it/) is born after a long period of discussion within the variegated commu-
nity linked by the common interest towards Computational Linguistics (CL) in Italy, until now sparse
in several research areas and associations. Considering that CL spans over a range of disciplines from
Linguistics to Computer Science, AILC proposes the characterization of their members’” work in terms
of methodologies and approaches, rather than topics. The goal is to collect the different souls of CL
around the same table, where the future of CL in Italy can be investigated and the initiatives for fostering
its development promoted by more coordinated activities, with an emphasis on Italian language.

AILC’s main aim is to promote the theoretical and experimental reflection on methodologies, scientific
cooperation and development of shared practices, resources and tools, and, last but not least, the transfer
of technology and knowledge to the market within the area of CL.

The goals of the Association include the promotion of scientific and educational initiatives for the dif-
fusion of CL, with a special focus on Italian, as well as of the visibility and knowledge diffusion about
initiatives and resources, in order to support interdisciplinary projects. AILC also fosters the integration
of competences and professional skills from both the humanity and computational area, and the estab-
lishment and consolidation of links with other Italian, European or international initiatives around CL,
also proposing direct involvement of the Association. AILC also promotes CL within the national poli-
cies for university and scientific research.

CLiC-it 2015 is held in Trento on December 3-4 2015, hosted and locally organized by Fondazione
Bruno Kessler (FBK), one the most important Italian research centers for what concerns CL. The organi-
zation of the conference is the result of a fruitful conjoint effort of different research groups (Universita
di Torino, Universita di Roma Tor Vergata and FBK) showing the nationwide spreading of CL in Italy.
As in the first edition, the main aim of the event is at establishing a reference forum on CL, covering all
the aspects needed to describe the multi-faceted and cross-disciplinary reality of the involved research
topics and of the Italian community working in this area. Indeed the spirit of CLiC-it is inclusive, in
order to build a scenario as much as possible comprehensive of the complexity of language phenomena
and approaches to address them, bringing together researchers and scholars with different competences
and skills and working on different aspects according to different perspectives.

Relevant topics for CLiC-it 2015 include, but are not limited to, the following thematic areas:

- Information Extraction and Information Retrieval — Area chairs: Roberto Basili (Universita di Roma
Tor Vergata), Giovanni Semeraro (Universita di Bari)

- Linguistic Resources — Area chairs: Maria Simi (Universita di Pisa), Tommaso Caselli (Vrije Univer-
siteit Amsterdam), Claudia Soria (ILC - CNR, Pisa)

- Machine Translation — Area chairs: Marco Turchi (FBK, Trento), Johanna Monti (Universita di Sassari)
- Morphology, Syntax and Parsing — Area chairs: Felice Dell’ Orletta (ILC - CNR, Pisa), Fabio Tamburini
(Universita di Bologna), Cristiano Chesi (IUSS, Pavia)

- NLP for Digital Humanities — Area chairs: Alessandro Lenci (Universita di Pisa), Fabio Ciotti (Univer-
sita di Roma Tor Vergata)

- NLP for Web and Social Media — Area chair: Francesca Chiusaroli (Universita di Macerata), Daniele
Pighin (Google Inc.)

- Pragmatics and Creativity — Area chairs: Carlo Strapparava (FBK, Trento), Rossana Damiano (Univer-
sita di Torino)

- Semantics and Knowledge Acquisition — Area chair: Elena Cabrio (INRIA, Sophia Antipolis), Ar-
mando Stellato (Universita di Roma Tor Vergata)

- Spoken language processing — Area chairs: Giuseppe Riccardi (Universita di Trento), Piero Cosi (ISTC
- CNR, Padova)

- Towards EVALITA 2016: challenges, methodologies and tasks — Area chairs: Franco Cutugno (Uni-



versita di Napoli Federico II), Viviana Patti (Universita di Torino), Rachele Sprugnoli (FBK, Trento -
Universita di Trento).

The large number of researchers that have decided to present their work at CLiC-it and the number of
directions here investigated are proof of the maturity of our community and a promising indication of its
vitality. We received a total of 64 paper submissions, out of which 52 have been accepted to appear in
the Conference Proceedings, which are available online and on the OpenEdition platform. Overall, we
collected 129 authors from 15 countries.

We are very proud of the scientific program of the conference: it includes two invited speakers, Enrique
Alfonseca (Google Research, Zurich) and Paola Merlo (University of Geneva), oral presentations, as well
as two poster sessions preceded by booster sessions. Moreover, we organized two panels for discussing
the future of CL with the representatives of both Italian associations and industry, and a session for
preparing the ground for the next edition of the evaluation campaign for NLP and speech tools for Italian,
Evalita (http://www.evalita.org), to be held within CLiC-it 2016.

We are also happy to assign best paper awards to young authors (PhD students and Postdocs) who appear
as first author of their paper.

We thank the conference sponsors for their generous support: CELI (Torino), Expert System (Mod-
ena), Reveal (Roma), Euregio (Bolzano), Almawave (Roma), ELRA (Parigi).
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We also thank the following organizations and institutions for endorsing CLiC-it:
- Societa Italiana di Glottologia (SIG)
- Associazione Italiana per I’Intelligenza Artificiale (AI*IA)
- Societa di Linguistica Italiana (SLI)
- Associazione Italiana di Linguistica Applicata (AITLA)
- Associazione per I’Informatica Umanistica e la Cultura Digitale (AIUCD)
- Associazione Italiana Scienze della Voce (AISV)
Last but not least, we thank the area chairs and all the program committee members for their incredible
work, the invited speakers for their contribution to make CLIC-it an international event, and all the
persons involved in the local organization of the conference in Trento.

November 2015
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Bolzano/Bozen Corpus: Coding Information
about the Speaker in IMDI Metadata Structure

Marco Angster
Centro di Competenza Lingue
Libera Universita di Bolzano
marco.angster@unibz.it

Abstract

English. The paper introduces a new col-
lection of spoken data (the Bolzano/Bozen
Corpus) available through The Language
Archive of Max Planck Institute of Ni-
jmegen. It shows an example of the issues
encountered in accommodating informa-
tion of an existent corpus into IMDI meta-
data structure. Finally, it provides prelim-
inary reflections on CMDI: a component-
based metadata format.

Italiano.  Questo contributo presenta
una nuova raccolta di dati di parlato (il
Bolzano/Bozen Corpus) che ¢ ora disponi-
bile per la consultazione tramite il Lan-
guage Archive del Max Planck Institute
di Nimega. Vi si mostra un esempio
dei problemi che si possono incontrare
nell’inserimento all’interno della struttura
di metadati IMDI delle informazioni rela-
tive a un corpus gia esistente. Infine, vi
si presentano alcune considerazioni pre-
liminari riguardanti il formato di meta-
datazione CMDI, basato su componenti.

1 Introduction

Once a Language Resource (LR) exists it should
be used, and this entails several problems. First of
all it must be available to the public — which may
be the academic community, but also industry or
institutions — and, given that producing a LR is an
expensive task, it would be ideal that a LR could
be exploited beyond the originally intended pub-
lic. The re-usability of a LR is possible provided
that it is conceived following shared standards for
formats, tagging and metadata.

In this paper I focus on metadata structures, in
particular I introduce a collection of spoken data

(the Bolzano/Bozen Corpus) and I show the prob-
lems encountered in fitting the information avail-
able about the speakers sampled in the data in
IMDI metadata structure.

The paper aims at providing an example of
how flexible are the considered metadata struc-
tures in accommodating information of existent
collections of data and in adapting to the needs of
the researcher in sociolinguistics.

2 Bolzano/Bozen Corpus

The Bolzano/Bozen Corpus (BBC) collects and
organises the language data produced during the
years by the researchers of the Competence Centre
for Language Studies. The common thread of the
BBC is constituted by two main elements: the fo-
cus on the speech community in Alto Adige/South
Tyrol, the trilingual province in Northern Italy of
which Bolzano is the administrative centre; the in-
terest on language variation, both in the social en-
vironment and in the educational context.

As a language resource the BBC is mainly des-
tined to scholars interested in sociolinguistics and
in the issue of multilingualism. Given that it col-
lects different language varieties of the Romance
and the German domain, the corpus has the func-
tion of providing original documentation for the
local spoken language.

In order to give a better accessibility to the data,
the corpus is made available to the public through
The Language Archive (TLA), a collection of lan-
guage resources hosted by the Max Planck In-
stitute of Nijmegen (Nederlands).! All projects
hosted by TLA must adopt a common metadata
scheme on which all the structure of the database
is built. The standard adopted by TLA used to be
IMDI.

"Homepage: https://tla.mpi.nl/
Corpora: https://corpusl.mpi.nl/ds/asv/?1
2TLA has recently made available to the users also the
new, CLARIN supported CMDI metadata format. See below



The projects included in the BBC were ob-
viously already supplied with rich information
which had to fit into the metadata structure avail-
able.

3 IMDI and <Actors>

IMDI (ISLE/EAGLES Metadata Initiative) is a
standard for metadata developed in the late *90s in
the realm of standardisation initiatives ISLE (In-
ternational Standard for Language Engineering)
and EAGLES (Expert Advisory Group on Lan-
guage Engineering Standards) — see Wittenburg
et al. (2000). It provides a very rich structure in
which information about a corpus, a session (i.e. a
subdivision in a corpus, for example an interview),
the relevant media files (the recording of an inter-
view) and written resources (a transcription) are
included. The session is the most complex sub-
structure, because it may include a wealth of in-
formation about the interview itself: its location,
its content (genre, communication context, type of
task performed, languages used etc.) and its ac-
tors (interviewed, interviewee, but also transcriber,
etc.).

Since BBC is a collection of data issued from
sociolinguistically oriented projects, it appears
clear that information about the speaker is of cru-
cial importance and it is a fundamental concern to
fit as much information about the speaker as pos-
sible in a metadata structure.

As already mentioned, part of metadata re-
lated to a session is devoted to the coding of
information about people involved in the inter-
view and in the production of the relevant re-
sources. In this part of metadata structure the
available tokens of information about a speaker in-
volved in an interview or a language task are to be
found. Some classical social variables are avail-
able: <Age>, <Sex>, <Education>, <FEthnic
group>. Other useful pieces of information may
be coded: <Role> (“The functional role of the
person participating in the session” (IMDI, 2003);
e.g. interviewer, speaker/signer, annotator, etc.),
<Language> (“The language the person partic-
ipating in the session is familiar with” (IMDI,
2003); more than one language may be added). A
further element, <Family Social Role>, is avail-
able for coding “[t]he social or family role of the
person participating in the session” and may be
used “[f]or instance when interviewing part of a

section 5.
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family group” where it can “specify the mutual re-
lations within the group” (IMDI, 2003).

It is worth noting about the element
<Language> that it is not intended to spec-
ify the language used in the session, for which
another element is provided at an upper level un-
der the node <Session> of the metadata structure.
In this sense <Language> may be considered a
good correspondent to the sociolinguistic concept
of linguistic repertoire (Gumperz, 1964).

4 Speakers in Komma and Kontatto
projects

I turn now back to BBC to show what information
available about speakers involved in two different
projects may be included in the structure sketched
above.

The projects that I take into account are both
focussed on South Tyrol, but with quite differ-
ent perspectives, types of tasks accomplished and
homogeneity of speakers involved. nKOMMA
(SprachKOMpetenzen von MAturandinnen und
Maturanden) consists in the analysis of written and
oral productions of high school graduands of the
German schools of South Tyrol. It aims at study-
ing the competence of the German standard lan-
guage of young adults in mono- and multilingual
settings in order to analyse linguistic phenomena,
to find traces of multilingual competence or of a
specific sociolinguistic background. At present
the data available via TLA involve 41 students,
all of German mother tongue: interviews on the
language biography of the students and the re-
narration of a sequence of a Charlie Chaplin film
(The Circus) are currently available.

More than a half of the students are female,
most of them are 19 years old at the time of the
interview. The picture is thus quite homogeneous,
while the only variable which differentiates sets of
students is the geographic area of the school they
attended. This variable is coded as the location
where the interaction takes place (<Location>).
All students except two have both parents of Ger-
man mother tongue, but this particular may not be
coded in the metadata structure, unless we explicit
itin the field <Description>. This is not an excel-
lent solution, but a useful workaround to put a to-
ken of information which would be otherwise lost.

The second project considered here is Kon-
tatto (Italiano-tedesco: aree storiche di contatto in
Sudtirolo e in Trentino). The aim of the project is



to document the present day Italian-German con-
tacts in Bassa Atesina (the area south of Bolzano).
The area is highly interesting for sociolinguistics
and contact linguistics because there the interac-
tion between German and Romance dialectal va-
rieties dates back to a more remote time than in
the rest of South Tyrol. A multilingual and mul-
tidialectal corpus of map tasks ((Anderson et al,
1991)) has been created to tackle the objective
of documenting the linguistic productions of the
speakers in the area.

The speakers involved in Kontatto are less ho-
mogeneous: they differ for age, occupation, own
linguistic repertoire and linguistic background
(parents’ mother tongue, variety spoken where
they live), place of origin of the parents, place
of residence (as opposed to <Location>). This
wealth of data — with the exception of the variables
already mentioned above for KOMMA — would all
be included in a <Description> field if one desires
to keep this information available to the user inter-
ested in correctly interpreting the relevant data.

As for the case of KOMMA this could be a
workaround, but a much more expensive one, from
the point of view of future information retrieval. A
metadata element is, let’s say, a box where infor-
mation is stored, but it is a box with an own par-
ticular tag, which indicates what is in. In addition
this tag gives sense to the content and makes pos-
sible and easier to find the content itself among
all information available. Putting information in
a <Description> field corresponds to give up the
possibility to exploit its classifying potential at a
later time, thus making the information almost un-
usable.

5 CMDI: a very customisable, but closed
structure

The limits of IMDI as a metadata structure are
nonetheless well-known as we can read in the User
Guide of the CLARIN-D infrastructure (Varadi et
al, 2008):

“Most existing metadata schemas for
language resources seemed to be too
superficial (e.g. OLAC) or too much
tailored towards specific research com-
munities or use cases (e.g. IMDI).”
(CLARIN-D User Guide, 2012)

This words express the need of a new, more
comprehensive standard for metadata description

which could give to the researchers the possibil-
ity to tailor metadata profiles on the needs of their
sub-disciplines. The new standard should display
the following crucial features:

1. allow users to define their own
components resulting in tailored
profiles,

2. the components need to make use
of categories the definitions of
which are registered in ISOcat (see
the section called “ISOcat, a Data
Category Registry”), and

3. semantic interoperability and inter-
pretability [must be] guaranteed by
fine-grained semantics.

(CLARIN-D User Guide, 2012)

At present CLARIN-D supports a new stan-
dard for metadata: CMDI. It is more flexible in
that it allows the researcher to create own compo-
nents rejecting profiles (for example <Session>
or <Actor(s)>) which may be too restrictive or
too fine-grained for their specific needs and mod-
ifying existing ones by adding or removing ele-
ments or by creating brand new profiles.

It is difficult for me to judge how open is CMDI
for creating new profiles and how much flexible
it is. In fact the possibility of creating new com-
ponents and profiles is restricted to the accredited
users of CLARIN centres.

In any case I try to imagine how should for
instance a new CMDI-compliant component be
structured in order to hold all information needed
to give a complete description of a student of the
KOMMA project. As shown above, the main
problem is the impossibility to include informa-
tion about parents’ mother tongue. The solution of
this lack would be to attribute to an actor involved
in an interview a relation to another person — de-
scribed as father or mother using the field <Family
Social Role> — which is nonetheless not present
in the interaction. Another possibility would be
to code under the <Language> node one or more
<Family Social Role> items pointing at the peo-
ple with whom the relevant actor has a language
in common. However solved, the problem appar-
ently may be overcome.

It is worth noting that CMDI components are
still based on the same elements on which IMDI is
based. More precisely CMDI elements must point
to a trusted data category registry (DCR), among
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which ISOcat used to be one of the most used in
IMDI structure.’ In Kontatto, as we have seen,
speaker profiles are very complex, but a wealth of
information is available to the researcher. To char-
acterise some of the interactions sampled in the
project it may be useful to explicit both the “mu-
tual relations within the group” as can be done
through the field <Family Social Role> and the
social background of the same speaker, for exam-
ple its occupation, beyond the other social features
he or she has. If an actor is the father of an-
other actor, this should be independent from the
fact that he is a boss, a doctor, a mayor, a teacher
or a shaman/priest — just to cite some of the val-
ues of the open vocabulary category <Family So-
cial Role> that are nonetheless suggested in IMDI
Guidelines.

This fact highlights two different kinds of prob-
lems. The first one is a limit of IMDI: in its struc-
ture only one value for <Family Social Role> was
allowed leading to the odd conclusion that one
cannot be at the same time a father and a doctor.
The second problem is more critical and signif-
icantly it is inherited by CMDI: <Family Social
Role> is a category which is useful only to pro-
vide an explanation of the consequences for the
interaction of the fact that a boss rather than a
shaman/priest or a brother interacts with another
actor. The category is instead simply unsatis-
factory to accommodate background information,
maybe irrelevant for the interaction but crucial to
evaluate speaker’s choices, such as what is the oc-
cupation of an actor, feature which contributes to
the definition of the classic sociolinguistic variable
of social class (Ash, 2003). However the unsat-
isfactory category <Family Social Role> appears
to have no better alternative in ISOcat DCR, which
is quite disappointing, because if I want to create
my brand new <Actor> profile within CMDI I
need to point to some existent data category and
uses which contradict the meaning of a category
are rightly deprecated.

As said, adding new data categories implies
adding them to a Data Category Registry (DCR).
Max Planck Institute for Psycholinguistics ceased
in December 2014 to be the Registration Author-
ity for ISOcat DCR. Now the new DCR for CMDI
is CCR (CLARIN Concept Registry) which is
nonetheless closed to changes. To add or change

3The list of data categories of ISOcat is available for con-
sultation at http://www.isocat.org/.
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categories in the CCR the national CCR coordina-
tors must be contacted, because only they are able
to input new concepts and edit already existent
ones.* This means that, in order to include a rea-
sonable field <Occupation> instead of <Family
Social Role> I have to operate outside CMDI and
propose a new category to CCR national coordina-
tors.

6 Conclusion

In this paper, I have shown an example of the dif-
ficulty of using a metadata structure to accom-
modate information on speaker’s linguistic back-
ground. I have taken into account the case of
Bolzano Bozen Corpus and two sociolinguistically
oriented projects (KOMMA, Kontatto) hosted on
The Language Archive.

IMDI, the former standard of TLA, is now an
outdated tool and is too rigid to adapt to specific
purposes. The new standard CMDI provides huge
possibilities to the research community to define
metadata formats tailored on specific needs. How-
ever CMDI does not provide until now satisfac-
tory profiles and components for sociolinguistic
studies, especially as far as background informa-
tion about the speaker is concerned. Furthermore,
direct contribution to CMDI components is re-
stricted to CLARIN centres and in some crucial
cases even categories available in CMDI are unsat-
isfactory and must be proposed to the relevant (and
closed) DCR. The case I have proposed shows
on the one hand the possibilities of CMDI. How-
ever, on the other hand, the difficulty to contribute
to CMDI profiles and components from outside
CLARIN may lead to the uncomfortable condi-
tion of having huge amounts of data with unsat-
isfactory metadata, which have low possibilities to
be re-used, failing one of the main objectives of a
standardisation initiative.
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Abstract

English. We address the problem of auto-
matically detecting the scope of negations
and speculations in clinical notes, by propos-
ing a machine-learning algorithm that ana-
lyzes the dependency tree of a sentence.
Given a negative/speculative cue, the algo-
rithm tries to extend the boundary of the
scope towards the left and the right, by navi-
gating through the parse tree. We report on
experiments with the algorithm using the Bi-
0Scope corpus.

Italiano. I/ lavoro affronta il problema di i-
dentificare ’ambito a cui si applica una ne-
gazione o un’espressione dubitativa nel testo
di un referto medico. Si propone un algorit-
mo di apprendimento automatico, che analiz-
za l’albero di parsing di ogni frase. Dato un
indizio di negazione/ipotesi, l’algoritmo cer-
ca di estendere il confine dell’ambito sia a
destra che a sinistra, attraversando I’albero
di parsing. Riportiamo infine i risultati di e-
sperimenti con l’algoritmo effettuati usando
il corpus Bioscope.

1 Introduction

Clinical notes are a vast potential source of in-
formation for healthcare systems, from whose
analysis valuable data can be extracted for clini-
cal data mining tasks, for example confirming or
rejecting a diagnosis, predicting drug risks or
estimating the effectiveness of treatments. Clini-
cal notes are written in informal natural lan-
guage, where, besides annotating evidence col-
lected during a patient visit, physician report his-
torical facts about the patient and suggested or
discarded hypothesis. Annotations about dis-
missed hypotheses or evidence about the absence
of a phenomenon are particularly abundant in
these notes and should be recognized as such in
order to avoid misleading conclusions. A stan-
dard keyword based search engine might for ex-
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ample return many irrelevant documents where a
certain symptom is mentioned but it does not
affect the patient.

Medical records are currently analysed by
clinical experts, who read and annotate them
manually. In some countries like Spain, it has
become mandatory by law for all medical re-
cords to be annotated with the mentions of any
relevant reported fact, associated with their offi-
cial ICD9 code. To assign the right ICD9 code, it
is of critical importance to recognize the kind of
context of each mention: assertive, negative or
speculative. In the BioScope corpus, a collection
of bio-medical text, one out of eight sentences
indeed contains negations (Vincze et al. (2008)).

In order to automate the process of annotation
of clinical notes, the following steps can be en-
visaged:

1. recognition of medical entities, by exploit-
ing techniques of named entity (NE);

2. normalization and association to a unique
official concept identifier to their key ter-
minology from UMLS metathesaurus (O.
Bodenreider, 2004);

3. detection of negative or speculative scope.

NE recognition and normalization steps can be
performed by relying on shallow analysis of texts
(for an exhaustive and updated overview of the
state of the art, see Pradhan et al. (2014)). The
identification of negative or speculative scope,
instead, cannot just rely on such simple text an-
alysis techniques, and would require identifying
relations between parts, by means of a deeper
syntactic-semantic analysis of sentences.

This work presents a novel algorithm that
learns to determine the boundaries of negative
and speculative scopes, by navigating the parse
tree of a sentence and by exploiting machine
learning techniques that rely on features ex-
tracted from the analysis of the parse tree.

2 Related Work

Negation and uncertainty detection are hard is-
sues for NLP techniques and are receiving in-



creasing attention in recent years. For the detec-
tion of negative and speculative scope, both rule-
based approaches and machine learning ap-
proaches have been proposed.

Harkema et al. (2010) propose a rule-based al-
gorithm for identifying trigger terms indicating
whether a clinical condition is negated or
deemed possible, and for determining which text
falls within the scope of those terms. They use an
extended cue lexicon of medical conditions
(Chapman et al., 2013). They perform their an-
alysis for English as well as for low resources
languages, i.e., Swedish. Their experiments show
that lexical cues and contextual features are quite
relevant for relation extraction i.e., negation and
temporal status from clinical reports.

Morante et al. (2008) explored machine-
learning techniques for scope detection. Their
system consists of two classifiers, one that de-
cides which tokens in a sentence are negation
signals, and another that finds the full scope of
these negation signals. On the Bioscope corpus,
the first classifier achieves an F1 score of
94.40% and the second 80.99%.

Also Diaz et al. (2012) propose a two-stage
approach: first, a binary classifier decides
whether each token in a sentence is a nega-
tion/speculation signal or not. A second classifier
is trained to determine, at the sentence level,
which tokens are affected by the signals previ-
ously identified. The system was trained and ev-
aluated on the clinical texts of the BioScope cor-
pus. In the signal detection task, the classifier
achieved an F1 score of 97.3% in negation re-
cognition and 94.9% in speculation recognition.
In the scope detection task, a token was correctly
classified if it had been properly identified as
being inside or outside the scope of all the nega-
tion signals present in the sentence. They
achieved an F1 score of 93.2% in negation and
80.9% in speculation scope detection.

Sohn et al. (2012) developed hand crafted

rules representing subtrees of dependency pars-
ers of negated sentences and showed that they
were effective on a dataset from their institution.
Zou et al. (2015) developed a system for de-
tecting negation in clinical narratives, based on
dependency parse trees. The process involves a
first step of negative cue identification that ex-
ploits a binary classifier. The second step instead
analyses the parse tree of each sentence and tries
to identify possible candidates for a negative
scope extracted with a heuristics: starting from a
cue, all ancestors of the cue are considered, from
which both the full subtree rooted in the ancestor
and the list of its children are considered as can-
didates. A classifier is then trained to recognize
whether any of these candidates falls within the
scope of the cue. The system was trained on a
Chinese corpus manually annotated including
scientific literature and financial articles. At pre-
diction time, besides the classifier, also a set of
rules based on a suitable lexicon is used to filter
the candidates and to assign them to the scope of
a cue. Since the classifier operates independently
on each candidate, it may happen that a set of
discontiguous candidates is selected. A final
clean up step is hence applied to combine them.
This system achieved an F1 score below 60%.

3 Negation and speculation detection

For the cue negation/speculation detection, we
apply a sequence tagger classifier that recognizes
phrases annotated with negation and speculation
tags. The cui exploits morphological features,
attribute and dictionary features.

For scope detection, we implemented a novel
algorithm that explores the parse tree of the sen-
tence, as detailed in the following.

3.1  Scope Detection

For identifying negative/speculative contexts in
clinical reports, we exploit information from the

ROOT
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VI | ettt
PMOD P -
AMOD PMOD NMOD | LOC NMOD VC 1
O 2 e T 111 I

Consistent with regulations Zno
JJ IN NNS DT

change

NN

level was observed:

NN VBD VBN <

In protein

IN NN

Figure 0. Example of parse tree with a negative scope.
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parse tree of sentences. Our approach is however
different from the one by Zou et al. (2015),
which has the drawback, as mentioned earlier, of
operating independently on subtrees and hence it
requires an extra filtering step to recombine the
candidates and to exclude poor ones according to
lexical knowledge.

Our approach assumes that scopes are con-
tiguous and they contain the cue. Hence, instead
of assembling candidates independently of each
other, our process starts from a cue and tries to
expand it as far as possible with contiguous sub-
trees either towards the left or towards the right.

In the description of the algorithm, we will use
the following definitions.

Definition. Scope adjacency order is a partial
order such that, for two nodes x, y of a parse
tree, x <y iff x and y are consecutive children of
the same parent, or x is the last left child of y or
y is the first right child of x.

Definition. Right adjacency list. Given a word w;
in a parse tree, the right adjacency list of w;
(RAL(w;)) consists of the union of RA = {w; | w;
< w;} plus RAL(y) where y is the node in RA with
the largest index.

Definition. Left adjacency list. Symmetrical of
Left adjacency list.

The algorithm for computing the scope S of a cue
token at position ¢ in the sentence, exploits the
definitions of RAL and LAL and is described be-
low.
Algorithm.
1. S={w.}
2. for w;in LAL(w,.) sorted by reverse index
if w; belongs to the scope,
S=SU{wmi <k<c}
otherwise proceed to next step.
3. forw;in RAL(w,) sorted by index
if w; belongs to the scope,
S=SU{wdc<k<i}
Otherwise stop.

In essence, the algorithm moves first towards the
left as far as possible, and whenever it adds a
node in step 2, it also adds all its right children,
in order to ensure that the scope remains con-
tiguous. It then repeats the same process towards
the right.

Lemma. Assuming that the parse tree of the sen-
tence is non-projective, the algorithm produces a
scope S consisting of consecutive tokens of the
sentence.
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The proof descends from the properties of non-
projective trees.

The decision on whether a candidate belongs
to a scope is entrusted to a binary classifier
which is trained on the corpus, using features
from the nodes in the context of the candidate.

These are nodes selected from the parse tree.
In particular, there will be two cases to consider,
depending on the current step of the algorithm.
For example, in step 2 the nodes considered are
illustrated in Figure 1.

/C
DS \ 0 Isc

Figure 1. Isc is the leftmost child of ¢ within the current
scope, ps is its left sibling, psrd is the rightmost de-
scendant of ps.

psrd

Below we show which nodes are considered for
feature extraction in step 3:

p
rpc c
rped

Figure 2. c is the leftmost child of p, rpc is its right-
most child of p, rpcd is the rightmost descendant of rpc

The features extracted from these tokens are:
form, lemma, POS, dependency relation type of
the candidate node ¢, the cue node, rpcd and
psrd; the distance between node ¢ and the cue
node; the number of nodes in the current scope;
if there are other cues in the subtree of node c;
the dependency relation types of the children of
node c¢; whether the nodes psrd and rpcd are
within the scope; the part of speech, form, lemma
and dependency relation types of Isc and rpc.

We illustrate which nodes the algorithm would
visit, on the parse tree of Figure 0. The negative
cue is given by the token “no”, marked in grey in
the figure. Initially S = {no}, and LAL(no) =
{Cconsistent, ,}, while RAL(no) = {change, in,
level, was, observed, . }. The word with largest
index in LAL is “,” it is not within the scope,
hence S stays the same and we proceed to step 3.
The token with smallest index in RAL is
“change”, which is part of the scope, hence S =
{no, change}. The next token is “in”, which
also gets added to S, becoming S = {no, change,
in}. The next token is “level”, which is part of
the scope: it is added to the scope as well as all



tokens preceding it (“protein”), obtaining {no,
change, in, protein, level}. The next two
tokens are also added and the algorithm termi-
nates when reaching the final dot, which is not
part of the scope, producing S = {no, change,
in, protein, level, was, observed}.

Lemma. The algorithm always terminates with a
contiguous sequence of tokens in S that include
the cue.

Notice that differently from (Zou et al. (2015)),
our algorithm may produce a scope that is not
made of complete subtrees of nodes.

3.2  Experiments

We report an experimental evaluation of our ap-
proach on the BioScope corpus, where, accord-
ing to Szarvas et al. (2008), the speculative or
negative cue is always part of the scope.

We pre-processed a subset of the corpus for a
total of 17.766 sentences, with the Tanl pipeline
(Attardi et al., 2009a), then we splitted it into
train, development and test sets of respectively
11.370, 2.842 and 3.554 sentences.

In order to prepare the training corpus, the
BioScope corpus was pre-processed as follows.
We applied the Tanl linguistic pipeline in order
to split the documents into sentences and to per-
form tokenization according to the Penn Tree-
bank (Taylor et al., 2003) conventions. Then
POS tagging was performed and finally depend-
ency parsing with the Desr parser (Attardi, 2006)
trained on the GENIA Corpus (Kim et al. 2003).

The annotations from BioScope were inte-
grated back into the pre-processed format using
an 10B notation (Speranza, 2009). In particular,
two extra columns were added to the CoNLL-X
file format. One column for representing nega-
tive or speculative cues, using tags NEG and
SPEC along with a cue id. One other column for
the scope, containing the id of the cue it refers to,
or ‘ ’ if the token is not within a scope. If a to-
ken is part of more then one scope, the id of the
cue of each scope is listed, separated by comma.

Here is an example of annotated sentence:

ID FORM CUE SCOPES
1 The o _
2 results o _
3 indicate B-SPEC 3
4 that I-SPEC 3
5 expression O 3
6 of (o] 3
7 these (o] 3
8 genes 0 3
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9 could B-SPEC 3, 9

10 contribute O 3, 9

11 to [0} 3, 9

12 nuclear [0} 3, 9

13 signaling (o] 3, 9

15 mechanisms O 3, 9
where “could contribute to nuclear sig-

naling mechanisms” is a nested scope within

“indicate that expression of these genes
could contribute to nuclear signaling

whose cues are respectively
“could” and “indicate that”.

. 2
mechanisms’,

For the cue detection task, we experimented with

three classifiers:

1. a linear SVM classifier implemented using
the libLinear library (Fan et al. 2008)

2. Tanl NER (Attardi et al., 2009b), a statistical
sequence labeller that implements a Condi-
tional Markov Model.

3. deepNL (Attardi, 2015) is a Python library

for Natural Language Processing tasks based
on a Deep Learning neural network architec-
ture. DeepNL also provides code for creating
word embeddings from text using either the
Language Model approach by Collobert et al.
(2011) or Hellinger PCA, as in (Lebret et al.,
2014).
The features provided to classifiers 1) and 2) in-
cluded morphological features, lexical features
(i.e. part of speech, form, lemma of the token and
its neighbours), and a gazetteer consisting of all
the cue words present in the training set.

The solution based on DeepNL reduces the
burden of feature selection since it uses word
embeddings as features, which can be learned
through unsupervised techniques from plain text;
in the experiments, we exploited the word em-
bedding from Collobert et al. (2011). Besides
word embeddings, also discrete features are
used: suffixes, capitalization, Part of speech and
presence in a gazetteer extracted from the train-
ing set.

The best results achieved on the test set, with
the above mentioned classifier, are reported in
Table 1.

Precision | Recall F1
LibLinear | 88.82% 90.46% | 89.63%
Tanl NER | 91.15% | 90.31% | 90.73%
DeepNL 88.31% 90.69% | 89.49%

Table 1. Negation/Speculation cue detection results.

The classifier, used in the algorithm of scope
detection for deciding whether a candidate be-



longs to a scope or not, is a binary classifier, im-
plemented using libLinear.

The performance of the scope detection algo-
rithm is measured also in terms of Percentage of
Correct Scopes (PCS), a measure that considers a
predicted scope correct if it matches exactly the
correct scope. Precision/Recall are more tolerant
measures since they count each correct token
individually.

The results achieved on our test set from the
BioScope corpus are reported in Table 2.

Precision | Recall | F1 PCS
78.57% | 79.16% | 78.87% | 54.23%
Table 2. Negation/Speculation Scope detection results

We evaluated the performance of our algorithm
also on the dataset from the CoNLL 2010 task 2
and we report the results in Table 3, compared
with the best results achieved at the challenge
(Morante et al. 2010).

Precision | Recall F1
Morante et al. | 59.62% 55.18% | 57.32%
Our system 61.35% 63.68% | 62.49%

Table 3. Speculation scope detection

We can note a significant improvement in Recall, that
leads also to an relevant improvement in F1.

4 Conclusions

We have described a two-step approach to specu-
lation and negation detection. The scope detec-
tion step exploits the structure of sentences as
represented by its dependency parse tree. The
novelty with respect to previous approaches also
exploiting dependency parses is that the tree is
used as a guide in the choice of how to extend
the current scope. This avoids producing spuri-
ous scopes, for example discontiguous ones. The
algorithm also may gather partial subtrees of the
parse. This provides more resilience and flexi-
bility. The accuracy of the algorithm of course
depends on the accuracy of the dependency
parser, both in the production of the training cor-
pus and in the analysis. We used a fast transition-
based dependency parser trained on the Genia
corpus, which turned out to be adequate for the
task. Indeed in experiments on the BioScope
corpus the algorithm achieved accuracy scores
above the state of the art.
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Abstract

English. Distributional Semantic Models
(DSM) that represent words as vectors of
weights over a high dimensional feature
space have proved very effective in rep-
resenting semantic or syntactic word sim-
ilarity. For certain tasks however it is im-
portant to represent contrasting aspects
such as polarity, opposite senses or idio-
matic use of words. We present a method
for computing discriminative word em-
beddings can be used in sentiment classi-
fication or any other task where one
needs to discriminate between con-
trasting semantic aspects. We present an
experiment in the identification of reports
on natural disasters in tweets by means of
these embeddings.

Italiano. I Distributional Semantic Mo-
del (DSM) rappresentano le parole come
vettori di pesi in uno spazio di feature ad
alte dimensioni, e si sono dimostrati mol-
to efficaci nel rappresentare la similarita
semantica o sintattica tra parole. Per
certi compiti pero ¢ importante rappre-
sentare aspetti contrastanti come la pola-
rita, significati opposti o parole usate
con significato idiomatico. Presentiamo
un metodo per calcolare dei word em-
bedding discriminativi che possono esse-
re usati nella sentiment classification o
per qualunque altro compito dove vi sia
necessita di discriminare tra aspetti se-
mantici contrastanti. Presentiamo un
esperimento sull'identificazione di tweet
relativi a calamita naturali utilizzando
questi embedding.
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1 Introduction

Distributional Semantic Models (DSM) that rep-
resent words as vectors of weights over a high
dimensional feature space (Hinton et al., 1986),
have proved very effective in representing se-
mantic or syntactic aspects of lexicon. Incorpo-
rating such representations has allowed improv-
ing many natural language tasks. They also re-
duce the burden of feature selection since these
models can be learned through unsupervised
techniques from plain text.

Deep learning algorithms for NLP tasks ex-
ploit distributional representation of words. In
tagging applications such as POS tagging, NER
tagging and Semantic Role Labeling (SRL), this
has proved quite effective in reaching state of art
accuracy and reducing reliance on manually en-
gineered feature selection (Collobert & Weston,
2008).

Word embeddings have been exploited also in
constituency parsing (Collobert, 2011) and de-
pendency parsing (Chen & Manning, 2014).
Blanco et al. (2015) exploit word embeddings for
identifying entities in web search queries.

Traditional embeddings are created from large
collections of unannotated documents through
unsupervised learning, for example building a
neural language model (Collobert et al. 2011;
Mikolov et al. 2013) or through Hellinger PCA
(Lebrét and Collobert, 2013). These embeddings
are suitable to represent syntactic similarity,
which can be measured through the Euclidean
distance in the embeddings space. They are not
appropriate though to represent semantic dissimi-
larity, since for example antonyms end up at
close distance in the embeddings space

In this paper we explore a technique for build-
ing discriminative word embeddings, which in-
corporate semantic aspects that are not directly



obtainable from textual collocations. In particu-
lar, such embedding can be useful in sentiment
classification in order to learn vector representa-
tions where words of opposite polarity are distant
from each other.

2 Building Word Embeddings

Word embeddings provide a low dimensional
dense vector space representation for words,
where values in each dimension may represent
syntactic or semantic properties.

For creating the embeddings, we used
DeepNL', a library for building NLP applica-
tions based on a deep learning architecture.
DeepNL provides two methods for building em-
beddings, one is based on the use of a neural lan-
guage model, as proposed by Collobert et al.
(2011) and one based on a spectral method as
proposed by Lebret and Collobert (2013).

The neural language method can be hard to
train and the process is often quite time consum-
ing, since several iterations are required over the
whole training set. Some researcher provide pre-
computed embeddings for English”.

Mikolov et al. (2013) developed an alternative
solution for computing word embeddings, which
significantly reduces the computational costs and
can also exploit concurrency trough the Asyn-
chronous Stochastic Gradient Descent algorithm.
An optimistic approach to matrix updates is also
exploited to avoid synchronization costs.

The authors published single-machine multi-
threaded C++ code for computing the word vec-
tors’. A reimplementation of the algorithm in
Python, but with core computations in C, is in-
cluded in the Genism library (Rehiiek and
Sojka, 2010)

Lebret and Collobert (2013) have shown that
embeddings can be efficiently computed from
word co-occurrence counts, applying Principal
Component Analysis (PCA) to reduce dimen-
sionality while optimizing the Hellinger similari-
ty distance.

Levy and Goldberg (2014) have shown simi-
larly that the skip-gram model by Mikolov et al.
(2013) can be interpreted as implicitly factoriz-
ing a word-context matrix, whose values are the
pointwise mutual information (PMI) of the re-

! https://github.com/attardi/deepnl

2 http://ronan.collobert.com/senna/,
http://metaoptimize.com/projects/wordreprs/,
http://www.fit.vutbr.cz/~imikolov/rnnlm/,
http://ai.stanford.edu/"ehhuang/

3 https://code.google.com/p/word2vec
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spective word and context pairs, shifted by a
global constant.

2.1 Discriminative Word Embeddings

For certain tasks, as for example sentiment anal-
ysis, semantic similarity is not appropriate, since
antonyms end up at close distance in the embed-
dings space. One needs to learn a vector repre-
sentation where words of opposite polarity are
distant.

Tang et al. (2013) propose an approach for
learning sentiment specific word embeddings, by
incorporating supervised knowledge of polarity
in the loss function of the learning algorithm.
The original hinge loss function in the algorithm
by Collobert et al. (2011) is:

Low(x, x°) = max(0, 1 - f(x) + £,(x))

where x is an ngram and x° is the same ngram
corrupted by changing the target word with a
randomly chosen one, £;(- ) is the feature function
computed by the neural network with parameters
0. The sentiment specific network outputs a vec-
tor of two dimensions, one for modeling the ge-
neric syntactic/semantic aspects of words and the
second for modeling polarity.

A second loss function is introduced as objec-
tive for minimization:

Lgs(x, x°) = max(0, 1 = 8,(x) f{x)1 + 85(x) fi(x)1)

where the subscript in fi(x); refers to the second
element of the vector and d,(x) is an indicator
function reflecting the sentiment polarity of a
sentence, whose value is 1 if the sentiment polar-
ity of x is positive and -1 if it is negative.

The overall hinge loss is a linear combination
of the two:

L(x, x) = o Leplx, x°) + (1 — a) Lss(x, x°)

Generalizing the approach to discriminative
word embeddings entails replacing the loss func-
tion L, with a one-vs-all hinge loss function:

Ln(x, 1) = max (0,1 + max(f (x)e = f(x)y))

where ¢ is the index of the correct class.

The DeepNL library provides a training algo-
rithm for discriminative word embedding that
performs gradient descent using an adaptive
learning rate according to the AdaGrad method.
The algorithm requires a training set consisting
of documents annotated with their discriminative
value, for example a corpus of tweets with their
sentiment polarity, or in general documents with



multiple class tags. The algorithm builds embed-
dings for both unigrams and ngrams at the same
time, by performing variations on a training sen-
tence replacing not just a single word, but a se-
quence of words with either another word or an-
other ngram.

3 Deep Learning Architecture

The Deep Learning architecture used for training
discriminative word embeddings consists of the
following layers:

1. Lookup layer: extracts the embedding
vector associated to each token

2. Linear layer

3. Activation layer: using the hardtanh
function

4. Linear layer

5. Hinge loss layer

4 Experiments

We tested the use of discriminative word embed-
dings in the task of social sensing, i.e. of detect-
ing specific signals from social media. In particu-
lar we explored the ability to monitor and alert
about emergencies caused by natural disasters.
We explored the corpus of Social Sensing®,
which consist of 5,642 tweets about natural cata-
strophic events like earthquakes or floods. To
obtain a balanced training set, we combined this
corpus with a set of generic tweets, consisting of
23,507 tweets. The combined corpus, consisting
of 29,149 tweets, was randomly split into a train-
ing, development and test set consisting respec-
tively of 23,850, 2,649 and 2,650 tweets.

4.1 Lexicon

Most sentiment analysis systems exploit a spe-
cialized lexicon (Rosenthal et al, 2014; Rosen-
thal et al, 2015). We built a lexicon of words re-
lated or indicative of disasters, by using the Ital-
ian Word Embeddings interface’. Starting from a
seed set of few specialized words we produced a
lexicon of 292 words (including words with a
hashtag).

4.2  Classifier

For detecting tweets reporting about natural dis-
asters, we exploit an SVM classifier, which uses
as continuous features the word embeddings cre-
ated from the text of the Italian Wikipedia. Addi-

* http://socialsensing.it/en/datasets
> http://tanl.di.unipi.it/embeddings/
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tionally a set of discrete features is used, similar
to those used in the top scoring system in the task
10 of SemEval 2014 on Sentiment Analysis in
Twitter (Mohammad et al., 2014). These features
are summarized in the following table:

Type Description
allcaps | feature telling whether a word is all in
uppercase
EmoPos | Presence of a positive emoticon
EmoNeg | Presence of a negative emoticon
Elongated | Presence of an elongated word
Lexicon | Number of word present in a lexicon
count
Lexicon | Lowest score of word in lexicon
min
Lexicon | Score of the last word present in lexi-
last | con
Lexicon | Sum of the scores of words present in
sum | lexicon
Negation | Count of negative words
Elongated | Count of multiple punctuations (e.g.
punct | “111”)
Ngrams | Ngrams of length 2-4
4.3 Results

We created generic word embeddings on the
corpus consisting of the plain text extracted from
the [Italian Wikipedia, for a total of
1,096,243,235 tokens, 4,456,972 distinct.

We selected the 100,000 most frequent words
and we created word embeddings for them, with
a space dimension of 64.

The table below shows the results obtained
with the discriminative word embeddings com-
pared to a baseline obtained with the same classi-
fier using the generic embeddings.

Preci- Re-

Data System . F1
sion call
Develop baseline 8591  72.66 78.73
Develop DE 87.08 76.37 81.37
Test baseline 86.87 70.96 78.11
Test DE 85.94  75.05 80.12

The results show a significant improvement in
recall with respect to the baseline, which leads to
over a 2-point improvement in F1.

4.4 Related Work

Social sensing research is a rapidly growing
field; however, it is difficult to compare our
work with others since the data sets used are dif-
ferent.

The only experiment performed on the same
data set, is described in (Cresci et al., 2015),
which focuses on distinguishing whether damage



was reported, rather than just reportig a disaster.
Sixteen experiments were carried out, using four
subsets of the corpus for training, corresponding
to four disaster events, and testing on either dif-
ferent events (cross-event) or same/different dis-
aster types (in-domain, out-domain). F1 scores in
detecting non relevant tweets ranged between
19% and 28% for cross-event and out-domain
and reached 73% for in-domain in one of the in-
domain tests.

5 Conclusions

We have presented the notion of discriminative
word embeddings that were designed to cope
with semantic dissimilarity in tasks like senti-
ment analysis or multiclass classification.

As an example of the effectiveness of this type
of embeddings in other applications, we have
explored their use in detecting tweets reporting
alerts or notices about natural disasters.

Our approach consisted in using a classifier
trained on a corpus of annotated tweets, using
discriminative embeddings as features, instead of
the typical manually crafted features or diction-
naries employed in tweet classification tasks as
sentiment analysis.

In the future, we plan to explore the use a con-
volutional network classifier, also provided by
DeepNL, without any additional features, as
Severyn and Moschitti (2015) have done for the
SemEval 2015 task on Sentiment Analysis in
Twitter.
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Abstract

English. We highlight the main changes
recently undergone by the Italian De-
pendency Treebank in the transition to an
extended and revised edition, compliant
with the annotation schema of Universal
Dependencies. We explore how these
changes affect the accuracy of dependen-
cy parsers, performing comparative tests
on various versions of the treebank. De-
spite significant changes in the annota-
tion style, statistical parsers seem to cope
well and mostly improve.

Italiano. [llustriamo i principali cam-
biamenti effettuati sulla treebank a di-
pendenze per [italiano nel passaggio a
una versione estesa e rivista secondo lo
stile di annotazione delle Universal De-
pendencies. Esploriamo come questi
cambiamenti influenzano [’accuratezza
dei parser a dipendenze, eseguendo test
comparativi su diverse versioni della
treebank. Nonostante i cambiamenti rile-
vanti nello stile di annotazione, i parser
statistici sono in grado di adeguarsi e
migliorare in accuratezza.

1 Introduction

Universal Dependencies (UD) is a recent initia-
tive to develop cross-linguistically consistent
treebank annotations for several languages that
aims to facilitate multilingual parser develop-
ment and cross-language parsing (Nivre, 2015).
An Italian corpus annotated according to the UD
annotation scheme was recently released, as part
of version 1.1 of the UD guidelines and re-
sources. The UD-it v1.1 Italian treebank is the

result of conversion from the ISDT (Italian Stan-
ford Dependency Treebank), released for the
shared task on dependency parsing of Evalita-
2014 (Bosco et al., 2013 and 2014). ISDT is a
resource annotated according to the Stanford de-
pendencies scheme (de Marneffe et al. 2008,
2013a, 2013b), obtained through a semi-
automatic conversion process starting from
MIDT (the Merged Italian Dependency Tree-
bank) (Bosco, Montemagni, Simi, 2012 and
2014). MIDT in turn was obtained by merging
two existing Italian treebanks, differing both in
corpus composition and adopted annotation
schemes: TUT, the Turin University Treebank
(Bosco et al. 2000), and ISST-TANL, first re-
leased as ISST-CoNLL for the CoNLL-2007
shared task (Montemagni and Simi, 2007).

UD can be considered as an evolution of the
Stanford Dependencies into a multi-language
framework and introduce significant annotation
style novelties (deMarneffe et al., 2014). The
UD schema is still evolving with many critical
issues still under discussion, hence it is worth-
while to explore the impact of the proposed
standard on parser performance, for example to
assess whether alternative annotation choices
might make parsing easier for statistically trained
parsers.

For Italian we are in the position to compare
results obtained in the Evalita 2014 DP parsing
tasks with the performance of state-of-the-art
parsers on UD, since both treebanks share a large
subset of sentences.

Moreover, since UD is a larger resource than
ISDT, we can also evaluate the impact of in-
creasing the training set size on parser perfor-
mance.

Our aim is to verify how differences in anno-
tation schemes and in the corresponding training
resources affect the accuracy of individual state-
of-the-art parsers. Parser combinations, either
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stacking or voting, can be quite effective in im-
proving accuracy of individual parsers, as proved
in the Evalita 2014 shared task and confirmed by
our own experiments also on the UD. However
our focus here lies in exploring the most effec-
tive single parser techniques for UD with respect
to both accuracy and efficiency.

2  From ISDT to UD-it

In this section we highlight the changes in anno-
tation guidelines and corpus composition be-
tween ISDT and UD-it.

2.1 Differences in annotation guidelines

The evolution of the Stanford Dependencies into
a multi-language framework introduces two ma-
jor changes (deMarneffe et al., 2014), concern-
ing: (i) the treatment of copulas and (ii) the
treatment of prepositions with case marking.

SD already recommended a treatment of the
copula “to be” (“essere” in Italian) as dependent
of a lexical predicate. In UD this becomes pre-
scriptive and is motivated by the fact that many
languages often lack an overt copula. This entails
that the predicate complement is linked directly
to its subject argument and the copula becomes a
dependent of the predicate.

The second major change is the decision to
fully adhere to the design principle of directly
linking content words, and to abandon treating
prepositions as a mediator between a modified
word and its object: prepositions (but also other
case-marking elements) are treated as dependents
of the noun with specific case or mark labels.

The combined effect of these two decisions
leads to parse trees with substantially different
structure. Figure 1 and 2 show for instance the
different parse trees, in passing from ISDT to
UD annotations, for the sentence “E stata la
giornata del doppio oro italiano ai Mondiali di
atletica.” [It was the day of the Italian double
gold at World Athletics Championships.].

In fact exceptions to the general rule are still
being discussed within the UD consortium, since
the issue of copula inversion is somewhat con-
troversial. In particular there are cases of prepo-
sitional predicates where the analysis with copula
inversion leads to apparently counterintuitive
situations. UD-it version 1.1 in particular does
not implement copula inversion when the copula
is followed by a prepositional predicate.
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ROOT
punct

attr ob re

aux det | prep amod || amod pobj prep pobj

E  stata la giornata del doppio  oro italiano ai  Mondiali di  atletica .
VA V RD 5§ EA A 5 A EA 5P E 5 Fs

Figure 1. Example parse tree in ISDT

root
punct

nmod
aux case nmod
co det case nmod
lml amod amod lml case
stata la  giomaadi il doppio oo italino a i Mondialidi  atletica .
VA V RD S ERD A 5 A ERD 5P E 5 Fs

Figure 2. Example parse tree in UD1.1

Figure 3 illustrates the treatment advocated by
strictly adhering to the UD guidelines, which is
being considered for adoption in UD-it version
1.2. Notice that a quite different structure would
be obtained for a very similar sentence like “La
scultura appartiene al pachistano Hamad Butt”
[The sculpture belongs to the Pakistan Hamad
Butt].

root

nsubij
case punct
det amod name
La sculura &  del pachistano  Hamad Butt .
RD 5§ V EA A 5P 5P FS

Figure 3. Example parse tree contemplated in UD 1.2

For the purpose of this presentation, we will call
this version of the resource UD-it 1.2.!

Other changes in the annotation guidelines
moving from ISDT and UD are less relevant for
this discussion and involve the renaming of de-
pendency labels, the introduction of special con-
structs for dealing with texts of a conversational
nature (discourse, vocative) and the standardiza-
tion of part-of-speech and morphological fea-
tures.

2.2

UD 1.1 also introduces an extension of the clas-
sical CoNLL-X tab separated format, called
CoNNL-U. The main difference is the introduc-
tion of a notation for representing aggregated
words (e.g. verbs with clitics or articulated prep-
ositions): these can be split into their constituents
and given as ID the range of the ID’s of the con-
stituents. An example from the guidelines is the
following: “vamonos al mar” [let’s go to the seal:

Change of format

1 By this we do not mean to imply that version 1.2 of UD-it,
due in November 2015, will match exactly this conventions.



1-2 vamonos _

1 vamos ir

2 nos nosotros
3-4 al _

3 a a

4 el el

5 mar mar

2.3 Corpus extension

The ISDT corpus released for Evalita 2014 con-
sists of 97,500 tokens derived from the TUT and
81,000 tokens derived from the ISST-TANL.
Moreover a gold test dataset of 9,442 tokens was
produced for the shared task. UD-it is a larger
resource including the previous texts (with con-
verted annotations), a new corpus of questions,
and data obtained from ParTUT? (the Multilin-
gual Turin University Treebank) for a total of
324406 tokens (13,079 sentences). For release
1.1, UD-it was randomly split into train, devel-
opment and test data sets. Both development and
test include 500 sentences each (~13,300 tokens).

3 Dependency parsers

We provide a short description of the state-of-
the-art parsers chosen for our experiments.

DeSR was chosen as a representative of transi-
tion-based parsers for two main reasons, besides
our own interest in developing this technology:
given its declarative configuration mechanism it
allows to experiment with different feature sets;
other parsers in this category, in particular Malt-
parser (Nivre et al.), were consistently reported
to provide inferior results in all Evalita evalua-
tion campaigns for Italian.

3.1 DeSR

DESR MLP is a transition-based parser that uses
a Multi-Layer Perceptron (Attardi 2006, Attardi
et al., 2009a and 2009b). We trained it on 300
hidden variables, with a learning rate of 0.01,
and early stopping when validation accuracy
reaches 99.5%. The basic feature model used in
the experiments on the Evalita training set is re-
ported in Table 1.

The match expression indicates a feature to be
extracted when a value matches a regular expres-
sion. Conditional features are used for represent-
ing linguistic constraints that apply to long dis-
tance dependencies. The feature used in the
model takes into account a prepositional phrase
(indicated by a dependent token with coarse POS
of “E”), and it extracts a feature consisting of the

2 http://www_di.unito.it/~tutreeb/partut.html

pair: bo.l and the lemma of last preceding verb (a
token whose POS is “V”).

Single word features

Sofbofblf

So.l bo.l bl.l bo'l.l lC(So).l rC(bo).l

so0.p bo.p bi.p re(so).p re(re(bo)).p

50.¢ So0.¢ bo.c bi.c by.c bs.c by.c lc(s0).c re(bo).c
so.m bo.m by.m

le(s0).d le(bo).d re(so).d

match(lc(bo).m, "Number=.")
match(lc(bo).m, "Number=.")

Word pair features

S0.C bo.C

bo.C bl .C

So.c bi.c

s0.¢ ba.c

So0.¢ bs.c

re(so).c bo.c

Conditional features

if(lc(bo).p ="E", bo.l) lasttPOSTAG, "V")).l

Table 1. Feature templates: s; represents tokens on the
stack, b; tokens on the input buffer. lc(r) and rc(r) denote the
leftmost and rightmost child of token ¢, f denotes the form, /
denotes the lemma, p and ¢ the POS and coarse POS tag, m
the morphology, d the dependency label. An exponent indi-
cates a relative position in the input sentence.

Furthermore, an experimental feature was intro-
duced, for adding a contribution from the score of
the graph to the function of the MLP network.
Besides the score computed by multiplying the
probabilities of the transitions leading to a certain
state, the score for the state reached for sentence x,
after the sequence of transitions ¢, given the model
parameters 6, is given by:

s(x,t,0) = er(ti) +E(x,t])
i=1

where fo(?) is the output computed by the neural
network with parameters 6, and E(x, f) is the
score for the graph obtained after applying the
sequence of transitions ¢ to x. The graph score is
computed from the following features:

Graph features

bo.l re(bo).p

bo.l lc(bo).p

bo.l re(bo).p le(re(bo)).p
bo.l re(bo).p re(re(bo)) p
bo.l re(bo).p Is(re(bo)).p
le(bo).p bo.l re(bo).p
bo.l lc(bo) .p re(le(bo)).p
bo.l re(bo).p le(le(bo)).p
bo.l re(bo).p rs(lc(bo)) .p
rC(bo) P bo.l lC(bo) P

Table 2. A graph score is computed from these features. s
denotes the left sibling, rs the right sibling.



For the experiments on the UD corpus, the base
feature model was used with 28 additional 3™ order
features, of which we show a few in Table 3.

3" order features
S0+1fb0+2.fbo.p
SO+2f bo+3fbo.p
50" f bof bo.p
So+3f bo+2fS0.p

Table 3. Sample of 3rd order features used for UD corpus.

3.2

TurboParser (Martins et al., 2013) is a graph-
based parser that uses third-order feature models
and a specialized accelerated dual decomposition
algorithm for making non-projective parsing
computationally feasible (cite). TurboParser was
used in configuration “full”, enabling all third-
order features.

3.3 MATE Parser

The Mate parser is a graph-based parser that uses
passive aggressive perceptron and exploits reach
features (Bohnet, 2010). The only configurable
parameter is the number of iterations (set to 25).

The Mate tools also include a variant that is a
combination of transition-based and graph-based
dependency parsing (Bohnet and Kuhn, 2012).
We tested also this version, which achieved, as
expected, accuracies that are half way between a
pure graph-based and a transition-based parser
and therefore they are not reported in the follow-
ing sections.

Turbo Parser

4 Experiments

4.1

The table below lists the best results obtained by
the three parsers considered, on the Evalita 2014
treebank. Training was done on the train plus
development data set and testing on the official
test data set.

Evalita results on ISDT

Parser LAS UAS
DeSR 84.79 87.37
Turbo Parser 86.45 88.98
Mate 86.82 89.18

Table 4. Evalita 2014 ISDT dataset

The best official results were obtained using a
preprocessing step of tree restructuring and per-
forming parser combination: 87.89 LAS, 90.16
UAS (Attardi and Simi, 2014).
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4.2 Evalita dataset in UD 1.1

Our first experiment is performed on the same
dataset from Evalita 2014, present also in the
official UD-it 1.1 resource. We report in Table 5
the performance of the same parsers.

Parser LAS UAS Diff
DeSR 85.57 88.68 +0.78
Turbo Parser 87.07 90.06 +0.62
Mate 88.01 90.43 +1.19

Table 5. Evalita 2014 dataset, UD-it 1.1 conventions

Using the resource converted in UD, the LAS of
all the three parsers improved, as shown in the
Diff column. This was somehow not expected
since the tree structure is characterized by longer
distance dependencies.

In fact a basic tree combination of these three
parsers achieves 89.18 LAS and 91.28 UAS, an
improvement of +1.29 LAS over the best Evalita
results on ISDT.

5 Training with additional data

As a next step we repeated the experiment using
the additional data available in UD-it 1.1 for
training (about 71,000 additional tokens).

Parser LAS UAS Diff
DeSR 85.19 88.18 -0.38
Turbo Parser 87.42 90.25 0.35
Mate 88.25 90.54 0.24

Table 6. Evalita 2014 dataset with additional training data,
UD-it 1.1 conventions

The added training data do not appear to produce
a significant improvement (Table 6). This may
be due to the fact that the new data were not fully
compliant with the resource at the time of release
of UDI1.1. Column Diff shows the difference
with respect to the LAS scores reported in 4.2.

5.1 Evalita dataset in UD 1.2

The experiment in section 4.2 was repeated with
UD-it 1.2, the version where copula inversion is
performed also in the case of prepositional ar-
guments. Table 7 also reports the difference with
the LAS scores in 4.2.

Parser LAS UAS Diff
DeSR 85.97 88.52 0.40
Turbo Parser 87.93 90.64 0.86
Mate 88.55 90.66 0.54

Table 7. Evalita 2014 dataset, UD-it 1.2 conventions



5.2 UD-it 1.1 dataset

The next set of experiments was performed with
official release of the UD-it 1.1. Tuning of DeSR
was done on the development data and the best
parser was used to obtain the following results on
the test data (Table 8).

Parser Devel Test
LAS UAS | LAS | UAS
DeSR 88.28 91.13 | 87.93 | 90.78
Turbo Parser | 8999 | 9248 | 89.77 | 92.46
Mate 91.24 | 9305 | 90.53 | 92.59

Table 8. UD-it 1.1 dataset, partial copula inversion

5.3 UD-it 1.2 dataset

For completeness, we repeated the experiments
with the UD-it 1.2 dataset (same data of UD-it
1.1, but complete copula inversion), obtaining
even better results (Table 9).

Parser Devel Test
LAS UAS | LAS | UAS
DeSR 89.09 91.40 | 89.02 | 90.39
Turbo Parser | 89.54 92.10 | 89.40 | 92.17
Mate 90.81 92.70 | 90.22 | 92.47

Table 9. UD-it 1.1 dataset, complete copula inversion

54 Parser efficiency

Concerning parser efficiency, we measured the
average parsing time to analyze the test set (500
sentences), employed by the three parsers under
the same conditions. This also means that for
MATE we deactivated the multicore option and
used only one core. The results are as follows:

- DeSR: 18 seconds

- TurboParser: 47 seconds

- Mate: 2 minutes and 53 seconds

6 Conclusions

We have analyzed the effects on parsing accura-
cy throughout the evolution of the Italian tree-
bank, from the version used in Evalita 2014 to
the new extended and revised version released
according to the UD framework.

General improvements have been noted with
all parsers we tested: all of them seem to cope
well with the inversion of direction of preposi-
tional complements and copulas in the UD anno-
tation. Improvements may be due as well to the
harmonization effort at the level of PoS and
morpho-features carried out in the process.

Graph based parsers still achieve higher accu-
racy, but the difference with respect to a transi-
tion based parser drops when third order features

are used. A transition-based parser still has an
advantage in raw parsing speed (i.e. disregarding
speed-ups due to multithreading) and is competi-
tive for large scale applications.
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Abstract

English. In this paper we present CItA
the first corpus of written essays by Ita-
lian L1 learners in the first and second
year of lower secondary school. CItA was
annotated with grammatical, orthographic
and lexical errors. The corpus peculiari-
ties and its diachronic nature make it par-
ticularly suitable for computational lingui-
stics applications and socio—pedagogical
studies.

Italiano. In questo articolo presentia-
mo CItA il primo corpus di produzioni
scritte di apprendenti ['italiano LI del
primo e del secondo anno della scuo-
la secondaria di primo grado annota-
to con errori grammaticali, ortografici
e lessicali. Le specificita del corpus
e la sua natura diacronica lo rendono
particolarmente utile sia per applicazio-
ni linguistico-computazionali sia per studi
socio-pedagogici.

1 Introduzione

La costruzione di corpora di produzioni di appren-
denti ¢ da sempre al centro delle attivita di ri-
cerca della comunita di linguistica computaziona-
le. Un’attenzione particolare ¢ dedicata all’anno-
tazione e classificazione degli errori commessi da-
gli apprendenti. Corpora annotati con questo tipo
di informazione vengono usati tipicamente per lo
studio e la creazione di modelli di sviluppo del-
le abilita di scrittura (Deane and Quinlan, 2010) e
per lo sviluppo di sistemi a supporto dell’insegna-
mento (i cosiddetti Intelligent Computer—Assisted
Language Learning systems) (Granger, 2003). In
questo scenario, un interesse particolare & dedica-
to alla raccolta e annotazione di corpora di pro-
duzioni di apprendenti L2 impiegati come punto

di partenza per studi sullo sviluppo dell’interlin-
gua, per attivita di riflessione sull’eventuale mo-
difica e/o personalizzazione dell’azione didattica
dell’insegnante e per lo sviluppo di sistemi di cor-
rezione automatica degli errori. La maggior parte
delle attivita ha riguardato la costruzione di cor-
pora di apprendenti I’inglese L2, tra cui il pil re-
cente e il pitt ampio € il NUS Corpus of Learner
English (NUCLE) (Dahlmeier et al., 2013), utiliz-
zato come risorsa di riferimento nel 2013 e 2014
dello “Shared Task on Grammatical Error Correc-
tion” (Ng et al., 2013; Ng et al., 2014). Tuttavia,
in questi ultimi anni, I’attenzione ¢ stata anche ri-
volta a L2 diverse dall’inglese, quali ad esempio
I’arabo (Zaghouani et al., 2015), il tedesco (Lu-
deling et al., 2005), I’'ungherese (Dickinson and
Ledbetter, 2012), il basco (Aldabe et al., 2005) e
il ceco e I'italiano (Andorno and Rastelli, 2009;
Boyd et al., 2014). Minore attenzione ¢ stata in-
vece dedicata alla costruzione di risorse costituite
da produzioni di apprendenti L1. Un’eccezione ¢
rappresentata dal KoKo corpus (Abel et al., 2014),
collezione di produzioni di apprendenti tedesco L1
dell’ultimo anno della scuola secondaria di secon-
do grado arricchite con informazioni di sfondo de-
gli apprendenti (es. eta, genere, situazione socio—
economica), annotazione manuale di errori orto-
grafici e grammaticali, e informazione linguistica
annotata in maniera automatica.

Collocandoci in quest’ultimo scenario, in que-
sto articolo presentiamo CItA (Corpus Italiano
di Apprendenti LI) il primo corpus di produzio-
ni scritte di apprendenti I’italiano L1 annotato ma-
nualmente con diverse tipologie di errori e con la
relativa correzione. Il corpus, composto da pro-
duzioni dei primi due anni della scuola secondaria
di primo grado, ¢ a nostra conoscenza non solo il
primo corpus italiano di questo tipo ma contiene
delle caratteristiche di novita che lo rendono uni-
co anche all’interno del panorama internazionale
di ricerca.
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2 Corpus

Il punto di partenza per la creazione di CItA & rap-
presentato dalle trascrizioni delle produzioni scrit-
te di studenti di sette diverse scuole secondarie di
primo grado di Roma descritte da Barbagli et al.
(2014). Le scuole considerate sono rappresenta-
tive di un ambiente socio—culturale che puo esse-
re definito medio—alto (il centro) e di uno medio—
basso (la periferia). Per ogni scuola ¢ stata in-
dividuata una classe, per un totale di 77 studen-
ti in centro e 79 in periferia e per ogni studen-
te sono state raccolte due tipologie di produzioni
scritte: le tracce assegnate indipendentemente da
ogni docente durante I’anno e due prove comuni a
tutte le scuole. Il corpus, composto da 1.352 te-
sti (366.335 tokens), comprende i testi prodotti da
ogni studente durante il suo primo e secondo anno
scolastico. Il corpus € accompagnato da un que-
stionario che raccoglie alcune variabili di sfondo
di ogni studente come ad esempio il background
familiare (es. il lavoro e il titolo di studio dei geni-
tori), territoriale (zona della scuola), personale (es.
numero di libri letti).

Le principale novita di CItA riguardano il tipo
di produzioni considerate (quelle di apprendenti
di italiano L1), I’annotazione degli errori e 1’or-
dinamento temporale delle produzioni all’interno
di due anni scolastici consecutivi. Queste carat-
teristiche permettono di condurre uno studio sul-
le variazioni delle frequenze e delle tipologie di
errori commessi al mutamento delle competenze
linguistiche di ogni studente sia all’interno di uno
stesso anno scolastico sia al passaggio dal primo
e al secondo anno della scuola secondaria di pri-
mo grado. CItA rende inoltre possibile studiare
le relazioni tra le variazioni di errori e le variabi-
li di sfondo contenute nel questionario. L’ atten-
zione posta sulla scuola secondaria di primo gra-
do rappresenta un’ulteriore aspetto innovativo. Il
primo biennio della scuola media ¢ stato sino ad
oggi poco indagato dalle ricerche empiriche nono-
stante sia un momento cardine nello sviluppo delle
abilita linguistiche di uno studente.

3 Schema di Annotazione

La definizione dello schema di annotazione de-
gli errori qui presentato si inserisce nel pil am-
pio contesto degli studi condotti in ambito italia-
no sulla valutazione delle abilita linguistiche nel-
la lingua materna (Corda Costa and Visalberghi,
1995; De Mauro, 1983; GISCEL, 2010; Colombo,
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2011). Siccome I’attribuzione di errore ad una for-
ma linguistica ¢ un’operazione delicata poiché si
presuppone il riferimento ad un sistema normati-
vo, che di per sé non ¢ oggettivo ma arbitrario, poi-
ché basato su convenzioni sociali, per individuare
gli errori abbiamo fatto riferimento al concetto di
italiano standard neostandard individuato da Ber-
ruto (1987). L’analisi empirica della distribuzione
delle varie tipologie di errori in CItA ¢ stato un
altro dei criteri adottati nel definire lo schema di
annotazione. Sulla base di queste considerazioni,
abbiamo scelto di annotare le tipologie di errori a
cui si fa tradizionalmente riferimento in letteratu-
ra laddove la frequenza di occorrenza nel corpus
fosse significativa. Come mostra la Tabella 1, che
riporta lo schema di annotazione e le distribuzioni
delle diverse categorie di errore considerate, ab-
biamo scelto di annotare errori riconducibili a tre
macro—aree: grammatica, ortografia e lessico. Co-
me indicato anche nel recente Rapporto sulla “Ri-
levazione degli errori pit diffusi nella padronanza
della lingua italiana nella prima prova di italiano™!
redatto nel 2012 dall’INVALSI e dall’ Accademia
della Crusca, sono queste tre gli ambiti di com-
petenza linguistica rispetto ai quali ¢ possibile va-
lutare la padronanza linguistica di uno studente.
Seguendo la ripartizione suggerita dal Rapporto
in descrittori specifici, per ciascuna competenza ¢
stata prevista una categoria di errore corrisponden-
te alla categoria morfosintattica coinvolta (colon-
na Categoria della Tabella 1). Inoltre, adottando la
strategia suggerita da Granger (2003), per ogni ca-
tegoria ¢ stato individuato il tipo di modifica pro-
posta per I'errore (colonna Tipo di modifica). 11
formato di annotazione scelto ¢ ispirato a quello
messo a punto in occasione dello “Shared Task on
Grammatical Error Correction” 2013. La frase se-
guente mostra un esempio estratto dal corpus dove
sono stati annotati due errori:

[...] 10 <M t="3.1" c="“dovevo’>avevo
a</M> salire fin lasst ma mi sono <M
t="2.1" c="fatta”>fata</M> coraggio [...]

Il tag <M> (Mistake) e la sua relativa chiusura
</M> marcano 1’area dell’errore annotato. <M>
ha due attributi: ¢ (type) il cui valore corrisponde
al codice dell’errore e ¢ (correction) il cui valo-
re ¢ la correzione dell’errore. In questo caso sono
stati annotati due errori: un errore d’uso lessica-

"http://www.invalsi.it/download/rapporti/es2_0312/RAPP
ORTO_ITALIANO_prove_2010.pdf



I anno II anno Totale %
Categoria Tipo di modifica Freq.% | Media [ Dev. | Freq.% | Media [ Dev.
Grammatica
Uso dei tempi 7,78 (150) 0,99 2,29 | 15,67 (239) | 1,47 4,05 | 11,26 (389)
Verbi Uso dei modi 4,25 (82) 0,54 1,39 | 4,92 (75) 0,49 0,99 | 4,55 (157)
Concordanza con il | 2,85 (55) 0,37 1,38 [ 4(61) 0,41 1,27 | 3,36 (116)
soggetto
Preposizioni Uso errato 6,48 (125) 0,83 2,58 | 6,75 (103) 0,66 1,21 | 6,6 (228)
Omissione o eccesso 1,03 (20) 0,13 0,40 | 0,72 (11) 0,07 0,25 | 0,90 (31)
Uso errato 5,09 (98) 0,65 1,13 | 3,54 (54) 0,36 0,97 | 4,4(152)
Pronomi Omissione 0,41 (8) 0,05 0,36 | 0,59 (9) 0,06 0,39 | 0,49 (17)
Eccesso 2,70 (52) 0,35 0,61 | 1,57 (24) 0,16 0,46 | 2,2(76)
Uso errato del prono- | 2,13 (41) 0,27 0,70 | 1,70 (26) 0,17 0,44 | 1,94 (67)
me relativo
Articoli Uso errato 5,81 (112) 0,75 3,72 | 3,54 (54) 0,35 1,09 | 4,81 (166)
Congiunzioni | Uso errato 0,57 (11) 0,07 0,33 | 0,52 (8) 0,05 0,23 | 0,55 (19)
e/o connettivi
Altro 7,31 (141) 0,94 3,66 | 5,18 (79) 0,49 1,79 | 6,37 (220)
Ortografia
Doppie Uso per difetto 6,74 (130) 0,83 2,49 | 5,05 (77) 0,48 1,56 | 5,99 (207)
Eccesso 3,27 (63) 0,42 0,89 | 3,67 (56) 0,37 1,13 | 3,45(119)
Uso dell’A Per difetto 3,21 (62) 0,39 1,03 | 1,64 (25) 0,17 0,62 | 2,52 (87)
Per eccesso 1,66 (32) 0,21 1,11 (17) 0,10 1,42 (49)
. . Uso errato dei mono- | 4,87 (94) 0,63 1,07 | 4,07 (62) 0,40 0,83 | 4,52 (156)
Monosillabi . . .
sillabi accentati
Uso di po o po anziché | 1,66 (32) 0,21 0,72 | 1,64 (25) 0,17 0,52 | 1,65(57)
po’
Apostrofo Uso errato 4,82 (93) 0,61 1,01 | 4,52 (69) 0,46 0,89 | 4,69 (162)
Altro 21,77 (420) | 2,76 4,58 | 23,02 (351) | 2,27 4,60 | 22,32 (771)
Lessico
Vocabolario [ Uso errato [ 5,60 (108) [ 0,70 [ 1,64 [ 6,56 (100) [ 0,66 [ 1,09 [ 6,02 (208)
[ Numero totale di errori | 1929 | 1525 [ ]

Tabella 1: Schema di annotazione degli errori. Per ogni anno scolastico sono riportati: distribuzione per-
centuale degli errore e numero di occorrenze (Freq. %), occorrenza media degli errori per anno (Media),
deviazione standard delle medie (Dev.). La colonna Totale % riporta la percentuale e il numero di occor-
renze degli errori nei due anni. Gli errori che variano tra i due anni in modo statisticamente significativo
all’analisi della varianza (p<0.05) sono stati marcati in grassetto.

le (t="3.1") e un errore ortografico nell’uso per
difetto delle doppie (t="2.1").

In quanto segue riportiamo alcuni esempi di
annotazione estratti da CItA che esemplificano
alcune categorie di errori e le relative correzioni.

Verbi: uso dei tempi. [...] dopo aver fatto le
squadre <M t=*11" c="abbiamo”>avevamo</M>
subito iniziato a giocare [...]

Verbi: uso dei modi. [...] il pensiero che mi
tormentava di piu era che tra poco si <M t=*12"
c="sarebbe fatto”>faceva</M> il campo scuola.

Verbi: concordanza con il soggetto.

[...] la mia famiglia ed io <M t="13"
c="stavamo’”’>stavo</M> al mare a Torvajanica

Preposizioni:  uso errato. <M t="14"
c="“in">a</M> Romania sono andata <M

t="14" c="in">a</M> agosto [...]
Pronomi: uso errato. Proteggere i piu debo-
li € molto coraggioso da parte di chi <M t=*16"

c="li">lo</M> protegge [...]

Pronomi: eccesso. Alla nostra maestra <M
t="18" c="canc”’>gli</M> piaceva tanto la storia

Pronomi: uso errato del pronome relativo. La
scienza non so perché mi fa pensare a un feno-
meno costruito su un’altura <M t="19" c="per
cui”>che</M> ci vuole molto ingegno.

Articolo: uso errato. <M t="111”
c="“gli">i</M> dei, sapendo che qualcuno
aveva preso senza merito il sacro vaso della
Giustizia, si rattristarono molto, [...]

Grammatica: altro. Quando vedo <M t="10"
c="quel”’>quelle</M> genere di <M ="10"
c="persone”’>persona</M> mi sento strano.

Vocabolario: wuso errato. C’era molta om-
bra nel giardino e i0 mi ci <M t="31"
c="addormentavo”>addormivo</M> sempre.
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4 CItA per

Il corpus cosi annotato puo avere diversi tipi di uti-
lizzi. Dal punto di vista applicativo, CItA puo es-
sere usato come corpus di riferimento per svilup-
pare sistemi di identificazione e correzione auto-
matica degli errori per la lingua italiana e/o per co-
struire modelli predittivi della competenza lingui-
stica di un apprendente L1 (Richter et al., 2015).
In quest’ultima direzione vanno gli studi che pos-
sono essere condotti confrontando le variazioni
degli errori nel passaggio dal primo al secondo an-
no con i risultati del processo di monitoraggio del-
le caratteristiche linguistiche estratte dai testi lin-
guisticamente annotati in modo automatico (Bar-
bagli et al., 2014). Un esempio ¢ quello della cor-
relazione statisticamente significativa tra la distri-
buzione dei pronomi e il loro uso errato che dimi-
nuisce tra il primo e il secondo anno. Diminuisce
ad esempio 1’uso di pronomi personali e clitici, che
sono usati in eccesso al primo anno, mentre rima-
ne invariato I’uso di pronomi relativi ma cala la
percentuale di errori che li coinvolgono. Il rappor-
to tra uso dei pronomi e relativi errori risulta per-
tanto predittivo dell’evoluzione nella competenza
d’uso di questa categoria morfosintattica.

CItA puod essere utilizzato per monitorare I’e-
voluzione degli errori nel tempo. La Tabella 1 ri-
porta la distribuzione degli errori sia globalmente
sia in ognuno dei due anni scolastici. Analizzando
gli errori al passaggio tra primo e secondo anno,
si puo notare come la distribuzione di quelli orto-
grafici e grammaticali (colonna Totale %) sia mol-
to simile (rispettivamente 46,55% e 47,33%) men-
tre quelli lessicali sono nettamente meno (circa il
6%). Andando a valutare i singoli errori, quelli
piu frequenti sono quelli ortografici non classifi-
cati (22,32%) seguiti dall’uso errato dei tempi ver-
bali (circa la meta dei precedenti), gli errori gram-
maticali non sottocategorizzati e I’uso errato delle
preposizioni. Quando valutiamo la significativita
delle variazioni degli errori tra i due anni, vediamo
che quasi tutti (quelli marcati in grassetto) variano
in maniera significativa, mostrando che esistono
delle forti tendenze comuni nel passaggio dal pri-
mo al secondo anno. Studiando le distribuzioni di
frequenza in modo separato per i due anni (colon-
na Freq.%) e la distribuzione media di ogni errore
per anno (colonna Media), gli errori piu diffusi so-
no quelli ortografici e grammaticali non sottocate-
gorizzati, I’uso errato dei verbi, delle preposizioni,
degli articoli, dei pronomi e 1’uso per difetto del-
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le doppie. Sebbene in generale il numero totale
degli errori diminuisca nel passaggio dal primo al
secondo anno, indagando come variano le distri-
buzioni di ogni categoria, scopriamo che non tutti
1 tipi di errore diminuiscono. Il caso piu evidente
¢ quello dell’aumento nel secondo anno dell’uso
errato dei verbi in generale e dei tempi verbali in
particolare. Cio potrebbe essere riconducibile sia
all’evoluzione dello studente sia al diverso tipo di
tracce distribuite in classe dai docenti. Mentre nel
primo anno le tracce assegnate sono per lo piu di
tipo narrativo, tipologia testuale che comporta 1’u-
so di una sequenza temporale che potrebbe essere
considerata piu semplice da riconoscere e da co-
struire per gli studenti, al secondo anno aumenta-
no le tracce di tipo argomentativo la cui struttura
risulta pitt complessa. Questo ci porta a ipotizzare
che gli studenti del secondo anno tentino di uti-
lizzare forme verbali pil complesse commetten-
do pit errori. Questo ¢ avvalorato dai risultati del
monitoraggio linguistico automatico che rivelano
come gli studenti al secondo anno usino strutture
verbali pitt complesse (es. uso di ausiliari in tempi
composti).

CItA puo inoltre essere utilizzato all’interno di
studi socio—pedagogici permettendo di mettere in
relazione la distribuzione degli errori con le varia-
bili di sfondo. E possibile cosi verificare in che mi-
sura i cambiamenti che avvengono nella scrittura
sono attribuibili a condizioni socio—economiche di
sfondo. E ad esempio interessante osservare come
le esplorazioni statistiche condotte hanno rivelato
che la diminuzione dell’uso errato del lessico dal
primo al secondo anno ¢ significativamente corre-
lata con I’abitudine alla lettura. Oppure si puo stu-
diare come gli errori grammaticali variano in mo-
do statisticamente significativo rispetto alla collo-
cazione della scuola in centro o periferia di Roma:
mentre nelle scuole del centro gli errori diminui-
scono nel passaggio dal primo al secondo anno,
in due delle quattro scuole in periferia aumenta-
no. Diverso ¢ il caso degli errori ortografici che
non variano in modo statisticamente significativo
rispetto alle variabili di sfondo considerate. Cio
confermerebbe alcuni studi (Colombo, 2011; Fer-
reri, 1971; Lavino, 1975; De Mauro, 1977) dove
si afferma che la correttezza ortografica ¢ un’abi-
lita che si acquisisce con il tempo poiché richiede
la sedimentazione di norme, spesso arbitrarie, che
stabiliscono legami non causali tra suono e grafia.
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Abstract

English. Linking entity mentions in Ital-
ian tweets to concepts in a knowledge base
is a challenging task, due to the short
and noisy nature of these short messages
and the lack of specific resources for Ital-
ian. This paper proposes an adaptation of
a general purpose Named Entity Linking
algorithm, which exploits the similarity
measure computed over a Distributional
Semantic Model, in the context of Italian
tweets. In order to evaluate the proposed
algorithm, we introduce a new dataset of
tweets for entity linking that we developed
specifically for the Italian language.

Italiano. La creazione di collegamenti tra
le menzioni di un’entita in tweet in ital-
iano ed il corrispettivo concetto in una
base di conoscenza e un compito problem-
atico a causa del testo nei tweet, general-
mente corto e rumoroso, e della mancanza
di risorse specifiche per [italiano. In
questo studio proponiamo [’adattamento
di un algoritmo generico di Named En-
tity Linking, che sfrutta la misura di sim-
ilarita semantica calcolata su uno spazio
distribuzionale, nel contesto dei tweet in
Italiano. Al fine di valutare I’algoritmo
proposto, inoltre, introduciamo un nuovo
dataset di tweet per il task di entity linking
specifico per la lingua italiana.

1 Introduction

In this paper we address the problem of entity
linking for Italian tweets. Named Entity Linking
(NEL) is the task of annotating entity mentions in
a portion of text with links to a knowledge base.
This task usually requires as first step the recog-
nition of portions of text that refer to named en-
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tities (entity recognition). The linking phase fol-
lows, which usually subsumes the entity disam-
biguation, i.e. selecting the proper concept from a
restricted set of candidates (e.g. New York city or
New York state). NEL together with Word Sense
Disambiguation, i.e. the task of associating each
word occurrence with its proper meaning given a
sense inventory, is critical to enable automatic sys-
tems to make sense of unstructured text.

Initially developed for reasonably long and
clean text, such as news articles, NEL tech-
niques usually show unsatisfying performance on
noisy, short and poorly written text constituted
by microblogs such as Twitter. These difficul-
ties notwithstanding, with an average of 500 bil-
lion posts being generated every day', tweets rep-
resent a rich source of information. Twitter-
based tasks like user interest discovery, tweet rec-
ommendation, social/economical analysis, and so
forth, could benefit from such a kind of semantic
features represented by named entities linked to a
knowledge base. Such tasks become even more
problematic when the tweet analysis involves lan-
guages different from English. Specifically, in the
context of Italian language, the lack of language-
specific resources and annotated tweet datasets
complicates the assessment of NEL algorithms for
tweets.

Our main contributions to this problem are:

e An adaptation of a Twitter-based NEL al-
gorithm based on a Distributional Semantic
Model (DSM-TEL), which needs no specific
Italian resources since it is completely unsu-
pervised (Section 3).

An Italian dataset of manually annotated
tweets for NEL. To the best of our knowl-
edge, this is the first Italian dataset of such
a type. Section 2 reports details concerning
the annotation phase and statistics about the

"http://www.internetlivestats.com/
twitter-statistics/



dataset.

e An evaluation of well known NEL algorithms
available for Italian language on this dataset,
comparing their performance with our DSM-
TEL algorithm in terms of both entity recog-
nition and linking. Section 4 shows and anal-
yses the results of that evaluation.

2 Dataset

One of the main limitations to the development
of specific algorithms for tweet-based entity link-
ing in Italian lies on the dearth of datasets for
training and assessing the quality of such tech-
niques. Hence, we built a new dataset by fol-
lowing the guidelines proposed in the #Micro-
posts2015 Named Entity Linking (NEEL) chal-
lenge? (Rizzo et al., 2015). We randomly selected
1,000 tweets from the TWITA dataset (Basile and
Nissim, 2013), the first corpus of Italian tweets.
For each tweet, we first select the named entities
(NE). A NE is a string in the tweet representing a
proper noun, excluding the preceding article (like
“iI”, “lo”, “la”, etc.) and any other prefix (e.g.
“Dott.”, “Prof.”) or post-posed modifier. More
specifically, an entity is any proper noun that: 1)
belongs to one of the categories specified in a tax-
onomy and/or 2) can be linked to a DBpedia con-
cept. This means that some concepts have a NIL
DBpedia reference; these concepts belong to one
of the categories but they have no corresponding
concept in DBpedia. The taxonomy is defined by
the following categories: Thing?, Event, Charac-
ter, Location, Organization, Person and Product.

We annotated concepts by using the canonical-
ized dataset of Italian DBpedia 2014*. For spe-
cific Italian concepts that are not linked to an En-
glish article, we adopt the localized version of
DBpedia. Finally, some concepts have an Ital-
ian Wikipedia article but they are not in DBpe-
dia; in that case we linked the entity by using
the Wikipedia URL. Entities represented neither
in DBpedia nor Wikipedia are linked to NIL.

The annotation process poses some challenges
specific to the Twitter context. For example, en-
tities can be part of a user mention or tag; all
these strings are valid entities: #[Alemanno], and

2http ://www.scc.lancs.ac.uk/research/
workshops/microposts2015/challenge/

3Languages, ethnic groups, nationalities, religions, ...

“This dataset contains triples extracted from Italian
Wikipedia articles whose resources have an equivalent En-
glish article.

@[ CarlottaFerlito]. The ‘# and ‘@’ characters are
not considered as part of the annotation.

This first version of the dataset was annotated
by only one annotator, and comprises 756 entity
mentions, with a mean of about 0.75 entities for
each tweet. The distribution of entities in cate-
gories is as follows: 301 Persons, 197 Organiza-
tions, 124 Locations, 96 Products, 18 Things, 11
Events and 9 Characters. 63% of tweets links to a
DBpedia concept, about 30% of them is annotated
as NIL, 6% links to an URL of a Wikipedia page,
while only one entity links to an Italian DBpedia
concept.

The dataset® is composed of two files: the
data and the annotation file. The data file con-
tains pairs of tweet id and text, each listed on
a different line. The annotation file consists of
a line for each tweet id, which is followed by
the start and the end offset® of the annotation,
the linked concept and the category. All val-
ues are separated by the TAB character. For
example, for the tweet: “290460612549545984
@ CarlottaFerlito io non ho la forza di alzarmi
e prendere il libro! Help me”, we have
the annotation: “290460612549545984 1 16
http://dbpedia.org/resource/Carlotta Ferlito Per-

2»

son .

3 DSM-TEL algorithm

We propose an Entity Linking algorithm specific
for Italian tweets that adapts the original method
proposed during the NEEL challenge (Basile et al.,
2015b). Our algorithms consists of two-steps: the
initial identification of all possible entity mentions
in a tweet followed by the linking of the entities
through the disambiguation algorithm. We exploit
DBpedia/Wikipedia twice in order to (1) extract
all the possible surface forms related to entities,
and (2) retrieve glosses used in the disambigua-
tion process. In this case we use as gloss the ex-
tended abstract assigned to each DBpedia concept.
To speed up the recognition of entities we build an
index where each surface form (entity) is paired
with the set of all its possible DBpedia concepts.
The surface forms are collected by analysing all
the internal links in the Italian Wikipedia dump.
Each internal link reports the surface form and the
linked Wikipedia page that corresponds to a DB-

3 Available at: https://github.com/

swapUniba/neel-it-twitter
®Starting from 0.
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pedia resource. The index is built by exploiting
the Lucene API’. Specifically for each possible
surface form a document composed of two fields
is created. The first field stores the surface form,
while the second one contains the list of all possi-
ble DBpedia concepts that refer to the surface form
in the first field. The entity recognition module ex-
ploits this index in order to find entities in a tweet.

Given a tweet, the module performs the following

steps:

1. Tokenization of the tweet using the Tweet

NLP API®. We perform some pre-processing
operations to manage hashtags and user men-
tions; for example we split tokens by exploit-
ing upper-case characters: “CarlottaFerlito”

— “Carlotta Ferlito”;

. Construction of a list of candidate entities by
exploiting all n-grams up to six words;

. Query of the index and retrieval of the top
100 matching surface forms for each candi-
date entity;
Scoring each surface form as the linear com-
bination of: a) a string similarity function
based on the Levenshtein Distance between
the candidate entity and the surface form in
the index; b) the Jaccard Index in terms of
common words between the candidate entity
and the surface form in the index;

. Filtering the candidate entities recognized in
the previous steps: entities are removed if the
score computed in the previous step is below
a given threshold. In this scenario we empir-
ically set the threshold to 0.66;

. Finally, we filter candidate entities according
to the percentage of words that: (1) are stop
words, (2) are common words’; and (3) do
not contain at least one upper-case character.
We remove the entity if one of the aforemen-
tioned criteria is above the 33%.

The output of the entity recognition module is a

list of candidate entities with their set of candidate

DBpedia concepts.

For the disambiguation, we exploit an adapta-
tion of the distributional Lesk algorithm proposed
by Basile et al. (Basile et al.,, 2015a; Basile
et al., 2014) for disambiguating named entities.
The algorithm replaces the concept of word over-

"http://lucene.apache.org/

$http://www.ark.cs.cmu.edu/TweetNLP/

We exploit the list of 1,000 most frequent Ital-
ian words: http://telelinea.free.fr/italien/
1000_parole.html
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lap initially introduced by Lesk (1986) with the
broader concept of semantic similarity computed
in a distributional semantic space. Let e, ea, ...e,
be the sequence of entities extracted from the
tweet, the algorithm disambiguates each target en-
tity e; by computing the semantic similarity be-
tween the glosses of concepts associated with the
target entity and its context. The context and
the gloss are represented as the vector sum of
words they are composed of in a Distributional
Semantic Model (DSM). The similarity between
the two vectors, computed as the cosine of the an-
gle between them, takes into account the word co-
occurrence evidences previously collected through
a corpus of documents. We exploit the word2vec
tool'? (Mikolov et al., 2013) in order to build a
DSM, by analyzing all the pages in the last Italian
Wikipedia dump!!. The semantic similarity score
is combined with a function which takes into ac-
count the frequency of the concept usage. More
details are reported in (Basile et al., 2015a; Basile
et al., 2014; Basile et al., 2015b).

4 Evaluation

The evaluation aims to compare several entity
linking tools for Italian language exploiting the
proposed dataset. We include in the evaluation our
method that is an adaptation of the system that par-
ticipated in the NEEL challenge for English tweets
(Basile et al., 2015b).

We select three tools able to perform entity link-
ing for Italian: TAGME, Babelfy, and TextRa-
zor. TAGME (Ferragina and Scaiella, 2010) has
a particular option that enables a special parser for
Twitter messages. This parser has been designed
to better handle entities in tweets like URL, user
mentions and hash-tag. However, some other tools
are not developed specifically for Twitter. For ex-
ample, Babelfy (Moro et al., 2014) is an algorithm
for entity linking and disambiguation developed
for generic texts that uses BabelNet (Navigli and
Ponzetto, 2012) as knowledge source. The third
system is TextRazor'?, a commercial system able
to recognize, disambiguate and link entities in ten
languages, including Italian. Systems are com-
pared using the typical metrics of precision, recall
and F-measure. We compute the metrics in two
settings: the exact match set requires that both

Phttps://code.google.com/p/word2vec/

""We use 400 dimensions for vectors analysing only terms
that occur at least 25 times.

Phttps://www.textrazor.com/



start and end offsets match the gold standard anno-
tation, while in non exact match the offsets pro-
vided by the systems can differ of two positions
with respect to the gold standard.

Each algorithm provides a different output that
needs some post-processing operations in order to
make it comparable with our annotation standard.
Most of the annotations are made with respect to
the canonicalized version of DBpedia, while only
6% of the dataset is annotated using Wikipedia
page URLs or the localized version (just one).
Babelfy is able to directly provide canonicalized
DBpedia URIs. When a BabelNet concept is not
mapped to a DBpedia URIs, we return a NIL in-
stance. TAGME returns Italian Wikipedia page ti-
tles that we easily translate into DBpedia URIs.
We firstly try to map the page title in the canon-
icalized DBpedia, otherwise into the Italian one.
TextRazor supplies Italian Wikipedia URLs or En-
glish Wikipedia URLs that we map to DBpedia
URIs. Our algorithm provides Italian DBpedia
URIs that we translate into canonicalized URIs
when it is possible, otherwise we keep the Italian
URIs. To recap: all algorithms are able to provide
canonicalized and localized DBpedia URIs, only
Babelfy is limited to canonicalized URIs.

Table 1: Results of the entity recognition evalua-

tion with exact and non exact match.
Exact match Non exact match

System P R F P R F

nition and linking tasks pose more challenges for
Italian language, we evaluated all the systems on
an English dataset. Although the two datasets
are not directly comparable (due to the differ-
ent sizes and the number of entities involved per
tweet), we run an experiment over the Making
Sense of Microposts (#Microposts2015) Named
Entity rEcognition and Linking (NEEL) Challenge
dataset (Rizzo et al., 2015) (Table 2). The evalua-
tion results show a different behaviour of the sys-
tems for the English language. F-measure values
are slightly lower than for Italian and TextRazor
almost always outperforms other systems, with the
only exception of TAGME for the linking with non
exact match.

Table 2: Results of the entity linking evaluation
with exact and non exact match.

Exact match Non exact match
System P R F P R F
Babelfy 318 119 173 |.322 .120 .175
TAGME 226 284 2521 .235 296 .262
TextRazor | 413 212 .280 | .413 .212 .280
DSM-TEL | .245 263 .254|.254 272 .263

Babelfy 431 161 .235|.449 168 .244
TAGME |.363 458 .405].391 492 .436
TextRazor | .605 .310 .410|.605 .310 .410
DSMTEL | 470 .505 .487|.495 .532 .513

Table 1 reports the results about the entity
recognition task with respect to exact and non ex-
act match respectively. DSM-TEL provides the
best results followed by TextRazor (exact match)
and TAGME (non exact match), while the low per-
formance of Babelfy proves that it is not able to
tackle the irregular language used in tweets. In all
the cases TextRazor achieves the best precision.

Entity linking performance are reported in Ta-
bles 2. It is important to underline that a correct
linking requires the proper recognition of the en-
tity involved. TextRazor achieves the best perfor-
mance in the entity linking task with an F-measure
in both exact and non exact match of 0.280.

Moreover, in order to understand if the recog-

Table 3: F-Measure results for English #Microp-
osts2015 NEEL dataset.

Recognition Linking
System Exact No Exact | Exact No Exact
Babelfy 134 137 102 104
TAGME | .352 381 290 311
TextRazor | 460  .485 294 295
DSMTEL | 442 467 284 299

5 Conclusion

We tackled the problem of entity linking for Italian
tweets. Our contribution is threefold: 1) we build
a first Italian tweet dataset for entity linking, 2)
we adapted a distributional-based NEL algorithm
to the Italian language, and 3) we compared state-
of-the-art systems on the built dataset. As for En-
glish, the entity linking task for Italian tweets turn
out to be quite difficult, as pointed out by the very
low performance of all systems employed. As fu-
ture work we plan to extend the dataset in order
to provide more examples for training and testing
data.
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Abstract

English. The huge amount of informa-
tion streaming from online social network-
ing is increasingly attracting the interest
of researchers on sentiment analysis on
micro-blogging platforms. We provide an
overview on the open challenges of senti-
ment analysis on Italian tweets. We dis-
cuss methodological issues as well as new
directions for investigation with particu-
lar focus on sentiment analysis of tweets
containing figurative language and entity-
based sentiment analysis of micro-posts.

Italiano. L’enorme quantita di infor-
mazione presente nei social media at-
tira sempre piu [’attenzione della ricerca
in sentiment analysis su piattaforme di
micro-blogging.  In questo articolo si
fornisce una panoramica sui problemi
aperti riguardo [’analisi del sentimento
di tweet in italiano. Si discute di
problemi metodologici e nuove direzioni
di ricerca, con particolare attenzione
all’analisi della polarita di tweet conte-
nenti linguaggio figurato e riguardo speci-
fiche entita nel micro-testo.

1 Introduction

Flourished in the last decade, sentiment analysis
is the study of the subjectivity and polarity (posi-
tive vs. negative) of a text (Pang and Lee, 2008).
Traditionally, sentiment analysis techniques have
been successfully exploited for opinionated cor-
pora, such as news (Wiebe et al., 2005) or re-
views (Hu and Liu, 2004). With the worldwide
diffusion of social media, sentiment analysis on
micro-blogging (Pak and Paroubek, 2010) is now
regarded as a powerful tool for modelling socio-
economic phenomena (O’Connor et al., 2010;
Jansen et al., 2009).

The success of the tasks of sentiment analy-
sis on Twitter at SemEval since 2013 (Nakov et
al., 2013; Rosenthal et al., 2014; Rosenthal et al.,
2015) attests this growing trend (on average, 40
teams per year participated). In 2014, Evalita also
successfully opens a track on sentiment analysis
with SENTIPOLC, the task on sentiment and po-
larity classification of Italian Tweets (Basile et al.,
2014). With 12 teams registered, SENTIPOLC
was the most popular task at Evalita 2014, con-
firming the great interest of the NLP community
in sentiment analysis on social media, also in Italy.

In a world where e-commerce is part of our
everyday life and social media platforms are re-
garded as new channels for marketing and for fos-
tering trust of potential customers, such great in-
terest in opinion mining from Twitter isn’t surpris-
ing. In this scenario, what is also rapidly gain-
ing more and more attention is being able to mine
opinions about specific aspects of objects. In-
deed, interest in Aspect Based Sentiment Analy-
sis (ABSA) is increasing, and SemEval dedicates
now a full task to this problem, since 2014 (Pon-
tiki et al., 2014). Given a target of interest (e.g.,
a product or a brand), ABSA traditionally aimed
at summarizing the content of users’ reviews in
several commercial domains (Hu and Liu, 2004,
Ganu et al., 2013; Thet et al., 2010). In the con-
text of ABSA, an interesting task is represented
by finer-grained assignment of sentiment to enti-
ties. To this aim, mining information from micro-
blogging platforms also involves reliably identi-
fying entities in tweets. Hence, entity linking on
twitter is gaining attention, too (Guo et al., 2013).

Based on the above observations, we discuss
open issues in Section 2. In Section 3, we propose
an extension of the SENTIPOLC task for Evalita
2016 by also introducing entity-based sentiment
analysis as well as polarity detection of messages
containing figurative language. Finally, we dis-
cuss the feasibility of our proposal in Section 4.
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2 Open Challenges

From an applicative perspective, microposts com-
prise an invaluable wealth of data, ready to be
mined for training predictive models. Analysing
the sentiment conveyed by microposts can yield
a competitive advantage for businesses (Jansen et
al., 2009) and mining opinions about specific as-
pects of entities being discussed is of paramount
importance in this sense. Beyond the pure com-
mercial application domain, analysis of microp-
osts can serve to gain crucial insights about politi-
cal sentiment and election results (Tumasjan et al.,
2010), political movements (Starbird and Palen,
2012), and health issues (Michael J. Paul, 2011).

By including explicit reference to entities,
ABSA could broaden its impact beyond its
traditional application in the commercial do-
main. While classical ABSA focus on the senti-
ment/opinion with respect to a particular aspect,
entity-based sentiment analysis (Batra and Rao,
2010) tackles the problem of identifying the sen-
timent about an entity, for example a politician,
a celebrity or a location. Entity-based sentiment
analysis is a topic which has been unexplored in
evaluation campaigns for Italian, and which could
gain the interest of the NLP community.

Another main concern is the correct polarity
classification of tweets containing figurative lan-
guage such as irony, metaphor, or sarcasm (Karoui
et al., 2015). Irony has been explicitly addressed
so far in both the Italian and the English (Ghosh et
al., 2015) evaluation campaigns. In particular, in
the SENTIPOLC irony detection task, participants
were required to develop systems able to decide
whether a given message was ironic or not. In a
more general vein, the SemEval task invited par-
ticipants to deal with different forms of figurative
language and the goal of the task was to detect
polarity of tweets using it. In both cases, partic-
ipant submitted systems obtaining promising per-
formance. Still, the complex relation between sen-
timent and figurative use of language needs to be
further investigated. While, in fact, irony seems to
mainly act as a polarity reverser, other linguistic
devices might impact sentiment in different ways.

Traditional approaches to sentiment analy-
sis treat the subjectivity and polarity detection
mainly as text classification problems, exploiting
machine-learning algorithms to train supervised
classifiers on human-annotated corpora. Senti-
ment analysis on micro-blogging platforms poses
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new challenges due to the presence of slang, mis-
spelled words, hashtags, and links, thus inducing
researchers to define novel approaches that include
consideration of micro-blogging features for the
sentiment analysis of both Italian (Basile et al.,
2014) and English (Rosenthal et al., 2015) tweets.
Looking at the reports of the SemEval task since
2013 and of the Evalita challenge in 2014, we ob-
serve that almost all submitted systems relied on
supervised learning.

Despite being in principle agnostic with respect
to language and domain, supervised approaches
are in practice highly domain-dependent, as sys-
tems are very likely to perform poorly outside the
domain they are trained on (Gamon et al., 2005).
In fact, when training classification models, it is
very likely to include consideration of terms that
associate with sentiment because of the context of
use. It is the case, for example, of political de-
bates, where names of countries afflicted by wars
might be associated to negative sentiments; anal-
ogous problems might be observed for the tech-
nology domain, where killer features of devices
referred in positive reviews by customers usu-
ally become obsolete in relatively short periods of
time (Thelwall et al., 2012). While representing a
promising answer to the cross-domain generaliz-
ability issue of sentiment classifiers in social web
(Thelwall et al., 2012), unsupervised approaches
have not been exhaustively investigated and repre-
sent an interesting direction for future research.

3 Task Description

Entity linking and sentiment analysis on Twitter
are challenging, attractive, and timely tasks for the
Italian NLP community. The previously organised
task within Evalita which is closest to what we
propose is SENTIPOLC 2014 (Basile et al., 2014).
However, our proposal differs in two ways. First,
sentiment should be assigned not only at the mes-
sage level but also to entities found in the tweet.
This also implies that entities must be first recog-
nised in each single tweet, and we expect systems
also to link them to a knowledge base. The sec-
ond difference has to do with the additional irony
layer that was introduced in SENTIPOLC. Rather
than dealing with irony only, we propose a figu-
rative layer, that encompasses irony and any other
shifted sentiment.

The entity linking task and the entity-based po-
larity annotation subtask of the sentiment analysis
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task can be seen as separate or as a pipeline, for
those who want to try develop an end-to-end sys-
tem, as depicted in Fig. 1.

3.1 Task 1 - Entity Detection and Linking

The goal of entity linking is to automatically ex-
tract entities from text and link them to the cor-
responding entries in taxonomies and/or knowl-
edge bases as DBpedia or Freebase. Only very
recently, entity linking in Twitter is becoming a
popular tasks for evaluation campaigns (see Bald-
win et al. (2015)).

Entity detection and linking tasks are typically
organized in three stages: 1) identification and typ-
ing of entity mention in tweets; 2) linking of each
mention to an entry in a knowledge-base repre-
senting the same real world entity, or NIL in case
such entity does not exist; 3) cluster all NIL enti-
ties which refer to the same entity.

3.2 Task 2 - Message Level and Entity-Based
Sentiment Analysis

The goal of the SENTIPOLC task at Evalita 2014
was the sentiment analysis at a message level on
Italian tweets. SENTIPOLC was organized so as
to include subjectivity and polarity classification
as well as irony detection.

Besides the traditional task on message-level
polarity classification, in the next edition of
Evalita special focus should be given to entity-
based sentiment analysis. Given a tweet contain-
ing a marked instance of an entity, the classifica-
tion goal would be to determine whether positive,
negative or neutral sentiment is attached to it.

As for the role of figurative language, the anal-
ysis of the performance of the systems participat-
ing in SENTIPOLC irony detection subtask shows
the complexity of this issue. Thus, we believe that
further investigation of the role of figurative lan-
guage in sentiment analysis of tweets is needed, by
also incorporating the lesson learnt from the task
on figurative language at SemEval 2015 (Ghosh et

al., 2015). Participants would be required to pre-
dict the overall polarity of tweets containing fig-
urative language, distinguishing between the lit-
eral meaning of the message and its figurative, in-
tended meaning.

4 Feasibility

The annotated data for entity linking tasks (such
as our proposed Task 1) typically include the start
and end offsets of the entity mention in the tweet,
the entity type belonging to one of the categories
defined in the taxonomy, and the URI of the
linked DBpedia resource or to a NIL reference.
For example, given the tweet @FabioClerici
sono altri a dire che
E il "politometro" come lo chiama
#Grillo vale per tutti. Anche

per chi fa #antipolitica, two entities
are annotated: FabioClerici (offsets 1-13)
and Grillo (offsets 85-91). The first entity is
linked as NIL since Fabio Clerici has not
resource in DBpedia, while Grillo is linked
with the respective URI: http://dbpedia.
org/resource/Beppe_Grillo. Analysing
similar tasks for English, we note that organizers
provide both training and test data. Training data
are generally used in the first stage, usually ap-
proached by supervised systems, while the linking
stage is generally performed using unsupervised
or knowledge based systems. As knowledge
base, the Italian version of DBpedia could be
adopted, while the entity taxonomy could consist
of the following classes: Thing, Event, Character,
Location, Organization, Person and Product.

As for Task 2, it is basically conceived as a
follow-up of the SENTIPOLC task. In order to en-
sure continuity, it makes sense to carry out the an-
notation using a format compatibile with the exist-
ing dataset. The SENTIPOLC annotation scheme
consists in four binary fields, indicating the pres-
ence of subjectivity, positive polarity, negative po-
larity, and irony. The fields are not mutually ex-

un reato.
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clusive, for instance both positive and negative po-
larity can be present, resulting in a mixed polarity
message. However, not all possible combinations
are allowed. Table 1 shows some examples of an-
notations from the SENTIPOLC dataset.

Table 1: Proposal for an annotation scheme that
distinguishes between literal polarity (pos, neg)
and overall polarity (opos, oneq).

subj pos neg iro opos oneg description

0 0O 0 O 0 0 objective tweet

1 1 0 0 1 0 subjective tweet
positive polarity
no irony

subjective tweet
neutral polarity
no irony

subjective tweet
negative polarity
no irony

subjective tweet
negative literal polarity
positive overall polarity

subjective tweet
positive literal polarity
negative overall polarity

With respect to the annotation adopted in SEN-
TIPOLC, two additional fields are reported to re-
flect the task organization scheme we propose in
this paper, including the sentiment analysis of
tweet containing figurative language. These fields,
highlighted in bold face, encode respectively the
presence of positive and negative polarity consid-
ering the eventual polarity inversion due to the use
of figurative language, thus the existing pos and
neg fields refer to literal polarity of the tweet.
For the annotation of the gold standard dataset for
SENTIPOLC, the polarity of ironic messages has
been annotated according to the intended mean-
ing of the tweets, so for the new task the literal
polarity will have to be manually annotated in or-
der to complete the gold standard. Annotation of
items in the figurative language dataset could be
the same as in the message-level polarity detec-
tion task of Evalita, but tweets would be oppor-
tunistically selected only if they contain figurative
language, so as to reflect the goal of the task.

For the entity-based sentiment analysis subtask,
the boundaries for the marked instance will be also
provided by indicating the offsets of the entity for
which the polarity is annotated, as it was done
for SemEval (Pontiki et al., 2014; Pontiki et al.,
2015). Participants who want to attempt entity-
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based sentiment analysis only can use the data that
contains the gold output of Task 1, while those
who want to perform entity detection and linking
only, without doing sentiment analysis, are free to
stop there. Participants who want to attempt both
tasks can treat them in sequence, and evaluation
can be performed for the whole system as well as
for each of the two tasks (for the second one over
gold input), as it will be done for teams that par-
ticipate in one task only.

For both tasks, the annotation procedure could
follow the consolidated methodology from the
previous tasks, such as SENTIPOLC. Experts la-
bel manually each item, then agreement is checked
and disagreements are resolved by discussion.

Finally, so far little investigation was performed
about unsupervised methods and the possiblity
they offer to overcome domain-dependence of ap-
proaches based on machine learning. In a chal-
lenge perspective, supervised systems are always
promising since they guarantee a better perfor-
mance. A possible way to encourage teams to
explore original approaches could be to allow
submission of two separate runs for supervised
and unsupervised settings, respectively. Ranking
could be calculated separately, as already done for
the constrained and unconstrained runs in SEN-
TIPOLC. To promote a fair evaluation and com-
parison of supervised and unsupervised systems,
corpora from different domains could be provided
as train and test sets. To this aim, it could be pos-
sible to exploit the topic field in the annotation of
tweets used in the SENTIPOLC dataset, where a
flag indicates whether the tweets refer to the po-
litical domain or not. Hence, the train set could
be built by merging political tweets from both the
train and the test set used in SENTIPOLC. A new
test set would be created by annotating tweets in
one or more different domains.

To conclude, we presented the entity linking
and sentiment analysis tasks as related to one an-
other, as shown in the pipeline in Figure 1, speci-
fying that participants will be able to choose which
portions of the tasks they want to concentrate on.
Additionally, we would like to stress that this pro-
posal could also be conceived as two entirely sep-
arate tasks: one on sentiment analysis at the entity
level, including entity detection and linking, and
one on sentiment analysis at the message level, in-
cluding the detection of figurative readings, as a
more direct follow-up of SENTIPOLC.
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Abstract

English. We discuss a method to
enhance the accuracy of a subset of the
Ancient Greek WordNet based on the
Homeric lexicon and the related con-
ceptual network, by using multilingual
semantic spaces built from aligned cor-
pora.

Italiano. Esponiamo un metodo per mi-
gliorare I'accuratezza di un sottoinsieme
dell” Ancient Greek WordNet, basato sul
lessico Omerico e sulla relativa rete con-
cettuale, attraverso 'uso di spazi seman-
tici plurilingui costruiti su corpora paral-
leli allineati.

1 Introduction

The Ancient Greek WordNet (AGWN) repre-
sents the first attempt to build a WordNet for
Ancient Greek (Bizzoni et al., 2014).

The AGWN synsets are aligned to Prince-
ton WordNet (PWN) (Fellbaum, 1998), to Ita-
lian WordNet (IWN) (Roventini et al., 2003),
developed at the Institute for Computatio-
nal Linguistic “A. Zampolli” in Pisa, to the
Italian section of MultiWordNet,! developed
at Bruno Kessler Foundation and to a Latin
WordNet (LWN) created with the same cri-
teria of AGWN and linked to Minozzi’s La-
tin WordNet (Minozzi, 2009) and (McGilli-
vray, 2010), developed at the University of Ve-
rona. In this way the user is allowed to find
the equivalents of a set of synonyms into dif-
ferent languages. The AGWN can be freely
accessed through a Web interface,? which al-
lows enabled users to add or delete words

'http:/ /multiwordnet.fbk.eu

>GUI beta-version at
http:/ /www.languagelibrary.eu/new_ewnui
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in the synsets, adapt the glosses and validate
the lexico-semantic relations.> We first cre-
ated AGWN by bootstrapping Greek-English
pairs from bilingual dictionaries and by as-
signing Greek words to PWN synsets associa-
ted to the corresponding English translations.
As a drawback of this method, a large num-
ber of synsets and lexico-semantic relations
are spuriously over-generated by English ho-
monymy and polysemy. As exposed in (Biz-
zoni et al., 2014), to have PWN as a pivo-
ting resource* propagates the same drawback
to other connected WordNet in CoPhiWord-
Net Platform. In order to improve the accu-
racy of a subset of AGWN synsets related to
the Homeric lexicon and the related concep-
tual network, we have automatically extracted
word translations from Greek-Italian parallel
texts by applying distributional semantic stra-
tegies illustrated in the following sections and
verified how many of these translation were
in CoPhiWn. According to the methodology
explained in (Francis Bond and Uchimoto,
2008), trilingual resources (in our case the ori-
ginal Greek-English pairs extracted from dic-
tionaries and the Greek-Italian pairs extrac-
ted from aligned translations) are useful to
enhance the accuracy of a bootstrapped Word-
Nets.

2 Translation Mining through
Semantic Spaces

We present a way to automatically improve
the accuracy of Ancient Greek word transla-
tions by applying the principles of distributi-

*In the following, when we use the term CoPhiWord-
Net Platform (CoPhiWn) we mean the three WordNets:
AGWN, IWNand PWN.

“For example,PWN links through ILI (Vossen, 1998)
AGWN to IWN



onal semantics to aligned corpora (Dumais et
al., 1997) and (Yuri, 2015). We will first explain
the ratio of this method and then show how it
is useful to improve AGWN in several ways
(see Section 2.7). Although Ancient Greek ob-
viously does not have native speakers, we dis-
pose of a great variety of translations of the
same classical texts written in several langua-
ges and different historical periods. The study
of large diachronical corpora of translations is
both relevant in classical studies and a valua-
ble source of information to build or improve
the accuracy of multilingual lexico-semantic
resources (see Section 3).

2.1 Aligning long and literary-biased
translations to the original text

We applied a strategy to automatically align
Greek-Italian parallel corpora through two
main steps: in the first step we segmented
texts in small portions; in the second step we
linked those texts together. The result is that
each Ancient Greek segment is aligned to its
translations. After the segment-to-segment
alignment, we applied the distributional se-
mantics method illustrated below, in order to
identify word-to-word translations.

2.2 Distributional Semantics

It is argued by several linguists (Miller, 1971)
and (Firth, 1975) that one of the best ways to
define the meaning of a word is the study of
the relations with the other words in the close
context. So it is possible to hypothesize that
we learn the meaning of many new words
thanks to the way they are linked to words
we already know, and in general, that we le-
arn the meaning of words by perceiving their
verbal as well as non-verbal context. We can
study semantic similarities between terms by
quantifying their distribution: similar words
will have similar contexts. In the same way,
we can suppose that, in an aligned parallel
corpus, a word and its translation will tend to
appear in the same aligned segments. For this
reason, the contextual segment of the original
Greek word and the contextual aligned seg-
ment of the translation have the same identi-
fier.
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2.3 Semantic Spaces based on aligned
corpora

There are several kinds of linguistic contexts
that can be selected to study word similarity
(Lenci, 2008):

e window-based collocates: two words co-
occur if they appear in a given context
window;

* text regions: two words co-occur if they
appear in a same textual area such asa do-
cument, a paragraph, and so on;

e syntactic collocates: two words co-occur
if they appear in a same syntactic pattern,
for example if they are the direct objects
of a verb, etc.

Although the most typical approach to dis-
tributional semantics is the use of window-
based collocates, this kind of context becomes
useless in multilingual corpora, since words
in different languages do not share a common
context. We use the method based on text re-
gions collocates, which considers every cou-
ple of aligned segments as the default tex-
tual area. Word vectors of Os and 1s in both
languages are constructed accordingly to the
absence/presence of the word in the aligned
couple.

Thus, Ancient Greek and Italian words are
mingled together in the vectorial space.’

2.4 Words and their translations tend to be
neighbors

With a similar procedure, Ancient Greek and
Italian equivalent words will happen to have
similar vectors, since they will appear in the
same aligned chunks. Consequently they will
be close in the resulting semantic space. To
compute the proximity of vectors we used the
cosine similarity measure (Sahlgren, 2006).

2.5 Parts of Speech TRanslations

Performance on nouns is higher than perfor-
mance on verbs, adjectives and adverbs, due
to larger translational fluctuations for the lat-
ter parts of speech. Anyway, although verbs

°In our experiment the resulting vector has a dimen-
sion of ~ 60k



are more polysemous than nouns, we appa-
rently are able to find relevant verb translati-
ons: uccidere - kteino (to kill), morire - thnésko
(to die), amare - philéo (to love) and even es-
sere - eimi (to be). The same holds for adjec-
tives, but, however,we found acceptable re-
sults also in this category: bello - kalos (be-
autiful), nobile - agauos (noble). Interestingly,
from color adjectives we were only able to
retrieve black and white translations: nero-
mélas (black), bianco-leukos (white). Color ad-
jectives in Ancient Greek are naturally com-
plex to analyze, since it is hard to retrieve their
exact meaning in absence of speakers; this in-
determination apparently propagates to our
outcomes.

Finally, it is also relevant to observe that ex-
tremely polysemous categories like adverbs in
some cases find a correct translation: ek - fuori
(out), non-ou - non (not).

2.6 Data Presentation and Some Results

We extracted the five most similar items for
121 Ancient Greek words (randomly chosen
from different groups of frequency) from a
semantic space built on the original texts, i.e
five complete Iliad translations and four com-
plete Odyssey translation in Italian aligned
to the original texts. The original data resul-
ted in 605 rows (121 time 5pairs); when it co-
mes to verify whether a Greek/Italian pair is
mapped in CoPhiWn, we expect that the mo-
dern polysemy, the one inducted by English to
Italian mapping will increase the number of
pairs. Indeed, we found that 605 pairs corres-
pond to 736 Greek-English-Italian possible tri-
ples. However, only 176 triples have been suc-
cessfully found in CoPhiWn. A manual vali-
dation of the resulting set excluded 13 triples
which are caused by the modern polysemy re-
ducing the found triples to 164. Not surpri-
singly, the coverage of the triples in CoPhiWn
~ 23% is quite close to the coverage of AGWN,
cf. (Bizzoni et al., 2014) (~ 28%).

2.7 AGWN: strenghtening bilingual links

If an Ancient Greek word is linked to an Ita-
lian word in CoPhiWn and it is distributio-
nally near to the same Italian word in a se-
mantic space, the probability that this link is
correct is high. For instance, the word pdle-
mos, frequent in Homer, is linked in CoPhiWn

to an Italian synset composed by the words
guerra, battaglia, ostilita. The first two terms
appear also to be the nearest Italian terms to
the word pélemos (war, battle) in our seman-
tic space. This match helps us to increase the
probability that guerra and battaglia are sound
translations of pélemos, and thus that the Ita-
lian and Greek synsets are correctly interlin-
ked.

In CoPhiWn the word hémar (day) is linked
to the synonyms giorno, giornata, and in our
semantic space it appears very similar to the
word giorno only. But the distributional infor-
mation from our semantic space reinforces the
association between hémar and the overall Ita-
lian synset.

This way to retrieve crosslingual informa-
tion from textual corpora is highly helpful to
discover errors due to the employ of poly-
semy in different languages. For instance, in
CoPhiWn, the word astér (star) is linked both
to the synset associated to the word stella,
glossed as star in the sky and to the synset
associated to the word divo, glossed as star in
the show business, due to the intermediation
of the English word star,® while, as expected,
astér is distributionally similar only to stella in
our semantic space. The word déru (spear and
mast) is linked on one hand to asta, arma synset
and on the other hand to prora, prua, glossed
as parts of the boat, which is synecdochically
related to the mast, but in our semantic space
it appears near only to the words of the first
group, allowing us to score higher only the
first equivalence. It is important to remember
that we can incur in cases of stylistically bia-
sed translations and synonyms: drma (charriot)
can be cocchio or carro in different translations.

Additional examples are the following: the
most similar terms to Italian mare in our se-
mantic space are thdlassa, hdls, pontos, three
words indicating the concept of sea clustered
together by their common translation. scudo
(shield) is associated both to aspis and sakés,
soffio (breath) leads to pnde and dnemos, th-
rough popolo (people) we find ldos, démos and
among the most similar words of dolore (pain)
we find both pénthos and dlgos. With the same
mechanisms that allow to find word to word

®This is one effect of the modern polysemy described
in Section 2.6.
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translations, we can find also some small sets
of potential synonyms in the same language
looking at their distributional behavior: so
aithér is near to otiranos and hétor is near to thu-
mos.

2.8 CoPiWn! (CoPiWn!): supporting
hypernym/hyponym relations

A system based on distributional semantics
tends to cluster together not only bilingual sy-
nonyms and translations, but also hypernyms
and hyponyms. They tend to have distributi-
onally similar, although not identical, behavi-
ors, and it can easily happen that a word is
translated with a hypernym, or more rarely
with a hyponym, in another language. Sys-
tems to discriminate between hypernyms and
synonyms in semantic spaces could become
very useful in this context. See for example
(Benotto, 2013) and Lenci et al. 2012.

3 Conclusions and Future Work

We have elaborated a system to enhance the
accuracy of Ancient Greek WordNet. This
system appears to be useful to verify the
soundness of automatically generated links
between the Ancient Greek WordNet and
WordNet in other languages. The method
aims at increasing the precision of the Greek-
Italian pairs within their translations, since
it removes modern polysemy and discards
translations in CoPhiWn that are not suppor-
ted by actual texts’ translations.
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Abstract

English. In this paper, we intro-
duce a Deep Neural Network (DNN) for
engineering Named Entity Recognizers
(NERs) in Italian. Our network uses a
sliding window of word contexts to pre-
dict tags. It relies on a simple word-level
log-likelihood as a cost function and uses
a new recurrent feedback mechanism to
ensure that the dependencies between the
output tags are properly modeled. The
evaluation on the Evalita 2009 benchmark
shows that our DNN performs on par with
the best NERs, outperforming the state of
the art when gazetteer features are used.

Italiano. In questo lavoro, si introduce
una rete neurale deep (DNN) per pro-
gettare estrattori automatici di entitd nom-
inate (NER) per la lingua italiana. La rete
utilizza una finestra scorrevole di contesti
delle parole per predire le loro etichette
con associata probabilitd, la quale ¢ us-
ata come funzione di costo. Inoltre si uti-
lizza un nuovo meccanismo di retroazione
ricorrente per modellare le dipendenze tra
le etichette di uscita. La valutazione della
DNN sul dataset di Evalita 2009 indica che
e alla pari con i migliori NER e migliora lo
stato dell’arte quando si aggiungono delle
features derivate dai dizionari.

1 Introduction

Named Entity (NE) recognition is the task of de-
tectings phrases in text, e.g., proper names, which
directly refer to real world entities along with
their type, e.g., people, organizations, locations,
etc. see, e.g., (Nadeau and Sekine, 2007).

Most NE recognizers (NERs) rely on machine
learning models, which require to define a large set
of manually engineered features. For example, the

state-of-the-art (SOTA) system for English (Rati-
nov and Roth, 2009) uses a simple averaged per-
ceptron and a large set of local and non-local fea-
tures. Similarly, the best performing system for
Italian (Nguyen et al., 2010) combines two learn-
ing systems that heavily rely on both local and
global manually engineered features. Some of the
latter are generated using basic hand-crafted rules
(i.e., suffix, prefix) but most of them require huge
dictionaries (gazetteers) and external parsers (POS
taggers and chunkers). While designing good fea-
tures for NERs requires a great deal of expertise
and can be labour intensive, it also makes the tag-
gers harder to adapt to new domains and languages
since resources and syntactic parsers used to gen-
erate the features may not be readily available.

Recently, DNNs have been shown to be very ef-
fective for automatic feature engineering, demon-
strating SOTA results in many sequence labelling
tasks, e.g., (Collobert et al., 2011), also for Italian
language (Attardi, 2015).

In this paper, we target NERs for Italian and
propose a novel deep learning model that can
match the accuracy of the previous best NERs
without using manual feature engineering and
only requiring a minimal effort for language adap-
tation. In particular, our model is inspired by the
successful neural network architecture presented
by Collobert et al. (2011) to which we propose
several innovative and valuable enhancements: (i)
a simple recurrent feedback mechanism to model
the dependencies between the output tags and (ii) a
pre-training process based on two-steps: (a) train-
ing the network on a weekly labeled dataset and
then (b) refining the weights on the supervised
training set. Our final model obtains 82.81 in
F1 on the Evalita 2009 Italian dataset (Speranza,
2009), which is an improvement of +0.81 over
the Zanoli and Pianta (2009) system that won the
competition. Our model only uses the words in
the sentence, four morphological features and a
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Figure 1: The architecture of Context Window Network
(CWN) of Collobert et al. (2011).

gazetteer. Interestingly, if the gazetteer is removed
from our network, it achieves an F1 of 81.42,
which is still on par with the previous best systems
yet it is simple and easy to adapt to new domains
and languages.

2 Our DNN model for NER

In this section, we first briefly describe the archi-
tecture of the Context Window Network (CWN)
from Collobert et al. (2011), pointing out its lim-
itation. We then introduce our Recurrent Context
Window Network (RCWN), which extends CWN
and aims at solving its drawbacks.

2.1 Context Window Network

We adopt a CWN model that has been success-
fully applied by Collobert et al. (2011) for a wide
range of sequence labelling NLP tasks. Its archi-
tecture is depicted in Fig. 1. It works as follows:
given an input sentence s [wi, ..., wy], e.g.,
Barack Obama ¢ il presidente degli Stati Uniti
D’America', for each word w;, the sequences of
word contexts [w;_j /a1, -+, Wi, -, Wiy /2] Of size
k around the target word w; (z = 1, .., n) are used
as input to the network.> For example, the Fig. 1
shows a network with & = 5 and the input se-
quence for the target word ¢ at position ¢ = 3.

'Barack Obama is the president of the United States of
America.

?In case the target word i is at the beginning/end of a sen-
tence, up to (k — 1)/2 placeholders are used in place of the
empty input words.
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The input words w; from the vocabulary V' are
mapped to d-dimensional word embedding vec-
tors w; € R?. Embeddings w; for all words in V
form an embedding matrix W € RIV!*?, which is
learned by the network. An embedding vector w;
for a word wj is retrieved by a simple lookup op-
eration in W (see lookup frame in Fig. 1). After
the lookup, the & embedding vectors of the con-
text window are concatenated into a single vector
r1 € R* which is passed to the next hidden layer
hl. It applies the following linear transformation:
hi(r1) = Mj-r1+b;, where the matrix of weights
M and the bias b; parametrize the linear transfor-
mation and are learned by the network. The goal
of the hidden layer is to learn feature combinations
from the word embeddings of the context window.

To enable the learning of non-linear discrimina-
tive functions, the output of Al is passed through
a non-linear transformation also called activation
function, i.e., a HardTanh() non-linearity, thus
obtaining, ro. Finally, the output classification
layer encoded by the matrix My € RI¢/*" and
the bias by are used to evaluate the vector p =
so ftmax(Mg X r2+bs) of class conditional prob-
abilities, i.e., p. = p(c|x),c € C, where C'is the
set of NE tags, h is the dimension of the Al and x
is the input context window.

2.2 Our model

The CWN model described above has several
drawbacks: (i) each tag prediction is made by con-
sidering only local information, i.e., no dependen-
cies between the output tags are taken into ac-
count; (ii) publicly available annotated datasets for
NER are usually too small to train neural networks
thus often leading to overfitting. We address both
problems by proposing: (i) a novel recurrent con-
text window network (RCWN) architecture; (ii) a
network pre-training technique using weakly la-
beled data; and (iii) we also experiment with a set
of recent techniques to improve the generalization
of our DNN to avoid overfitting, i.e., we use early
stopping (Prechelt, 1998), weight decay (Krogh
and Hertz, 1992), and Dropout (Hinton, 2014).

2.2.1 Recurrent Context Window Network

We propose RCWN for modeling dependencies
between labels. It extends CWN by using m previ-
ously predicted tags as an additional input, i.e., the
previously predicted tags at steps¢ —m, ..., 7 —1
are used to predict the tag of the word at posi-
tion ¢, where m < k/2. Since we proceed from
left to right, words in the context window w; with



Dataset  Articles Sentences  Tokens
Train 525 11,227 212,478
Test 180 4,136 86,419

Table 1: Splits of the Evalita 2009 dataset

J > 1 —1,1i.e., at the right of the target word, do
not have their predicted tags, thus we simply use
the special unknown tag, UNK, for them.

Since NNs provide us with the possibility to
define and train arbitrary embeddings, we asso-
ciate each predicted tag type with an embedding
vector, which can be trained in the same way as
word embeddings (see vectors for tags ¢; in Fig. 1).
More specifically, given k& words w; € R% in
the context window and previously predicted tags
t; € R% at corresponding positions, we con-
catenate them together along the embedding di-
mension obtaining new vectors of dimensionality
dy + d¢. Thus, the output of the first input layer
becomes a sequence of k(d,, + d;) vectors.

RCWN is simple to implement and is compu-
tationally more efficient than, for example, NNs
computing sentence log-likelihood, which require
Viterbi decoding. RCWN may suffer from an er-
ror propagation issue as the network can misclas-
sify the word at position ¢ — ¢, propagating an er-
roneous feature (the wrong label) to the rest of
the sequence. However, the learned tag embed-
dings seem to be robust to noise>. Indeed, the pro-
posed network obtains a significant improvement
over the baseline model (see Section 3.2).

3 Experiments

In these experiments, we compare three different
enhancements of our DNNs on the data from
the Evalita challenge, namely: (i) our RCWN
method, (ii) pre-training on weakly supervised
data, and (iii) the use of gazetteers.

3.1 Experimental setup

Dataset. We evaluate our models on the Evalita
2009 Italian dataset for NERs (Speranza, 2009)
summarized in Tab. 1. There are four types of
NEs: person (PER), location (LOC), organiza-
tion (ORG) and geo-political entity (GPE), (see
Tab. 2). Data is annotated using the IOB tagging
schema, i.e., for inside, outside and beginning of a
entity, respectively.

Training and testing the network. We use
(i) the Negative Log Likelihood cost function,

3We can use the same intuitive explanation of error cor-
recting output codes.

Dataset PER ORG LOC GPE
Train 4,577 3,658 362 2,813
Test 2,378 1,280 156 1,143

Table 2: Entities distribution in Evalita 2009

i.e., —log(p.), where c is the correct label for
the target word, (ii) stochastic gradient descent
(SGD) to learn the parameters of the network and
(iii) the backpropogation algorithm to compute
the updates. At test time, the tag c, associated
with the highest class conditional probability pe,
is selected, i.e., ¢ = argmax ¢ Pe-

Features. In addition to words, all our models
also use 4 basic morphological features: all low-
ercase, all uppercase, capitalized and it contains
uppercase character. These can reduce the size
of the word embedding dictionary as showed by
(Collobert et al., 2011). In our implementation,
these 4 binary features are encoded as one dis-
crete feature associated with an embedding vec-
tor of size 5, i.e., similarly to the preceding tags
in RCWN. Additionally, we use a similar vector
to also encode gazetteer features. Gazetteers are
collections of names, locations and organizations
extracted from different sources such as the Ital-
ian phone book, Wikipedia and stock marked web-
sites. Since we use four different dictionaries one
for each NE class, we add four feature vectors to
the network.

Word Embeddings. We use a fixed dictionary
of size 100K and set the size of the word em-
beddings to 50, hence, the number parameters
to be trained is 5M. Training a model with
such a large capacity requires a large amount of
labelled data. Unfortunately, the sizes of the
supervised datasets available for training NER
models are much smaller, thus we mitigate such
problem by pre-training the word embeddings
on huge unsupervised training datasets. We use
word2vec (Mikolov et al., 2013) skip-gram model
to pre-train our embeddings on Italian dump of
Wikipedia: this only took a few hours.

Network Hyperparameters. We used h = 750
hidden units, a learning rate of 0.05, the word em-
bedding size d,, = 50 and a size of 5 for the em-
beddings of discrete morphological and gazetteer
features. Differently, we used a larger embedding,
d; = 20 for the NE tags.

Pre-training DNN with gazetters. Good
weight initialization is crucial for training
better NN models (Collobert et al., 2011; Ben-
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Model F1 Prec. Rec.

Baseline 78.32 79.45 77.23
RCWN 81.39 82.63 80.23
RCWN+Gazz 83.59 84.85 82.40
RCWN+WLD 81.74 82.93 80.63
RCWN+WLD+Gazz 83.80 85.03 82.64

Table 3: Results on 10-fold cross-validation

gio, 2009). Over the years different ways of
pre-training the network have been designed:
layer-wise pre-training (Bengio, 2009), word
embeddings (Collobert et al., 2011) or by re-
lying on distant supervised datasets (Severyn
and Moschitti, 2015). Here, we propose a pre-
training technique using an off-the-shelf NER
to generate noisily annotated data, e.g., a sort
of distance/weakly supervision or self-training.
Our Weakly Labeled Dataset (WLD) is built by
automatically annotating articles from the local
newspaper "L’ Adige”, which is the same source
of the training and test sets of Evalita challenge.
We split the articles in sentences and tokenized
them. This unlabeled corpus is composed of
20.000 sentences. We automatically tagged it
using EntityPro, which is a NER tagger included
in the TextPro suite (Pianta et al., 2008).

3.2 Results

Our models are evaluated on the Evalita 2009
dataset. We applied 10-fold cross-validation to the
training set of the challenge* for performing pa-
rameter tuning and picking the best models.

Table 3 reports performance of our models av-
eraged over 10-folds. We note that (i) modeling
the output dependencies with RCWN leads to a
considerable improvement in F1 over the CWN
model of Collobert et al. (2011) (our baseline); (ii)
adding the gazetteer features leads to an improve-
ment both in Precision and Recall, and therefore
in F1; and (iii) pre-training the network on the
weakly labeled training set produces improvement
(although small), which is due to a better initial-
ization of the network weights.

Table 4 shows the comparative results between
our models and the current state of the art for
Italian NER on the Evalita 2009 official test
set.  We used the best parameter values de-
rived when computing the experiments of Table 3.
Our model using both gazetteer and pre-training
outperforms all the systems participating to the

“The official evaluation metric for NER is the F1, which
is the harmonic mean between Precision and Recall.
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Models F1 Prec. Rec.

Gesmundo (2009) 81.46 86.06 77.33
Zanoli and Pianta (2009) 82.00 84.07 80.02
Nguyen et al. (2010) (CRF) 80.34 83.43 77.48
Nguyen et al. (2010) + RR 84.33 85.99  82.73
RCWN 79.59 81.39 77.87
RCWN+WLD 81.42 82.74 80.14
RCWN+Gazz 81.47 83.48 79.56
RCWN+WLD+Gazz 82.81 85.69 80.10

Table 4: Comparison with the best NER systems for Italian.
Models below the double line were computed after the Evalita
challenge.

Evalita 2009 (Zanoli and Pianta, 2009; Gesmundo,
2009). It should be noted that Nguyen et al.
(2010) obtained better results using a CRF clas-
sifier followed by a reranker (RR) based on tree
kernels. However, our approach only uses one
learning algorithm, which is simpler than mod-
els applying multiple learning approaches, such as
those in (Nguyen et al., 2010) and (Zanoli and Pi-
anta, 2009). Moreover, our model outperforms the
Nguyen et al. (2010) CRF baseline (which is given
in input to the tree-kernel based reranker) by ~ 2.5
points in F1. Thus it is likely that applying their
reranker on top of our model’s output might pro-
duce a further improvement over SOTA.

Finally, it is important to note that our model
obtains an F1 comparable to the best system in
Evalita 2009 without using any extra features (we
only use words and 4 morphological features). In
fact, when we remove the gazetteer features, our
method still obtains the very high F1 of 81.42.

4 Conclusion

In this paper, we propose a new DNN for design-
ing NERs in Italian. Its main characteristics are:
(1) the RCWN feedback method, which can model
dependencies of the output label sequence and (ii)
a pre-training technique involving a weakly super-
vised dataset. Our system is rather simple and ef-
ficient as it involves only one model at test time.
Additionally, it does not require time-consuming
feature engineering or extensive data processing
for their extraction.

In the future, we would like to apply rerankers
to our methods and explore combinations of
DNNs with structural kernels.
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Abstract

English. Cross-lingual approaches can
make sense annotation of existing paral-
lel corpora inexpensive, thus giving new
means to improve any supervised Word
Sense Disambiguation system. We com-
pare two such approaches that can be ap-
plied to any multilingual parallel corpus,
as long as large inter-linked sense invento-
ries exist for all the languages involved.

Italiano. La disponibilita di corpora an-
notati a livello semantico é cruciale nei
modelli di apprendimento supervisionato
per Word Sense Disambiguation. Qual-
siasi corpus parallelo multilingue puo es-
sere disambiguato -almeno parzialmente-
sfruttando le similarita e le differenze tra
le lingue incluse, facendo ricorso a reti se-
mantiche quali WordNet.

1 Introduction

Cross-lingual Word Sense Disambiguation (CL-
WSD) aims to automatically disambiguate a text
in one language by exploiting its differences with
other language(s) in a parallel corpus. Since the
introduction of a dedicated task in SemEval-2013
(Lefever and Hoste, 2013), work on CL-WSD
has increased, but parallel corpora have been used
to this purpose for a long time; see for instance
Brown et al. (1991), Gale et al. (1992), Ide et
al. (2002), Ng et al. (2003) and, more recently,
Chan and Ng (2005) and Khapra et al. (2011).
Diab and Resnik (2002) exploit the semantic in-
formation inferred by translation correspondences
in parallel corpora as a clue for WSD; Gliozzo
et al. (2005) represent the milestone behind one
of the approaches here evaluated, i.e. sense dis-
ambiguation exploiting the polysemic differential
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between two languages. As Bentivogli and Pi-
anta (2005) pointed out, Word Sense Disambigua-
tion (WSD) is so challenging mainly because most
approaches require large amounts of high-quality
sense-annotated data. Ten years later, the knowl-
edge acquisition bottleneck still needs to be ad-
dressed for most languages.

Given an ambiguous word in a parallel corpus,
having access to the semantic space (here intended
as all the senses associated to its lemma) of each of
its aligned translations allows one to exploit sim-
ilarities and differences in the languages involved
and, consequently, to make more educated guesses
of the intended meaning. This simple, yet power-
ful, intuition can be decisive, if not in disambiguat-
ing all words, at least in reducing ambiguity and
thus the human effort in annotating a whole text
from scratch.

We explore two approaches of annotating a mul-
tilingual parallel corpus in English, Italian and Ro-
manian built upon SemCor (SC) (Landes et al.,
1998). We describe it in Section 2 along with a
brief outline of the first approach, sense projec-
tion (SP), which was pioneered by Bentivogli and
Pianta (2005). In Section 3 we list the require-
ments and the necessary preprocessing steps com-
mon to both approaches. In Section 4 we present
the second approach, multilingual sense intersec-
tion (SI). Section 5 discusses the results achieved
on the multilingual corpus with each method. We
conclude in Section 6 anticipating future work.

2  SemCor, a corpus made multilingual
by sense projection

Developed at Princeton University, SC (Landes et
al., 1998) is a sense-annotated subset of the Brown
Corpus of Standard American English (Kucera
and Francis, 1967). SemCor includes 352 texts,
each around 2,000 words long; in 186 texts all con-
tent words are annotated, while in the remaining
166 only verbs are.



MultiSemCor: Bentivogli and Pianta (2005)
built an English-Italian parallel corpus by manu-
ally translating 116 texts from SC all-words com-
ponent into Italian. Using the word alignment
as a bridge, the Italian component was automati-
cally sense-annotated by projection of the annota-
tions available in English. Assuming that transla-
tions preserve the meaning of a text, if a sense-
annotated source text is aligned to its transla-
tion(s), then the annotations can be transferred, as
long an inter-linked sense inventory is used by all
languages. In this study, a multilingual WordNet
with reference to WordNet 1.6 (WN 1.6), Multi-
WordNet' (MWN) (Pianta et al., 2002), was used.

Following Bentivogli and Pianta (2005), we
replicated SP on MultiSemCor (MSC) after con-
verting all sense annotations to WordNet 3.0 (WN
3.0).

MultiSemCor+:  Lupu et al. (2005) devel-
oped the Romanian SemCor (RSC) to build Multi-
SemCor+, which extended MSC with aligned Ro-
manian translations. The MSC+ originally pre-
sented consists of 34 translations aligned to En-
glish (Lupu et al., 2005). Since then, the English-
Romanian parallel corpus based on SC has grown,
currently consisting of 81 texts (82 in the version
released) (Ion, 2007) annotated following WN 3.0.
Of these, 50 have Italian translations in MSC.

In conclusion, SP can bootstrap the creation
of sense-annotated parallel corpora by exploiting
existing resources in well-represented languages,
with word alignment and connected sense inven-
tories as the only requirements.

3 Preprocessing and requirements

Mapping to WN 3.0: As a preprocessing step, we
mapped all annotations in MSC to WN 3.0. This
is convenient in itself, as the corpus will be re-
distributed with reference to a widely used sense
inventory, as comparison with related work will
be easier. The English component is annotated
with sense keys, stable across different WN ver-
sions, so the conversion was straightforward. On
the sense keys alone, 95% of the WN 1.6 synsets
can be correctly mapped to WN 3.0.2 The Italian
texts use an offset-based encoding that is not con-
sistent across WN versions; fortunately, there are
freely available mappings® inferred by exploiting

1http://multiwordnet.fbk.eu/

2According to the HyperDic project:
hyperdic.net/en/doc/mapping

http://www.

3http://www.talp.upc.edu/index.php/technology/

both graph and non-structural information (Daudé
et al., 2000; Daudé et al., 2001).

Sense inventories: Table 1 shows the cover-
age of WNs for our target languages. The Open
Multilingual WordNet (OMW)* is an open-source
multilingual database that connects all open WNs
linked to the English WN, including Italian (Pianta
et al., 2002) among the 28 languages supported
(Bond and Paik, 2012; Bond and Foster, 2013).

Another valid option for the multilingual sense
inventory would be BabelNet, created from the au-
tomatic integration of WN 3.0, OMW, Wikipedia
and many other resources (Navigli and Ponzetto,
2012), with an estimated accuracy of 91% for
the WN-Wikipedia mapping (Navigli et al., 2013).
However, we chose to use OMW since we wanted
to test our hypothesis on resources that were pur-
posely built to be mapped to one another.

The Romanian WordNet (RW) was created
within the BalkaNet project (Stamou et al., 2002).
The current version has 59,348 synsets in its latest
release (Barbu Mititelu et al., 2014). The synsets
were mapped to WN 3.0 with precision of 95%
(Tufis et al., 2013).

Synsets  Senses
English 117,659 206,978
Italian 34,728 69,824
Romanian 59,348 85,238

Table 1: Coverage of the WNs used.

Aligning RSC to MSC: RSC is not word-
aligned to any component of the parallel corpus,
so it fails in meeting a necessary requirement to
perform sense mapping. However, as the sentence
alignment is available, we attempted to align all
Romanian sense-annotated words to their English
and Italian counterparts. For each aligned sen-
tence pair, we first align all candidate pairs shar-
ing the same sense annotation. If any words are
left unaligned after this step, the remaining align-
ments are inferred by taking into account PoS in-
formation and synset similarity scores. Suppose
the first step alone has aligned all Romanian con-
tent words but one, and that the corresponding En-
glish sentence has three content words left that are
candidates for the alignment. Then, the aligner
computes the most likely match by looking for
tools/45-textual-processing-tools/98-wordnet -

mappings/
http://compling.hss.ntu.edu.sg/omw/summx.html
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PoS correspondence and for higher proximity in
the WN network, by looking at a combination of
the path similarity score and the shortest path dis-
tance. This latter alignment strategy (the only pos-
sible source of errors) achieved 97% precision on
a small sample (12%) of the alignments found.

4 Multilingual Sense Intersection

Unlike SP, SI does not require any of the texts in
a parallel corpus to be sense-annotated, so it can
be applied to a wider range of existing resources.
Its logical foundation is in that a polysemous word
in a language is likely to be translated in different
words in other languages, so the comparison with
the semantic space of each translation should help
select the sense actually intended. Consider, for
instance, the problem of disambiguating the En-
glish word administration in Example 1.

(1) EN The jury praised the administration and operation
of the Atlanta Police Department.

IT Il jury ha elogiato I’amministrazione e [’operato
del Dipartimento di Polizia di Atlanta.

RO Juriul a ldudat administrarea si conducerea Sect
iei de politie din Atlanta.

Given the alignments, we can retrieve the set of
synsets associated with the lemmas in the Italian
and Romanian translations. Figure 1 shows how
the intersection helps detecting the correct sense,
which is the only one shared by all the lemmas.

administration (EN) amministrazione (IT)

prgs(;t:ency government
: n.02
| administration
| administration n.02
‘ n.06
administration

n.01

management
n.01

administration
n.03

running
n.0o4

administrarea (RO)

Figure 1: Disambiguation via SI

Most often, however, such a comparison will
only partially reduce the ambiguity, especially as
such a fine-grained sense inventory as WN is used.
Yet, other approaches (employment of human an-
notators, or recourse to baselines) can be applied
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in a second phase to solve the disambiguation task,
once it has been simplified.

The algorithm disambiguates one side of our
multilingual parallel corpus at a time, having as
target all texts aligned with at least one other com-
ponent.’> Table 2 displays the basic statistics of
each corpus and, for the sake of clarity, the num-
ber of words to be annotated (target words) before
the migration to WN 3.0, as the changes in the WN
structure do not set ideal conditions for a meaning-
ful comparison with previous work.

We use sense frequency statistics (SFS) when-
ever the target word is not fully disambiguated.
These were calculated over all texts in the corpus
except the one being annotated.

#texts  Tokens Target After mapping
words

EN 116 258,499 119,802 118,750

IT 116 268,905 92,420 92,022

RO 82 175,603 48,634 48,364

Table 2: Statistics for each text in the multilingual
parallel corpus.

% EN IT RO
Disambiguated  27.15 30.92 36.67
MEFS-Subset 3439 2651 12.89
MEFES-Overlap 13.59 26.69 50.45
No alignment 24.14  12.08 -
No match 0.67  0.65 -
No synset found  0.05 3.14 -

Table 3: Distribution of SI outcomes.

Algorithm: Given an ambiguous target word,
each of its aligned translations in the parallel sen-
tences contributes to the disambiguation process
by bringing in all its ‘set of senses’ retrieved from
the inter-linked sense inventory.

Intersection is then performed over each non-
empty set retrieved. If the overlap only con-
sists of one sense, then the target word is
Disambiguated (see Table 3). If the overlap
contains more than one sense, then it is further
intersected with the set of most frequent senses
available for the target lemma. If resorting to MFS
statistics leads to an overlap containing one sense,
the word is disambiguated (MFS—-Subset); if the
overlap still results in more than one sense, the

SWith the exception of the English corpus, which we have
considered made of the 116 texts included in MSC.



Method English Italian Romanian
Precision Coverage Precision Coverage Precision Coverage
MES (baseline) 0.761 0.998 0.599 0.999 0.531 1
Sp - 0.971 0.927 0.903 1
SP (Bentivogli & Pianta) - 0.879 0.764 - -
3-way SI 0.750 0.778 0.653 0.915 0.590 1

Table 4: Comparison of the results scored with SP, SI and MFS baseline.

most frequent one among the ones left is selected
(MFS—Overlap). In the rare case in which no
other language contributes to disambiguate, we
assign the current target lemma its MFS. Dis-
ambiguation also fails when no match, synset or
alignment is found. See also Table 3 for the dis-
tribution of all of the possible scenarios that may
emerge.

5 Evaluation and discussion

Table 4 shows the precision and coverage scores
achieved with the approaches here analyzed, along
with the Most Frequent Sense (MFS) baseline. We
report the original results for SP (Bentivogli and
Pianta, 2005) and ours after the mapping to WN
3.0; we evaluate on different figures (see Table 2)
as a part of the original annotations was lost in the
mapping process. We performed SP also on the
current release of RSC for completeness.

Coverage is overall reasonably high for all lan-
guages with SI and very high with the baseline.
On the other hand, the precision achieved resort-
ing to SFS is significantly lower for Italian, which
makes more valuable the not very high score ob-
tained by SI. Average ambiguity reduction is 54%
(EN), 53% (1T) and 55% (Ro).

Although ST and MFS perform comparably, we
remind that SFS were computed on the same cor-
pus, which is also not extremely large. Thus, we
would expect MFS to compare at least slightly
worse in more general cases (unfortunately, exter-
nal statistics are hard to come by). This would
make SI a valid and inexpensive cross-lingual dis-
ambiguation approach. We also performed 2-way
intersection for each corpus pair. We find a slight
decrease in precision (of 0.01 to 0.03) compared to
the three-way intersection, depending on the cor-
pus. While further restricting the semantic space
does help in reducing ambiguity, the improvement
is not striking. According to our error analysis,
this is corpus-dependent, as the manually assigned

correct senses against which we evaluate are very
specific. Instead, as the WNs vary largely in cov-
erage, senses found by intersection, though actu-
ally shared in all languages, are close, but not quite
the same, to the very specific ones selected by the
human annotator. In conclusion, coarse-grained
evaluation would give a higher score, and in gen-
eral the senses found by intersection would be just
good enough in most cases. Also, as Italian and
Romanian are quite similar, we would expect more
differences if we added a language from a different
language family.

6 Conclusions

To our knowledge, this is the first attempt to dis-
ambiguate a parallel corpus by using multilingual
SI. The more languages are considered, the more
ambiguity should be reduced and the better SI is
expected to perform. In future work, we plan to in-
clude the Japanese SemCor (Bond et al., 2012) to
test our hypothesis that translations from a differ-
ent language family will discriminate further. We
also plan to use a different parallel corpus built on
open translations of The Adventure of the Speck-
led Band by Sir Arthur Conan Doyle. We will also
try to calculate SFS from untagged text, following
McCarthy and Carroll (2003).

Furthermore, we are investigating alternative
ways to solve the ambiguity left whenever SI does
not lead to a single synset; for instance, we plan to
apply some implementation of Lesk (Lesk, 1986)
on the subset found by SI. Finally, we aim to port
to WN 3.0 the sense clustering carried out by Nav-
igli (2006) to perform a coarse-grained evalua-
tion, which would ignore minor sense distinctions.
An initial comparison with Babelfly (Moro et al.,
2014) would certainly be enlightening as well.

All data and scripts derived by our work will
be made available, except for those derived from
RSC, as its license currently forbids it.
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Abstract

English. We present ISACCO (Italian
school-age children corpus)!, a new cor-
pus of oral and written retellings of Italian-
speaking children attending the primary
school. All texts were digitalized and au-
tomatically enriched with linguistic infor-
mation allowing preliminary explorations
based on NLP features. Written retellings
were also manually annotated with a ty-
pology of linguistic errors. The resource
is conceived to support research and com-
putational modeling of “later language ac-
quisition”, with an emphasis for compar-
ative assessment of oral and written lan-
guage skills across early school grades.

Italiano. Presentiamo ISACCO (Italian
school-age children corpus), un nuovo
corpus di riassunti orali e scritti prodotti
da bambini italiani della scuola pri-
Tutti i testi sono stati digitaliz-
zati e arricchiti automaticamente con in-
formazione linguistica per consentire es-
plorazioni preliminari basate su caratter-
istiche estratte con strumenti di TAL. I ri-
assunti scritti sono stati anche annotati a
mano con una tipologia di errori linguis-
tici. La risorsa ¢ pensata per lo studio
e la definizione di modelli computazionali
degli stadi pini avanzati del processo di ac-
quisizione linguistica, con un’enfasi per la
valutazione comparativa delle abilita lin-
guistiche orali e scritte nei primi anni sco-
lastici.

maria.

1 Introduction

The use of naturalistic data to investigate child
language features and development has a well-

'The resource will be made publicly available at:
http://www.italianlp.it/software—data.
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established tradition in L1 acquisition research.
The most notable example is the CHILDES
database (MacWhinney, 2000), which contains
transcripts of spoken interactions involving chil-
dren of different ages for over 25 languages, Ital-
ian included. Yet, CHILDES data refer especially
to preschool children, with only a minor section
dedicated to their older mates, thus making this
resource less adequate for studying how language
skills evolve during early schooling. The rapid and
remarkable changes children’s language under-
goes before age five justify the amount of research
for the earliest stages of acquisition. However,
over the last two decades also “later language ac-
quisition” has gained increasing interest (Tolchin-
sky, 2004), prompted by the awareness that “be-
coming a native speaker is a rapid and highly ef-
ficient process, but becoming a proficient speaker
takes a long time” (Berman, 2004). Indeed, under
explicit teaching language keeps growing through
school-age years in a way that affects all do-
mains and modalities (Koutsoftas, 2013). Regard-
ing the methodological approach to inspect chil-
dren’s data, more attention has been recently paid
to text analysis techniques drawn from computa-
tional linguistics and Natural Language Process-
ing (NLP). The use of a statistical parser is re-
ported e.g. by Sagae et al. (2005) and Lu (2009)
to automate sophisticated measures of syntactic
development, reaching performances comparable
to those obtained by manual annotation. Compu-
tational methods are also employed in diagnostic
settings, e.g. to identify markers of Autism Spec-
trum Disorders in children’s speech by integrat-
ing features from automatic morpho—syntactic and
syntactic annotation (Prud’hommeaux and Roark,
2011), as well as metrics of semantic similarity
(Rouhizadeh et al., 2015). Despite the focus of this
paper is on the resource, we will also present pre-
liminary analyses aiming at showing how a NLP
perspective applied to a corpus like ISACCO can



serve as the starting point to conduct computa-
tional explorations at multiple levels, which may
become particularly useful in view of their appli-
cability to large—scale corpora. It should be pos-
sible to test the effect of the diamesic variation on
the linguistic complexity of children’s texts and to
assess changes across schooling levels (cf. section
3.1). The same can be done with respect to the
“content”, to evaluate whether these variables af-
fect text comprehension and recall. To this aim,
the output of an ontology learning system can pro-
vide a mean to compare the quantity of *matched’
ideas between the child’s retelling and the content
of the heard story (cf. section 3.2), so that to iden-
tify patterns of typical development to be used for
comparison e.g. in clinical settings, with children
showing atypical language development.

2 The corpus

2.1 Participants

Fifty-six TD (typically developing) children from
the 2" to the 4™grade of primary school partic-
ipated in the task. They were all recruited from
a public primary school located in the suburbs of
Pisa and examined in the last month of the school
year. All children were Italian monolingual speak-
ers, except from two, who were also included in
the survey since they had no significant exposure
to other languages. Details of the sample group
are given in Table 1.

Grade | Male | Female | Age Mean (SD)
Second | 11 8 8.1 m (3.6 m)
Third 10 11 9.0 m (5.6 m)
Fourth | 9 7 10.0 m (4.2 m)

Table 1: Children sample group (SD=Standard de-
viation; m=months).

2.2 Methodology

To collect ISACCO, we inspired to the work of
(Silva et al., 2010) for Spanish, who assessed chil-
dren’s oral and written performance in a retelling
task by exposing them to the same story to avoid a
possible text bias. Differently from them, we ex-
cluded the 1%'grade pupils, following the teachers’
suggestions pointing out that free written retelling
is usually introduced in the curriculum by the end
of the second year. We then selected a narrative
text from a 3"grade book, which was intended to
be not too challenging for the youngest nor too

easy for the oldest group?. Children were tested
in two sessions, with a gap of two weeks, so that
to prevent memory bias. The first session was de-
voted to collect oral productions; this was done by
reading the story aloud once to the whole class and
repeating it again to a restricted group of students,
which was randomnly chosen by teachers, while
their mates carried out another activity related to
the story (e.g. drawing a picture). Each selected
child was tested individually, in a quiet room, and
after hearing the story again was asked to retell it
to the experimenter. All retellings were recorded
and then transcribed, as detailed in Section 2.3.

[ | Oral retellings ]

Grade | Number of texts | Number of tokens
Second | 19 2.029

Third 21 2.994

Fourth 16 2.406

Tot 56 7.429

Written retellings

Second | 43 4.508

Third 44 4.984

Fourth | 38 4.417

Tot 125 13.909

Table 2: Corpus of oral and written retellings.

In the second session, the same story was read
again to the whole class and this time all students
produced a written retelling. No limit of time was
given and they were left free to write in capital
letters or italics. Although for the purpose of com-
parative analysis only the writings of the 56 chil-
dren tested in the first session were needed, we
digitalized all written retellings; such a corpus of-
fers indeed valuable material for research on writ-
ing development with a view to its computational
modeling.

2.3 Oral data transcription

Children’s oral retellings were manually trascribed
adding some “natural punctuations” (Powers,
2005) (i.e. periods and commas) according to
speech pauses and intonations, to identify ma-
jor sentence boundaries. These “row” transcripts
were then enriched with additional “xml-style” la-
bels to annotate typical phenomena of spoken lan-
guage (e.g. false starts, disfluencies), as defined in
the following tagset:

e tag fs: to mark a false start (covering both a
single or a sequence of words).

The story is titled “La statua nel parco”, by Roberto Piu-
mini.
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e tag rip: to mark a repeated word. It has the at-
tribute number for the number of repetitions
made by the child;

e tagint: to mark a long interruption (e.g. when
the child did not recall the story)

2.4 Linguistic annotation of errors

After being digitalized, written texts were man-
ually annotated with typologies of linguistic er-
rors, following the tagset defined by Barbagli et al.
(2015). Errors are distinguished into three macro—
areas, according to the domain of linguistic knowl-
edge affected, i.e.: ortography, grammar and lexi-
con. Each macro—class is further sub-divided into
more classes codifying the linguistic category and
the target modification for the misused units. Ta-
ble 3 reports the error tagset and the quantitative
distributions for each category according to the
school grade.

3 Preliminary explorations of the corpus

This section presents preliminary explorations
comparing oral and written retellings with respect
to both linguistic structure and content. All anal-
yses were conducted by comparing the statisti-
cal distribution of linguistic and lexico—semantic
features automatically extracted from the cor-
pora by means of NLP tools. Specifically, all
texts were automatically tagged with the part—of—
speech tagger described in Dell’ Orletta (2009) and
dependency—parsed by the DeSR parser (Attardi,
2006) using Support Vector Machines as learning
algorithm. It goes without saying that the typology
of texts under examination is particularly chal-
lenging for general-purpose text analysis tools;
this is not only due to the features of spoken lan-
guage but also to missing punctuation (especially
in the 2"dgrade writings), which already impacts
on the coarsest levels of text analysis, i.e. sen-
tence splitting. Although we plan to evaluate more
in detail the impact of these non—standard patterns
on linguistic annotation, we believe that some fea-
tures extracted from linguistically annotated texts
are robust enough to offer a first insight into the
linguistic structure of children’s texts according to
age and modality, as well as with respect to the
content.

3.1 First results on linguistic structure

Table 4 shows a subset of linguistic features for
which the average difference value between oral
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and written samples was significant®>. ~Starting
from superficial features, it emerges that oral
retellings are on average longer than the written
ones ([1]); in line with previous findings in the lit-
erature, such a difference may be due to the heavy
cognitive demands initially posed by writing af-
fecting memory and causing a loss of information.
Oral retellings also tend to exhibit slightly shorter
words. This finding can be elaborated by looking
at the POS distribution, where we find a greater
distribution of words belonging to functional cat-
egories (particularly, Pronouns [7] and Conjunc-
tions [4,8]) in oral than in written texts. Such
a difference affects lexical density [10], which is
higher in writing, as typically reported for adults
(Halliday, 1989). Coming to the grammatical
structure, when children retell the story orally they
tend to produce more complex sentences, as sug-
gested by the predominance of conjunctions, espe-
cially subordinating ones. Such a distribution, to-
gether with that of adverbs [3], can also give some
indications on the way modality affects children’s
language at discourse structure, which appears less
cohesive when they write rather than when they
retell the story verbally. Last, it is interesting to
note that a well-known factor of syntactic com-
plexity, i.e. the length of dependency links [11],
is not significantly influenced by the way children
retell the story.

Linguistic Feature Oral Written | Diff.
[1] Text length (in token) 125.11 | 109.46 -15.64
[2] Word length 4.54 4.55 +0.01x%
[3] Adverbs 8.62 4.86 -3.77
[4] Coordinating Conj. 6.14 4.83 -1.31x
[5] Determiners 10.88 14.52 +3.64*
[6] Nouns 21.80 28.50 +6.70%
[7] Pronouns 6.70 4.79 -1.91x%
[8] Subordinating Conj. 1.56 0.96 -0.96
[9] Verbs 15.51 14.26 -1.25x%
[10] Lexical density 0.539 0.552 0.012
[11] Length of depend. links | 2.40 242 0.02

Table 4: Linguistic features. Significant differ-
ences at p < 0.05 are bolded, those at p < 0.005
are also marked with x.

3.2 Analysis of the content

For the analysis of the corpus with respect
to the content, we relied on T2K? (Text—to—
Knowledge), a suite of tools based on NLP mod-
ules for automatically extracting domain—specific

3Wilcoxon’s signed rank test was applied for statistical
analysis because of the small number of subjects.



II grade I1I grade IV grade
Category Target modification Freq.% | Abs. Value | Freq.% [ Abs. Value | Freq.% [ Abs. Value
Orthography
, . Omission 1059 | (@5) .40 3) 552 ®)
Consonant doubling |- coco 235 | (10) 40 | 3 207 | 3
Omission 0.71 3) 0.93 2) 0.00 0)
Use of H Excess 024 (D) 000 | (O 000 | (O
Monosyllabic words Mispelling .of stressed | 2.35 (10) 6.51 (14) 1.38 2)
monosyllabic words
Mispelling of po’ (e.g. | 3.76 (16) 4.65 (10) 4.14 6)
po6 or po)
Apostrophe Misuse 3.76 (16) 0.93 2) 0.69 (D
Other 32.94 (140) 33.02 (71) 40.69 (59)
Grammar
Use of tenses 24.00 (102) 15.35 (33) 12.00 (12)
Verbs Use of modes 0.00 ) 0.00 ) 0.69 @)
Subject-verb agreement | 1.88 ®) 6.51 (14) 5.52 ®)
Prepositions Misuse 1.88 ®) 3.26 7 1.38 2)
Omission or Excess 1.41 (6) 1.47 (1) 1.38 2)
Misuse 0.24 ) 0.47 (1 1.38 2)
Pronouns Omission 0.24 6)) 0.47 6)) 138 2)
Excess 0.240 @) 0.47 () 1.38 2)
Misuse of relative pro- | 0.24 [@)) 0.47 [@)) 0.69 @)
noun
Conjunctions Misuse 0.24 (D 0.47 (D) 2.38 )
Other 8.00 (34) 11.63 (25) 10.34 (16)
Lexicon
Vocabulary | Misuse of terms [494 @D [ 11.63 [ (25) [ 11.03 ] (16)
Table 3: Linguistic errors tagset and quantitative distributions in written retellings.
knowledge from a corpus (Dell’Orletta et al., Original story | Oral corpus | Written Corpus
. . mappamondo mano statua
2014). Following the assumption that the most pietra Statua hano
relevant concepts of a text have a linguistic coun- terra mappamondo | mappamondo
terpart, which is typically conveyed by single and mano rondine geografo
. . . rondine geografo rondine
multi-word nominal terms, the process of termi- Gooaral
grafo terra parco
nology extraction can be seen as the first step statua primavera primavera
to access the knowledge contained in text. We busto nido terra
thus applied the term extraction functionalities of parco ragazzo nido
o primavera giorno ragazzo
T2K? both to the original story and to the cor-
pus of children’s retellings; the latter was first dis- Table 5: Excerpt of automatically extracted

tinguished into the oral and written sub—corpora
(each one taken as a whole) and then by consider-
ing each school-grade separately for both modal-
ities. As shown by the excerpt of the output in
Table 5, there is a strict correspondence between
the ten most salient concepts characterizing the
original story and those reported by children, inde-
pendently from modality. Such findings were also
replicated when we analyzed separately the oral
and written retellings of the 2", 3™ and 4"grade
students, thus suggesting that from age seven chil-
dren have already mastered the ability to grasp,
retain and organize the main concepts of a narra-
tive text like the one here proposed. This analysis,
complemented with first data of linguistic profil-
ing, seems to imply that the effect of modality is
more relevant at the level of linguistic structure.

domain-terminology.

4 Conclusion

We presented ISACCO, a new resource for
the Italian language containing oral and written
retellings of children attending the primary school.
We showed the potentiality of NLP-based analy-
ses to inspect child language features, both with
respect to linguistic and content structure, as well
as in relation to diachronic and diamesic varia-
tions. Ongoing work is devoted to enlarge the cor-
pus, also in a longitudinal perspective, to elabo-
rate a qualitative analysis of linguistic errors by
also looking comparatively at other learner cor-
pora, and to evaluate the impact of child language
features on standard linguistic annotation tools.
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Abstract

English. In the latest years, a number
of real world applications have underlined
the need to move from Textual Entailment
(TE) pairs to TE graphs where pairs are
no more independent. Moving from sin-
gle pairs to a graph has the advantage of
providing an overall view of the issue dis-
cussed in the text, but this may lead to pos-
sible inconsistencies due to the combina-
tion of the TE pairs into a unique graph. In
this paper, we adopt argumentation theory
to support human annotators in detecting
the possible sources of inconsistencies.

Italiano. Negli ultimi anni, in svari-
ate applicazioni sta sorgendo la necessita
di passare da coppie di Textual Entail-
ment (TE) a grafi di TE, in cui le cop-
pie sono interconnesse. Il vantaggio dei
grafi di TE e di fornire una visione glob-
ale del soggetto di cui si sta discutendo nel
testo. Allo stesso tempo, questo puo gener-
are inconsistenze dovute all’integrazione
di piu coppie di TE in un unico grafo.
In questo articolo, ci basiamo sulla teo-
ria dell’argomentazione per supportare
gli annotatori nell’individuare le possibili
fonti di inconsistenze.

1 Introduction

A Textual Entailment (TE) system (Dagan et al.,
2009) automatically assigns to independent pairs
of two textual fragments either an entailment or
a contradiction relation. However, in some real
world scenarios like analyzing costumer reviews
about a service or product, these pairs cannot be
considered as independent. For instance, all the re-
views about a certain service need to be collected

serena.villata@cnrs.fr

into a single graph, to understand the overall prob-
lems/merits of the service. The combination of TE
pairs into a unique graph may generate inconsis-
tencies due to the wrong relation assignment by
the TE system, which could not have been iden-
tified if TE pairs were considered independently.
The detection of such inconsistencies is usually
left to human annotators, which later correct them.
The need of processing such graphs to support an-
notators is therefore of crucial importance, partic-
ularly when dealing with big amounts of data. Our
research question is How fo support annotators in
detecting inconsistencies in TE graphs?

The term entailment graph has been introduced
by (Berant et al., 2010) as a structure to model
entailment relations between propositional tem-
plates. Differently, in this paper we consider bipo-
lar entailment graphs (BEGs), where two kinds of
edges are considered, i.e., entailment and contra-
diction, to reason over the graph consistency.

We answer the research question by adopting
abstract argumentation theory (Dung, 1995), a
reasoning framework used to detect and solve
inconsistencies in the so-called argumentation
graphs, where nodes are called arguments, and
edges represent a conflict relation. Argumentation
semantics allows to compute consistent sets of ar-
guments, given the conflicts among them.

We define the BEGincs (BEG-Inconsistencies)
framework, which translates a BEG into an argu-
mentation graph. It then provides to the annota-
tors sets of arguments, following argumentation
semantics, that are supposed to be consistent. If
it is not the case, the TE system wrongly assigned
some relations. Moving from single pairs to an
overall graph allows for the detection of inconsis-
tencies otherwise undiscovered. BEGincs does not
identify the precise relation causing the inconsis-
tency, but providing annotators with the consistent
arguments sets, they are supported in narrowing
the causes of inconsistency.

67



2 BEGincs framework

TE is a directional relation between two textual
fragments. In various real world scenarios, these
pairs cannot be considered as independent, and
they need to be collected into a single graph. We
define therefore a new framework involving en-
tailment graphs, where pairs of textual fragments
connected by semantic relations are also part of a
graph that provides an overall view of the state-
ments’ interactions (bipolar entailment graphs).

Definition 1. A bipolar entailment graph is a tu-
ple BEG = (T, E,C) where T is a set of text
fragments, E C T x T is an entailment relation
between text fragments, and C' CT' x T' is a con-
tradiction relation between text fragments.

This opens new challenges for TE, that originally
considers the pairs as “self-contained” (i.e., the
meaning of one text has to be derived from the
meaning of the other). One challenge consists in
checking BEGs to identify possible inconsisten-
cies due to wrong relation assignments by the TE
system. Figure 1 shows the architecture of the BE-
Gincs framework to support human annotators in
detecting inconsistencies in TE graphs.
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Figure 1: The BEGincs framework architecture.

Annotators provide the dataset to be checked as
input of the BEGincs framework, which consists
of two main modules: (/) a TE module, takes as
input the dataset of text fragments, and returns the
pairs annotated with the entailment or contradic-
tion relations; and (2) a BEG-AF Inconsistencies
Detection module, which translates the received
BEGs into an argumentation framework such that
argumentation semantics can be applied to retrieve
consistent sets of arguments. The BEGincs frame-
work returns through a user interface the starting
BEGs highlighted with the consistent sets of text
fragments. Checking them, annotators are able to
detect errors in the annotation produced by the TE
module (they will find inconsistent arguments in
the returned sets), and correct the erroneous pairs.
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2.1 Argumentation theory

An abstract argumentation framework
(AF) (Dung, 1995) represents conflicts among
elements called arguments. It is based on a
binary attack relation among them, whose role
is determined only by their relation with the
other arguments. An AF encodes, through the
attack relation, the existing conflicts within a set
of arguments. It identifies then the conflict out-
comes, i.e. which arguments should be accepted
(“they survive the conflict”) and which arguments
should be rejected, according to some reason-
able criterion. (Dung, 1995) presents several
acceptability semantics that produce zero, one,
or several consistent sets of accepted arguments.
Such set of accepted arguments does not contain
an argument conflicting with another argument in
the set (conflict free). Following from this notion,
an admissible set of arguments is required to be
both internally coherent (conflict-free) and able
to defend its elements. In BEGincs, we adopt
admissibility based semantics. Roughly, an argu-
ment is accepted if all the arguments attacking it
are rejected, and it is rejected if there is at least
an argument attacking it which is accepted. The
sets of accepted arguments computed using an
acceptability semantics are called extensions, and
the addition of another argument from outside the
set will make it inconsistent.

2.2 Inconsistencies detection

To reuse abstract argumentation results and se-
mantics for inconsistencies detection, we need to
represent both the entailment and the contradiction
relations of the bipolar entailment graph under the
form of attacks between abstract arguments in an
argumentation graph (Definition 2).

Definition 2. A BEG-based argumentation frame-
work is a tuple (A, =, <) where A is a set of text
fragments called arguments, = is a binary entail-
ment relation on A (= C A X A), and < is a
binary contradiction relation on A (< C A x A).
The set of arguments is {a,b, ... € A}.

BEG-AFs’ consistent sets of arguments contain
the text fragments that do not conflict with other
fragments in the set (they are coherent). BEGincs
uses the consistent sets of arguments computed
following admissibility based argumentation se-
mantics to support annotators in detecting incon-
sistencies. We need then to define the semantics
of the entailment and contradiction relations in the



BEG-based argumentation framework (i.e. the be-
havior these relations have to satisfy in terms of
conflict, since the only relation between arguments
in abstract argumentation is the conflict relation).

Example 1.

TI: Natural gas vehicles run on natural gas,
so emit significant amounts of greenhouse gases
into the atmosphere, albeit smaller amounts than
gasoline-fueled cars. To combat global warming,
we should be focusing our energies and invest-
ments solely on 0-emission electric vehicles.

H: On the surface, natural gas cars seem alright,
but the topic becomes a bit different when they are
competing against zero emission alternatives (e.g.
electric cars).

In Example 1, the text (7'1) entails the hypoth-
esis (H), i.e., T1 = H. Entailment is a direc-
tional relation (Dagan et al., 2009), that holds if
the meaning of H can be inferred from the mean-
ing of T, as interpreted by a typical language
user. In the pair, T is more specific than H (i.e.,
the more specific argument entails the more gen-
eral one). In the argumentation setting, we have
to reason over this feature to identify which con-
straints it poses in terms of conflicts among the
text fragments. In particular, the following con-
straints emerge from the entailment relation: as-
suming T entails H holds, then (i) if there is a
text fragment 77 which contradicts H (negative
TE) then T; contradicts also T' (I'" = 17 does
not entail 4 = T'), and (ii) if there is a text frag-
ment 15 which contradicts 7" then T does not nec-
essary contradict H too. These two constraints
hold when a TE pair is inserted into an entailment
graph. As a consequence, from the arguments’
acceptance viewpoint: given that " = H, every
time argument H is rejected, argument 7' is re-
jected too. We model the entailment relation such
that, given that 7" entails H, 7' is accepted only if
H is accepted too (Definit. 3L

Definition 3. Given a BEG-based argumentation
framework (A,=-, <), a translated BEG-based
argumentation framework (BEG-AF) is a tuple
(A,—>) such that the set of arguments A is
{a,b,... € Ay U{Xop,Yap, Eap | a,b € A},
where Xy, Yy, are the dummy arguments corre-
sponding to the contradiction relation and Eg, is
the dummy argument corresponding to the entail-
ment relation, and — is a binary conflict relation

'See (Cabrio and Villata, 2013) for a comparison of the
entailment wrt the support relation (Boella et al., 2010).

over A such that: b — Eq, — a iff a = b.

We have now to define the semantics of the con-
tradiction relation (i.e., negative TE) in BEGs, see
Example 2. (Marneffe et al., 2008) claims that
contradiction occurs when two sentences i) are ex-
tremely unlikely to be true simultaneously, and ii)
involve the same event. Starting from these con-
siderations, the following constraint holds for the
contradiction pairs: 7" and H conflict with each
other (i.e. it is not possible to have both in a co-
herent and consistent set of arguments).

Example 2.

T2: Natural gas is the cleanest transportation fuel
available today. If we want to immediately begin
the process of significantly reducing greenhouse
gas emissions, natural gas can help now. Other
alternatives cannot be pursued as quickly.

H: On the surface, natural gas cars seem alright,
but the topic becomes a bit different when they are
competing against zero emission alternatives (e.g.
electric cars).

Definition 4 models contradiction in BEG-AFs.
The attack in (Dung, 1995) is directed from an ar-
gument to another argument while our contradic-
tion leads to a cycle of attacks.

Definition 4. Given a BEG-based argumenta-
tion framework (A, =, <), a BEG-AF is a tuple
(A, —) such that A is the set of arguments, and
——> is a binary conflict relation over A such that:
ar— Xgp+—Yep —> b, and
br— Xpo+——Ypqr—a, iffa b

Figure 2 summarizes the translation procedure,
which is the core of our framework. We start with
a BEG consisting of three text fragments (i.e., ar-
guments A, B, C) from Ex. 1 and 2, where T1 is
A, T2is B, and His C. The BEG is then translated
into a BEG-AF where dummy arguments are in-
troduced to express the semantics of the relations
of entailment and contradiction, e.g., dummy ar-
gument /4 ¢ represents the relation A entails C in
the BEG-AF. The only relation allowed in a BEG-
AF is the conflict relation —. Therefore we have
that a BEG-AF is a standard abstract AF, and we
can apply admissibility based argumentation se-
mantics to retrieve consistent sets of arguments.
Acceptability semantics return the extension of the
BEG-AF (i.e., the black nodes in Fig. 2), where ar-
guments C', A are accepted, and dummy arguments
are filtered out from the set of accepted ones.

We prove now that our BEG-AF actually satis-
fies the semantics of the entailment relation.
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Figure 2: Translation from a BEG to a BEG-AF.

Proposition 1 (Semantics of entailment). Given a
BEG-AF, if it holds that T' = H and text fragment
T is accepted, then fragment H is accepted too.

Proof. We prove the contrapositive. If it holds that
T = H and text fragment H is not accepted,
then text fragment 7" is not accepted. Assume that
T = H and assume that argument H is not ac-
cepted, then dummy argument E7 p is accepted.
Consequently, 7" is not accepted, i.e., rejected. [

We need to add two nodes, i.e., dummy argu-
ments X, and Y, ;, to represent a contradiction
while we only need one node, i.e., dummy argu-
ment F, p, to represent entailment, since preserv-
ing the semantics of a contradiction holding be-
tween two text fragments means that the two text
fragments cannot be together in a consistent set
of arguments. To avoid the two being both ac-
cepted, we need to introduce two dummy argu-
ments so that: a (accepted) — X, (rejected),
Xop — Y, (accepted), and Y,;, —— b (re-
jected). In this way, if a is accepted then b is re-
jected, and viceversa. A unique dummy argument
between a and b would not ensure such behavior.

Existing works combine NLP and argumenta-
tion theory, e.g. (Chesfievar and Maguitman, 2004;
Carenini and Moore, 2006; Wyner and van Engers,
2010; Feng and Hirst, 2011) with different pur-
poses. However, only our previous work (Cabrio
and Villata, 2012) combines TE with AF, but here
our goal is to introduce a framework for inconsis-
tencies detection in TE annotations.

3 Experimental setting

Data set. We added 60 pairs to the Debatepedia
dataset > (extracted from a sample of Debatepedia®
debates (Cabrio and Villata, 2012)), resulting in
160 pairs as training set, and 100 pairs as test set
(balanced wrt to entailment/contradiction).

>The only available dataset of T-H pairs combined into
bipolar entailment graphs.
*http://idebate.org/
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Evaluation. First step: we assess the perfor-
mances of the TE system to correctly assign the
TE relations to the pairs of arguments in the
dataset. Second step: we evaluate how much such
performances impact on the flattening of the BEG-
AF, i.e., how much a wrong assignment of a rela-
tion to a pair of arguments is propagated in the AF.
It is actually to detect such wrong assignments that
the BEGincs framework has been conceived.

To recognize TE, we tested several algorithms
from the EOP*, i.e. BIUTEE (Stern and Da-
gan, 2011), TIE> and EDITS (Kouylekov and Ne-
gri, 2010). BIUTEE obtained the best results
on Debatepedia (configuration exploiting all avail-
able knowledge resources): Acc:0.71, Rec:0.94,
Pr:0.66, F-meas:0.78. As baseline we use a
token-based version of the Levenshtein distance
algorithm, i.e. EditDistanceEDA in the EOP
(Acc:0.58, Rec:0.61, Pr:0.59, F-meas:0.59).

Then, we consider the impact of the best TE
configuration on the arguments acceptability. We
use admissibility-based semantics to identify the
accepted arguments both on i) the goldstandard
entailment graphs of Debatepedia topics, and
ii) on the graphs generated using the relations
assigned by BIUTEE. On the 10 Debatepedia
graphs, BEGincs avg pr:0.68, avg rec:0.91, F-
meas:0.77. BIUTEE mistakes in relation assign-
ment propagate in the AF, but results are promis-
ing. The incons. detection module takes ~1 sec.
to analyze a BEG of 100 nodes and 150 relations.

4 Concluding remarks

We have presented BEGincs, a new formal frame-
work that, translating a BEG into an argumenta-
tion graph, returns inconsistent set of arguments,
if a wrong relation assignment by the TE system
occurred. These inconsistent arguments sets are
then used by annotators to detect the presence of
a wrong assignment, and if so, to narrow the set
of possibly erroneous relations. If no mistakes are
produced in relation assignment, by definition BE-
Gincs semantics return consistent arguments sets.

Assuming that in several real world scenarios
TE pairs are interconnected, we ask to the NLP
community to contribute in the effort of building
suitable resources. In BEGincs, we plan to verify
and ensure transitivity of BEGs.

*http://bit.ly/ExcitementOpenPlatform
5http ://bit.ly/MaxEntClassificationEDA
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Abstract

English. Analyzing the sentiment ex-
pressed by short messages available in So-
cial Media is challenging as the infor-
mation when considering an instance is
scarce. A fundamental role is played by
Contextual information that is available
when interpreting a message. In this paper,
a Graph-based method is applied: a graph
is built containing the contextual informa-
tion needed to model complex interactions
between messages. A Label Propagation
algorithm is adopted to spread polarity in-
formation from known polarized nodes to
the others.

Italiano. Uno dei principali problemi
nella analisi delle opinioni nei Social
Media riguarda la quantitd di infor-
mazione utile che un singolo messaggio
puo fornire. Il contesto di un messag-
gio costituisce un insieme di informazioni
utile ad ovviare questo problema per la
classificazione della polaritd. In questo
articolo proponiamo di rappresentare le
interazioni tra i messaggi in grafi che sono
poi utilizzati in algoritmi di Label Propa-
gation per diffondere la polaritd tra i nodi.

1 Introduction

Sentiment Analysis (SA) (Pang and Lee, 2008)
faces the problem of deciding whether a text ex-
presses a sentiment, e.g. positivity or negativity.
Social Media are observed to measure the senti-
ment expressed in the Web about products, compa-
nies or politicians. The interest in the analysis of
tweets led to the definition of highly participated
challenges, e.g. (Rosenthal et al., 2014) or (Basile
et al., 2014). Machine Learning (ML) approaches
are often adopted to classify the sentiment (Pang
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et al., 2002; Castellucci et al., 2014; Kiritchenko
et al., 2014), where specific representations and
hand-coded resources (Stone et al., 1966; Wilson
et al., 2005; Esuli and Sebastiani, 2006) are used
to train some classifier. As tweets are very short,
the amount of available information for ML ap-
proaches is in general not sufficient for a robust
decision. A valid strategy (Vanzo et al., 2014bj;
Vanzo et al., 2014a) exploits Contextual informa-
tion, e.g. the reply-to chain, to support a robust
sentiment recognition in online discussions.

In this paper, we foster the idea that Twitter
messages belong to a network where complex in-
teractions between messages are available. As
suggested in (Speriosu et al., 2011), tweets can be
represented in graph structures, along with words,
hashtags or users. A Label Propagation algorithm
(Zhu and Ghahramani, 2002; Talukdar and Cram-
mer, 2009) can be adopted to propagate (possibly
noisy) sentiment labels within the graph. In (Spe-
riosu et al., 2011), it has been shown that such ap-
proach can support SA by determining how mes-
sages, words, hashtags and users influence each
other. The definition of the graph is fundamen-
tal for the resulting inference, e.g. when mixing
messages about different topics, sentiment detec-
tion can be difficult. We take inspiration from
the contexts defined in (Vanzo et al., 2014b). In
(Speriosu et al., 2011) no explicit relation between
messages is considered. We, instead, build a graph
where messages in the same context are linked
each other and to the words appearing in them.
Moreover, we inject prior polarity of words as
available in a polarity lexicon (Castellucci et al.,
2015). Experiments are carried out over a sub-
set of the Evalita 2014 Sentipolc (Basile et al.,
2014) dataset, showing improvements in the po-
larity classification with respect to not using net-
worked information.

In the remaining, Section 2 presents our graph-
based approach. In Section 3 we evaluate the pro-



posed method with respect to a dataset in Italian
and we derive the conclusions in Section 4.

2 Sentiment Analysis through Label
Propagation over Contextual Graphs

Twitter messages are not created in isolation, but
they live in conversations (Vanzo et al., 2014b;
Vanzo et al., 2014a). Graph based methods (Zhu
and Ghahramani, 2002; Talukdar and Crammer,
2009) provide a natural way to represent tweets in
a graph structure in order to exploit relationships
between messages to support the SA task.

2.1 Label Propagation Algorithms

In a classification task, given a graph representing
a set of objects whose classes are known (labeled
seeds) and a set of unlabeled objects, Label Prop-
agation (LP) algorithms spread the label distribu-
tion by exploiting the underlying graph. Labels
are spread over a graph G = (V, E, W), where V
is a set of m nodes, E is a set of edges and W is an
n X n matrix of weights, i.e. w;; is the weight of
the edge between nodes ¢ and j.

The Modified Adsorption (MAD) algorithm
(Talukdar and Crammer, 2009) is a particular LP
algorithm where the spreading of label distribu-
tions provides the labeling of all the nodes in the
graph, possibly re-labeling also the seeded ones
in order to improve robustness against outliers.
MAD is defined starting from the Adsorption al-
gorithm (Baluja et al., 2008), where the labeling
of all the nodes in a graph is modeled as a con-
trolled random walk. Three actions drive this ran-
dom walk: inject a seeded node with its seed
label; cont inue the walk from the current node
to a neighbor; abandon the walk. These actions
are modeled in the MAD algorithm through a min-
imization problem whose objective function is:

—
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where S, L and R are matrices whose role is
to model respectively the relationships between a
node and its prior labels, the relationships between
two similar nodes and the regularization imposed
to the labeling of nodes'. The objective function
aims at imposing the following constraints to the

I'The three hyper-parameters ju1, ji2 and p3 are used to
control the importance of each of these terms.

labeling process with these three terms: the algo-
rithm should assign to a labeled vertex [ a distribu-

tion Y} w.r.t. the target classes that is close to the
a-priori distribution (57}); moreover, if two nodes
are close according to the graph, then their label-
ing should be similar. Finally, the third term is a
regularization factor. More details about MAD are
reported in (Talukdar and Crammer, 2009).

In our approach, the MAD algorithm is applied
to a graph where each node is labeled with a dis-
tribution over some polarity classes”. We assume
that a subset of the messages have been annotated,
and they are used to train a classifier f that ignore
the graph structure. The function f is then used
to label the remaining messages so that the MAD
algorithm is used to determine the final polarities
based on the graph structure.

2.2 Contextual Graph: a definition

In order to generalize the contextual models pro-
posed in (Vanzo et al., 2014b), we build a Con-
textual Graph G of messages as following. Given
a message t; we consider its context C'(¢;) as the
list of [ preceding messages t;_1,%j_2,...,tj_y.
The context can be defined as the reply-to chain
of messages (conversation context) or the tem-
porally preceding messages sharing at least one
hashtag (hashtag context). The contextual graph
G is then built by considering pairs of messages
(to,tn) in a context, i.e. t,,t, € C(t;). These
are linked with an edge whose weight w;_ ¢, is
computed through a function that depends from
the distance between ¢, and ¢,,. In particular, we
choose wy, ¢, = e~ o=l where A controls the in-
fluence of messages at different distances. These
weighted edges are meant to capture the interac-
tion between close messages in the context. We
augment the set of vertices V' with nodes repre-
senting the words appearing in messages. In par-
ticular, given r1, 73, ..., as the words compos-
ing t,, we add k nodes to V, each representing a
word r;. Each word node is connected to its mes-
sage and the weight wy, ,, is computed through
the o (t,,r;) function’. Word nodes are intended
to make the graph connected: without them the
graph would be composed by many disconnected
sub-graphs, i.e. one per context. Moreover, the

%If a node cannot be initialized with any method, the dis-
tribution is initialized with a value of 1/c, where ¢ is the num-
ber of classes.

3In the experiments reported below, a boolean function is
adopted, i.e. o(to,7;) = 1if r; belongs to t,.
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more words two messages share, the more they
are conveying a similar message. Finally, we de-
fine the set of seed nodes as a subset of V' that
are associated to prior labels. As discussed in
the next section, these can be either messages or
words: the former are seeded through noisy labels
computed from a classification function f; the lat-
ter are seeded through label distributions derived
from a polarity lexicon.

3 Experimental Evaluation

In order to evaluate the Contextual Graph and
the MAD algorithm, we adopted a subset of
the Evalita 2014 Sentipolc dataset (Basile et
al., 2014). It consists of short messages anno-
tated with the subjectivity, polarity and
irony classes. We selected those messages an-
notated with polarity and that were not expressing
any ironic content to focus our investigations on
less ambiguous messages. Thus, the datasets used
for our evaluations consist of a training set 7'r of
2,449 messages and a testing set T's of 1,129 mes-
sages.

Dataset w/ conv w/ hashtag w/ both
Tr 349(14,27%) | 987(40.36%) | 80(3.27%)
Ts 169(14.98%) | 468(41.48%) | 47(4.16%)

Table 1: Dataset statistics w.r.t. contexts.

As in (Vanzo et al., 2014b), we downloaded the
conversation and hashtag contexts that were avail-
able at the time of downloading*. In Table 1 the
number of messages involved in the different con-
texts are shown. In the experiments, messages are
classified with respect to the positive, negative and
neutral polarity classes. The message distribution
with respect to these classes is shown in Table 2.

Dataset | positive | negative | neutral
Tr 761 973 715
Ts 365 464 300

Table 2: Dataset statistics w.r.t. polarities.

3.1 Graph Construction

In the Contextual Graph, vertices represent mes-
sages and auxiliary information, such as words. In
the LP algorithm each vertex can become a seed,
i.e. a distribution w.r.t. the polarity classes can
be assigned to it. We first investigate a configura-
tion in which only messages are seeded. Experi-
ments are carried out on three types of Contextual

*Results are not directly comparable to other systems par-

ticipating to the Evalita 2014 challenge as some message was
not more available in Twitter.
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Graphs. In the first experiment a graph is built
by considering contexts where messages are in a
reply-to relationship, namely conversation graph.
A second experiment considers instead the hash-
tag contexts, where messages share at least one
hashtag. A third experiment considers both con-
versation and hashtag contexts in the same graph
representation. In these configurations, vertices
representing words are added to the graph but they
are not “seeded” (i.e. they are considered as un-
labeled nodes). In the fourth experiment, the last
graph is enriched by electing as seeds also words
whose sentiment polarity is known a-priori, e.g.
derived by a polarity lexicon. In the following,
we describe how to associate polarity distributions
both to messages and words.

Message seeding. A classification function f that
feeds the label distributions for messages is de-
rived by a supervised learning process. In par-
ticular, we consider the training set 7' described
above, and we acquire a Support Vector Machine
multi-classifier in a One-Vs-All schema for the
positive, negative and neutral polarity classes as
in (Castellucci et al., 2014). Two types of fea-
tures are adopted: the first is a boolean Bag-
of-Words (BOW) feature set. The second is a
Wordspace (WS) feature set derived from vector
representations of the words in a message, ob-
tained through a neural word embedding (Mikolov
et al., 2013). We acquired the embedding from
a corpus of 10 million tweets downloaded during
the first months of 2015. A skip-gram model is ac-
quired through the word2vec? tool and deriving®
250-dimensional vectors for about 99,410 words.
The WS feature set for a message ¢; is obtained by
considering the linear combination of word vec-
tors that appear in ¢;. The SVM classifier realizes
the function f that assign the initial label distribu-
tion, reflecting the classifier confidence in assign-
ing a polarity to each message, i.e. belonging to
both train and test datasets, as well as belonging
to contexts.

Words seeding. Seeds words are also considered
when building the Contextual Graph. In partic-
ular, we adopt the Distributional Polarity Lexi-
con (DPL) (Castellucci et al., 2015) that associates
each word to the prior information about the pos-
itivity, negativity and neutrality. The lexicon is
built as follows: a classifier d is acquired from

https://code.google.com/p/word2vec/

bword2vec settings are: min-count=50, window=5,
iter=10 and negative=10.



a dataset of generic messages gathered by Twit-
ter considering the occurrence of noisy labels, i.e.
emoticons expressing positivity, negativity or neu-
trality. In a nutshell, given the properties of the
vector space WS, we project sentences and words
in the same space, in order to transfer the polar-
ity from sentences to words via the classifier d and
obtaining the polarity scores of the DPL. The pos-
itivity and negativity scores of a word in DPL are
used as seed distribution in the MAD algorithm.

3.2 Experimental Results

A first measure is given by the SVM classifier that
is used to assign a polarity distribution to seeds be-
longing to the test dataset. We measure the mean
between the F1 scores of the positive and nega-
tive classes (F1-Pn), and the mean between the F1
scores of all the three classes (F1-Pnn). Different
feature representations are exploited in the SVM
evaluation, as pointed out in Table 3.

Features F1-Pn | F1-Pnn
BOW 0.630 0.583
BOW+WS | 0.688 0.636

Table 3: SVM results (w/o contexts).

When adopting also the WS features, the per-
formance increases in both the performance mea-
sures, with respect to the setting where only BOW
features are considered.

Ctx size | F1-Pn | F1-Pnn
3 0.693 0.633
6 0.695 0.634
ALL 0.695 0.637

Table 4: MAD on conversation context.

Ctx size | F1-Pn | F1-Pnn
3 0.696 0.635
0.697 0.635
16 0.698 0.634
31 0.701 0.634

Table 5: MAD on hashtag context.

In Tables 4 and 5 the MAD algorithm results’
are reported w.r.t. the Conversation and Hash-
tag contexts, as well to different context sizes,
e.g. at size 3 we consider a maximum of 2 mes-
sages preceding a target one. The MAD algorithm
is able to consistently increase the F1-Pn perfor-
mance measure, while it is equally performing in
the F1-Pnn. When adopting the Hashtag context,
performances are higher w.r.t. the Conversation

the A value and the MAD hyper-parameters fi1, jiz, ji3
have been tuned on a validation set in each experiment.

context setting. This is probably due to the fact
the only 15% of the messages belong to a reply-to
chain, while about 40% of the message belong to a
Hashtag context. Moreover, Hashtag contexts re-
fer to more coherent sets of messages. It makes the
LP algorithm better exploit the graph by assigning
similar labeling to nodes in the Hashtag context.
In Table 6 we applied the MAD algorithm over a
graph built considering both contexts: in this sce-
nario, we tuned and adopted two distinct A values,
i.e. A\c and \j, respectively when weighting mes-
sages in conversation and hashtag contexts. Again,
the contribution of the contextual information is
measured through an increment of both the per-
formance measures. Moreover, the contribution of
the two contexts allows to further push the perfor-
mances up, confirming the need of additional in-
formation when dealing with such short messages.

Message seeding +DPL
Ctx Size | F1-Pn | F1-Pnn || F1-Pn | F1-Pnn
3 0.697 0.635 0.703 0.636
0.700 0.637 0.705 0.638
16 0.702 0.638 0.719 0.648
31 0.708 0.640 0.708 0.638

Table 6: MAD on both contexts.

Finally, we injected seed distributions over
words through the Distributional Polarity Lexicon
(DPL). The lexicon allows injecting a-priori seed
on the words in the Contextual Graph, resulting in
higher performances w.r.t. the case without DPL.

4 Conclusion

In this paper, the Contextual Graph is defined as
a structure where messages can influence each
other by considering both intra-context and extra-
context links: the former are links between mes-
sages, while the latter serves to link messages in
different contexts through shared words. The ap-
plication of a Label Propagation algorithm con-
firms the positive impact of contextual information
in the Sentiment Analysis task over Social Media.
We successfully injected prior polarity informa-
tion of words in the graph, obtaining further im-
provements. This is our first investigation in graph
approaches for SA: we only adopted the MAD
algorithm, while other algorithms have been de-
fined, since (Zhu and Ghahramani, 2002) and they
will be investigated in future works. Moreover,
other contextual information could be adopted. Fi-
nally, other datasets should be considered, proving
the effectiveness of the proposed method that does
not strictly depend on the language of messages.
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Abstract

English. In this paper we present an unsu-
pervised, graph-based approach for Word
Sense Discrimination. Given a set of text
sentences, a word co-occurrence graph
is derived and a distance based on Jac-
card index is defined on it; subsequently,
the new distance is used to cluster the
neighbour nodes of ambiguous terms us-
ing the concept of “gangplanks” as edges
that separate denser regions (“islands”) in
the graph. The proposed approach has
been evaluated on a real data set, show-
ing promising performance in Word Sense
Discrimination.

Italiano. L’obiettivo di questo articolo ¢
descrivere un approccio di clustering non
supervisionato e basato su grafi per in-
dividuare e discriminare i differenti sensi
che un termine puo assumere all’interno di
un testo. Partendo da un grafo di cooccor-
renze, vi definiamo una distanza fra nodi
e applichiamo un algoritmo basato sulle
“passerelle”, cioé archi che separano re-
gioni dense (“isole”) all’interno del grafo.
Discutiamo i risultati ottenuti su un in-
sieme di dati composto da tweet.

1 Introduction

Word Sense Disambiguation is a challenging re-
search task in Computational Linguistics and Nat-
ural Language Processing. The main reasons be-
hind the difficulties of this task are ambiguity
and arbitrariness of human language: just de-
pending on its context, the same term can as-
sume different interpretations, or senses, in an
unpredictable manner. In the last decade, three
main research directions have been investigated
(Navigli, 2009; Navigli, 2012): 1) supervised

(Zhong and Ng, 2010; Mihalcea and Faruque,
2004), 2) knowledge-based (Navigli and Ponzetto,
2012; Schmitz et al., 2012) and 3) unsupervised
Word Sense Disambiguation (Dorow and Wid-
dows, 2003; Véronis, 2004), where the last ap-
proach is better defined as “induction” or “dis-
crimination”. In this paper we focus on the auto-
matic discovery of senses from raw text, by pur-
suing an unsupervised Word Sense Discrimina-
tion paradigm. We are interested in the devel-
opment of a method that can be generally inde-
pendent from the register or the linguistic well-
formedness of a text document, and, given an ade-
quate pre-processing step, from language. Among
the many unsupervised research directions, i.e.
context clustering (Schiitze, 1998), word cluster-
ing (Lin, 1998), probabilistic clustering (Brody
and Lapata, 2009) and co-occurrence graph clus-
tering (Widdows and Dorow, 2002) , we commit-
ted to the last one, based on the assumption that
word co-occurrence graphs can reveal local struc-
tural properties tied to the different senses a word
might assume in different contexts.

Given a global word co-occurrence graph, the
main goal is to exploit the subgraph induced by the
neighbourhood of the word to be disambiguated (a
“word cloud”). There, we define separator edges
(“gangplanks”) and use them as the means to clus-
ter the word cloud: the fundamental assumption is
that, in the end, every cluster will correspond to a
different sense of the word.

The paper is organized as follows. In section 2
we explain how we build our co-occurrence graph
and word clouds by means of a weighted Jaccard
distance. In section 3 we describe the gangplank
algorithm. In section 4 we present the algorithm’s
results on our data set and their evaluation. In sec-
tion 5 we give a brief overview on related work
and section 6 presents some short conclusions.
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2 Building the word graphs

Given a set of sentences, we derive a global co-
occurrence word graph. It is a weighted, undi-
rected graph where each node corresponds to a
word (token) and there is an edge between two
nodes if and only if the corresponding words co-
occur in the same sentence. Edge weights are
the respective frequencies of such co-occurrences.
It has been shown (i Cancho and Solé, 2001)
that a word graph like this tends to behave like
a small-world, scale-free graph (Watts and Stro-
gatz, 1998). In short, the graph is very cohesive
and its cohesion hinges on few nodes from which
nearly every other node can be reached. A simi-
lar structure can be quite difficult to handle for our
purposes, since on the one hand the largest part of
the graph tends to behave as a single, inextricable
unit, and on the other hand the graph collapses in
a myriad connected components if the hub nodes
are removed: we are interested in a clustering be-
tween the two extremes. To mitigate this problem,
a word filtering step is performed. Stopwords and
irrelevant word classes (based on part-of-speech
tagging), as e.g. adverbs and adjectives, are re-
moved. Only nouns and verbs are retained.

2.1 A weighted Jaccard distance

Given the previously outlined word graph, we in-
troduce a graph-based distance between nodes de-
rived from Jaccard index that will be enclosed in
our clustering algorithm. Given a graph G, each
neighbourhood of a node w in G is treated as a
multiset', where its elements correspond to the
neighbour nodes of w and their multiplicity is the
weight of the edge that connects them to w, i.e. the
number of times they co-occur with w. We have
defined the “automultiplicity” of w in this multi-
set as the greatest weight between all such edges.
Given two multisets A and B, now we can define
the weighted Jaccard distance as

B |AN B
|[AU B|’

where the intersection is the multiset with the least
multiplicity for each element of both (possibly 0,
so not counting it) and the union is the multiset
with the greatest multiplicity for each element of
both. The cardinality of a multiset is the sum of

' A multiset is a set where an element can recur more than
once, and can be defined as a set of couples of the type (ele-
ment, multiplicity) (Aigner, 2012).
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all the multiplicities of its elements. The weighted
Jaccard distance provides a measure of how much
the contexts of two words overlap, taking into ac-
count the importance of each context by means of
the weights. A distance of 1 means that contexts
do not overlap, and on the contrary a distance of
0 implies a complete overlap. The weighted Jac-
card distance can of course be expanded to neigh-
bourhoods of depth greater than 1: for increas-
ing depths, we would take into account contexts
of neighbour words, contexts of contexts, and so
on. This means that the greater the depth, the less
significant the Jaccard distance becomes. It can
be shown that, for depth d, any two elements have
Jaccard distance (strictly) less than 1 if and only
if the shortest path connecting them consists of at
most 2d edges. This lemma will be used in the
next section.

2.2 Word clouds

Given a word w of interest, we extract from G
the subgraph G, induced by the open neighbour-
hood? of w, originating a “word cloud”. We
again perform word filtering and remove redun-
dant words, this time using principal component
analysis, retaining just words that contribute the
most to the first, most important component, and
considering the corresponding subgraph of G,
(we will denote it by the same notation).

On it, we can define a local weighted Jaccard
distance, as explained before. This allows us the
transition from the word (sub)graph to a word met-
ric space. From the metric space we build again a
weighted, undirected “distance graph” D,,,, where
two nodes are connected by an edge if and only if
their weighted Jaccard distance is strictly less than
1, and weights are the distances between words.
As noted at the end of section 2.1, this operation
practically coincides with the expansion of G,
where we add edges between nodes that are 2 steps
away from each other and reassign a weight corre-
sponding to distance to each edge.

3 The gangplank clustering algorithm

3.1 The algorithm

Our objective is a clustering of D,, that max-
imizes intra-cluster connections and minimizes
inter-cluster connections. As explained in Section
2, our assumption is that clusters of a word cloud

*In our case, we consider neighbourhoods of degree 1.



will define different senses, implicitly identified
with the clusters themselves.

Our approach focuses on edges. We define an
edge e in D,, connecting two nodes u and v to be
a gangplank if its weight is strictly greater than the
mean of the weights of the edges departing from
both its ends u and v: if this happens, then edge
e is keeping distant the two local graph’s “halves”
it connects (the neighbourhood of u excluding v
and viceversa). In other words, the two aforemen-
tioned halves on both sides of e, seen as different
subgraphs of D,,, are on their own more tightly
connected regions than the subgraph induced by
the union of u’s and v’s neighbourhoods (and thus
including e) would be. To each node v we can
assign the number g(v) of gangplanks going out

from it; g(v) will be comprised between 0 and
(v)

dzglév) )

The smaller y(v), the more we deem v to be in the

middle of a tightly connected area, or island.

deg(v). We also define the ratio vy(v) =

Our clustering algorithm doesn’t set a pre-
determined number of clusters. It starts by rank-
ing each node v by the ratio y(v) and takes the
node with the smallest v as the seed of the first
cluster /. We start then a cycle of expansion and
reduction steps. In the expansion step, we add all
the neighbours of K to K. Then, in the reduction
step, we begin discarding from K all the nodes
whose connections are undermining the homoge-
neous nature of cluster K. More precisely, we
rank the nodes in K by the ratio v (u) = %’
where g (u) and degy (u) are defined as g(u)
and deg(u), but with respect to the subgraph of
D,, induced by K. Then, we remove from K the
node with the greatest non-zero 7y, if there is any.
Thereafter we update vy for each remaining node
in K and again remove the node with the greatest
non-zero ratio. We continue the reduction step un-
til we can no longer remove any node, and hence
no gangplanks are left in cluster /. The cluster’s
seed will never be removed. Once the reduction
step has finished, the expansion and reduction step
is repeated, this time ignoring any previously dis-
carded node. The cycle continues until no further
expansion is possible. At this point we have ob-
tained the first cluster. Now, we select the yet un-
clustered node with greatest v in D, and start a
new cycle of expansion and reduction steps for the
corresponding new cluster, and so on, until every
node has been clustered.

In the end, we’ll obtain a clustering of D,,.

However, many clusters will often consist of just
one node: these are nodes between more tightly
connected areas, which we would like to assign to
bigger clusters to avoid dispersion. To this end,
we set m,, as the minimum allowed cluster size:
my, 18 the length of the shortest (filtered) sentence
where w appears or 2, whichever is greater. This
choice of m,, is motivated by the fact that, in the
graph, every sentence forms a clique that we have
to consider as a possible cluster. All the clusters
whose size is less than m,, are post-processed and
their elements reassigned to one of the bigger clus-
ters. Again, we rank these remaining nodes by
and, starting from the node v with the smallest ra-
tio (the less “noisy” node) and going up, we assign
v to the cluster K,,, = arg ming v (v) (the clus-
ter with less relative gangplank connections to v),
until finally all nodes have been clustered. If two
or more K, are eligible, the biggest one is pre-
ferred.

A pseudo-code of the proposed gangplank clus-
tering algorithm is reported below.

Algorithm 1 Gangplank clustering algorithm

I: K={} > The set of future clusters
2: V=FEp, > The set of nodes in D,
3 s={} > Nodes to be assigned in second step
4: while V # 0 do
5: v = argmin,c, y(u)
6: K = {v} > The new, seeded cluster
7: n={} > Discarded, noisy nodes
8: N =U,ecx Np,, (u)\n > Neighbours of K
9: while N # n do

10: K=KUN

11 while Ju € K\{v} : vk (u) # 0 do

12: u = arg max, . vi (t

13: K = K\{u}

14: n=nU{u}

15: end while

16: N = UuEK NDw (U)\ﬂ

17: end while
18: if | K| > m,, then

19: K=KU{K} > Add the new cluster
20: else

21: s=sUK

22: end if

23: V=V\K > Remove clustered nodes
24: end while

25: while s # () do

26: s = argmax,.c, y()

27: K, = argmin g oy vrus(s)
28: Ks = KsU{s}

29: s =s\{s}

30: end while

31: return

> Expand the cluster

3.2 The labelling step

Once we have obtained a given number of cluster-
senses relative to the chosen term, we adopt a ma-
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No. of
senses
23

Keywords | Tagged Most common senses (> 10%)

tweets
463

blizzard snowstorm 43%, video game company
37%

CAT machines 30%, animal 24%, The
Very Hungry Caterpillar 17%, CAT com-
pany 16%

country (UK) 65%, national football team
10%, New England (USA) 10%

Harrison Ford 40%, Ford vehicles 30%,
Tom Ford (fashion designer) 25%

country 50%, national cricket team 48%
New York airport 61%, John Fitzgerald
Kennedy 33%

McDonald’s (restaurants) 38% , McDon-
ald’s (company) 31%

planet 66%, Bruno Mars 17%

Milano (Italy) 58%, A.C. Milan football
team 24%

rapper 49%, dog breed 48%

Venezia (Italy) 55%, Venice beach (Cali-
fornia) 42%

caterpillar | 467 23

england 474

ford 558

474
474

india

jfk
mcdonald | 425 47
440
594

24
41

mars
milan

440
482

pitbull
venice

Table 1: Keywords and entities.

jority voting mechanism to label each of the term’s
occurrences in the original sentences. For each
sentence where the disambiguated term appears,
we compute the Jaccard distance between the set
of the sentence’s filtered words and each cluster.
Then, we assign the term a label referring to the
nearest cluster. It is possible that not every cluster
will be assigned to a term’s occurrence; these are
“weak” clusters that are maybe either too insignif-
icant or too fine-grained.

4 Evaluation on tweets

4.1 Data and tagging

In order to evaluate the performance of the pro-
posed approach from a quantitative point of view,
a benchmark data set should be employed. How-
ever, data sets like SemEval are not ideal, since
they don’t present enough samples for each word,
therefore yielding a sparse and most often un-
weighted (i.e. all weights are equal to 1) graph.
For these reasons, we created an ad hoc data set
consisting of 5291 tweets in English, downloaded
from Twitter on a single day using eleven different
keywords; the data set is summarized in Table 1.
Keywords were chosen to be common nouns that
may possess many different senses, and were the
target of our word sense discrimination. To have
a basis for evaluation, we manually tagged key-
words occurring in the tweets, in order to create a
ground truth.

4.2 Evaluation and results

We evaluated the coherence of our clustering and
subsequent word labelling with respect to the data
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set’s “true” labels. For each keyword’s cluster-
derived labelling, we compare that label’s con-
text (i.e. all the words in the corresponding fil-
tered sentences) to all the true labels’ contexts by
means of the Jaccard distance. We then identify
the cluster-derived label with its closest true la-
bel. We end up with a mapping o going from
some of our clusters to the true labels. To mea-
sure the quality of the proposed solution, accu-
racy’s performance has been computed for each
disambiguated term, as reported in Table 2. The
global accuracy score we obtained is 62,56%. It
could be argued that accuracies are worse when-
ever the keyword is not polarized on two senses, as
is the case for caterpillar or mcdonald, with many
possible senses and no two of them covering to-
gether more than 90% of all senses. This could
happen because in this case the word cloud will be
fractured in many subunits, the gangplanks algo-
rithm will tendentially split them even more and
so surfacing labels will be sparse and somewhat
inorganic.

For confrontation, we also ran the Chinese
Whispers algorithm (Biemann, 2006), which uses
a simplified form of Markov clustering, on our
graphs, obtaining a global accuracy score of
60,1% with a mean number of just 2,27 clusters
per keyword (a behaviour mentioned in Section
2). Local scores are shown in Table 2. Accuracies
are only better when senses are strongly polarized,
e.g. for pitbull and england. In the latter case, just
one cluster is found, so the algorithm’s accuracy is
the same as the percentage of occurrences of the
main sense.

5 Related work

An approach similar to ours, at least in the ini-
tial graph construction, can be found in (Véronis,
2004). The weights we put on edges substantially
differ from his, but, most markedly, Véronis wants
to span some trees from some hub nodes in each
word cloud. In other words, Véronis’s algorithm is
more hierarchical in nature, where ours is more ag-
gregative. Similar considerations can also be made
for (Hope and Keller, 2013).

6 Conclusions

The main challenge we encountered for our word
sense discrimination algorithm was the difficulty
of handling a small-world graph. Apart from that,
we have to notice that word clustering just rep-



blizzard | caterpillar | england | ford | india | jfk | mars | mcdonald | milan | pitbull | venice
Labelling accuracy 49,9 42,0 50 87,8 | 82,7 | 67,5 | 75,5 40 53,2 | 64,5 71,0
No. of clusters 38 20 46 17 28 14 9 15 32 55 34
No. of labels 13 11 7 6 5 4 5 9 16 5 7
Chinese Whispers 43,0 43,7 65,4 80,1 | 63,1 | 61,2 | 66,4 40,7 58,2 81,1 55,0

Table 2: Local labelling accuracies for the gangplank and Chinese Whispers clustering algorithm. Accu-
racies in %. No. of labels represent how many labels effectively appear in labelled tweets.

resents the last step of a process that starts with
pre-processing and tokenization of a text, which
are both mostly of supervised nature. Our future
goals will be to investigate the relations between
text pre-processing and clustering results, and how
to render the whole process completely unsuper-
vised.
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Abstract

English. Are there correlations between
language usage in conversations on Face-
book and face to face meetings? To an-
swer this question, we collected transcrip-
tions from face to face multi-party conver-
sations between 11 participants, and re-
trieved their Facebook threads. We au-
tomatically annotated the psycholinguistic
dimensions in the two domains by means
of the LIWC dictionary, and we per-
formed correlation analysis. Results show
that some Facebook dimensions, such as
“likes” and shares, have a counterpart in
face to face communication, in particular
the number of questions and the length of
statements. The corpus we collected has
been anonymized and is available for re-
search purposes.

Italiano. Ci sono correlazioni tra l'uso del
linguaggio nelle conversazioni su Face-
book e faccia a faccia? Per rispondere a
questa domanda, abbiamo raccolto delle
trascrizioni di conversazioni di gruppo tra
11 partecipanti e campionato i loro dati
Facebook. Abbiamo annotato automatica-
mente le dimensioni psicolinguistiche per
mezzo del dizionario LIWC e abbiamo es-
tratto le correlazioni tra le due diverse
tipologie testuali. I risultati mostrano che
alcune dimensioni linguistiche di Face-
book, come i “mi piace” e il numero
di condivisioni, correlano con dimensioni
linguistiche dell’interazione faccia a fac-
cia, come il numero di domande e la
lunghezza delle frasi. Il corpus e’ stato
anonimizzato ed e’ disponibile per scopi
di ricerca.

1 Introduction and Background

In recent years we had great advancements in the
analysis of communication, in face to face meet-
ings as well as in Online Social Networks (OSN)
(Boyd and Ellison, 2007). For example, resources
for computational psycholinguistics like the Lin-
guistic Enquiry Word Count (LIWC) (Tausczik
and Pennebaker, 2010), have been applied to OSN
like Facebook and Twitter for personality recog-
nition tasks (Golbeck et al., 2011) (Schwartz et
al., 2013) (Celli and Polonio, 2013) (Quercia et
al., 2011). Interesting psychological research ana-
lyzed the motivations behind OSN usage (Gosling
et al., 2011) (Seidman, 2013) and whether user
profiles in OSN reflect acual personaliy or a self-
idealization (Back et al., 2010).

Also Conversation Analysis (CA) of face to face
meetings, that has a long history dating back to
the *70s (Sacks et al., 1974), has taken advan-
tage of computational techniques, addressing de-
tection of consensus in business meetings (Pianesi
et al., 2007), multimodal personality recognition
(Pianesi et al., 2008) and dectection of conflicts
from speech (Kim et al., 2012).

In this paper we make a comparison of the lin-
guistic behaviour of OSN users both online and
in face to face meetings. To do so, we col-
lected Facebook data from 11 volunteer users, who
participated to an experimental setting where we
recorded face to face multiparty conversations of
their meetings. Our goal is to discover relation-
ships between a rich set of psycholinguistic di-
mensions (Tausczik and Pennebaker, 2010) ex-
tracted from Facebook metadata and meeting tran-
scriptions. Our contributions to the research in the
fields on Conversation Analysis and Social Net-
work Analysis are: the release of a corpus of
speech transcriptions aligned to Facebook data in
Italian and the analysis of correlations between
psycholinguistic dimensions in the two settings.
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The paper is structured as follows: in section
2 we describe the corpora and the data collection,
in section 3 we explain the method adopted and
report the results, in section 4 we draw some con-
clusions.

2 Data and Method

We collected 11 volunteer Italian native speakers,
who provided the consent to use their Facebook
metadata, and organized meeting sessions with
them to collect spoken linguistic data. The meet-
ings consist in sessions of one hour, where partici-
pants, 6 in the first session and 5 in the second one,
performed free multi-party conversations. Groups
were balanced by gender and aged between 18 and
50 years. There were no restrictions, predefined
task or topic to elicitate speech. In order to pre-
vent biases in the interactions we put in the groups
persons who do not know each other.

We recorded and manually transcribed a cor-
pus of spoken conversations from the meeting
sessions, splitting utterances by turns where a
speaker ends its speech or is interrupted by another
speaker. Then we annotated each utterance with
dialogue act (DA) labels. To select DA labels we
referred to Novielli & Strapparava (Novielli and
Strapparava, 2010), who performed a dialogue act
annotation on meetings transcriptions in Italian.
We just added the label "laugh” to their label set.
The final dialogue act label set we used is reported
in Table 1. The agreement on the annotation of

label  description  example

Req  Questions what’s your name?
St Statements  Today is sunny

Op Opinions I think that..

Agr  Acceptance ok for me!

Rej Rejection no, thanks

In Opening hello!

End  Closing goodbye!

Ans  Answers My name is ..

Lau  Laughs haha

Table 1: Dialogue act label set.

dialogue act labels between 2 non-expert labelers
is k = 0.595 (Fleiss et al., 1981). This moderate
agreement score, and the feedback from the an-
notators, indicate that the task is hard due to the
presence of long and complex utterances.

We aligned the data from spoken conversations
with public data from the participants’ Facebook
profiles. Using Facebook APIs, we collected data
from 6 months before the meeting session to 1 year
later. We collected public status updates, includ-

ing text messages, links, pictures, and multime-
dia files posted and received on the participants’
walls. We distinguished between statuses posted

metadata  description

fb-friends  number of friends

fb-pics number of photos

fbo-comm  avg number of comments received
fb-likes avg number of likes received
fb-p-tot count of all P’s posts

fb-p-usr posts by P on his/her wall
fb-p-oth posts by others on P’s wall
fb-shared  posts of the P shared by others
fb-text count of textual posts
fb-media  count of non-textual posts
fb-chars average characters in posts
fb-words  average words of posts

Table 2: Description of Facebook metadata collected.

by the users and statuses posted on the users’ wall
by others. Eventually we computed the numerical
metadata reported in table 2 and we analyzed the
textual pots.

We anonymized both the transcription and the
Facebook data. The final corpus contains 2 au-
dio files (one hour each) with transcriptions (about
21000 tokens and about 1600 utterances in total;
1750 words and 133 utterances on average per par-
ticipant), and Facebook data of the participants
(about 80000 tokens, about 5800 posts including
multimedia status updates). We automatically an-
notated the textual data in the corpus with the Ital-
ian version of LIWC (Alparone et al., 2004). Do-
ing so, we annotated words with 85 psychological
dimensions, such as linguistic categories (verbs,
prepositions, future tense, past tense, swears, etc.),
psychological processes (anxiety, anger, feeling,
cognitive mechanisms, etc.), and personal con-
cerns (money, religion, leisure, TV, achievement,
home, sleep. etc.). In the next section we report
the results of the analysis of the data collected.

3 Experiments and Results

Scope From a communication analysis perspec-
tive, face to face meetings and Facebook are two
very different settings: in Facebook the commu-
nication is written, asynchronous, mediated and
with an audience that is a mix of friends and un-
known people. On the contrary in face to face
meetings the communication is oral, synchronous,
not mediated, and the audience is unknown peo-
ple. In a theory of communication (Shannon and
Weaver, 1949), illustrated in Figure 1, all those
levels are variables related to the sender, receiver
and medium. Here we restrict the scope of this
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Message

Receiver | Qut

(decodes)

Sender

{encodes) Medium

Feedback

Figure 1: Schema of communication as transmission. We
limit the scope of this work to the message level.

work to the analysis of message level, leaving to
future work the possibility to extend this analysis
to the characteristics of the media or the partici-
pants.

Experiments First of all we analyzed the topics
in Facebook and meeting transcriptions. We re-
moved the stopwords and we generated two word
clouds with the 70 most frequent words in each
dataset with 5 as minimum term frequency. We
report the word clouds in Figure 2. The com-
parison of the two clouds reveal that participants

meetmgs

beh bello bologna

comunqueCOSG erc

msomma
neve Ok praticamente
qua qualcosa realta
a senso SO stc

tipo

Facebook
allora amici andare andres
caro
consolazione
-ro domani
foto

carta cielc
>penaghen COSE
dormire

parole
presto qualcosa -agione

rimini - Seraso sole
stasera ... STO vedere vero

far

Figure 2: Word clouds of the 70 most frequent words in
meeting transcriptions and Facebook data
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to the experiments in Facebook discussed and
planned actions (“dormire”, “andare’) places (“ri-
mini”, “copenhagen’) and times (“sera”, stasera”,
“domani”) while in meetings they told and dis-
cussed mainly about places (“bologna’, “rimini”
and people (“tipo”, “gente”).

In order to discover relationships between psy-
cholinguistic dimensions in Facebook and face to
face meetings, we labelled the texts with LIWC,
and we computed how much the psycholinguistic
dimensions correlate in the two settings. We ob-
served few, but strong, significative correlations
(for significative we mean correlations with p-
value smaller than 0.05 and correlation greater
than 0.5), reported in table 3.

Word type (LIWC-it)  corr. to both settings

Anxiety 0,510%%**
Anger 0,5807%#*
Feel 0,571 %:%*
Future -0,5327%*
Home -0,715%*
TV 0,711*
sleep 0,537%%*
swears 0,696%*

Table 3: Pearson’s Correlations between LIWC dimensions
in texts from Facebook profiles of the participants and face
to face meeting. Only dimensions significantly correlating
are reported. Significance is ***=p-value smaller than 0.001;
**=p-value smaller than 0.01; *=p-value smaller than 0.05.

The dimensions with strong correlation are re-
lated to powerful emotions, difficult to control,
like anxiety and anger, but also to the tendency
to express feelings and emotions with words.
Swears, that is the dimension with the highest
combination of correlation coefficient and signifi-
cance, is related as well to a dimension difficult to
control. Maybe less interesting for our purposes
are other dimensions with high correlations related
to the content of discourse, like “home”, “TV”,
“future” and “sleep”. We ran automatic topic mod-
eling with a Hierarchical Latent Dirichlet Alloca-
tion (Teh et al., 2006) (Blei et al., 2003) to reveal
that participants spoke about “TV” and “sleep” in
both settings, but about “home” and “future” only
in Facebook and not in face to face meetings. This
is why these values are negative.

We also compared behavioral data from Face-
book and meetings. In particular we computed
the correlations between Facebook metadata and
dialogue acts annotated in meeting transcriptions,
plus metadata from face to face meetings, namely
the average length of utterances in words and char-
acters. Results, reported in Table 4, show that



f2f-req  f2f-st f2f-op  f2f-agr f2f-rej f2f-in  f2f-end f2f-ans f2f-lau  f2f-words
fb-friends | 0,243 0,130  -0,047 -0,298 -0,080 0,166  -0,475 -0,206 -0,063 -0,156
fb-pics 0,167 -0,157 0,281 -0,198 -0,410 -0,078 -0,253 0,163 -0,185  -0,084
fb-comm | 0,439 -0,295  -0,003 0464  -0,036 -0,287 0,297 -0,525 0,173 -0,064
fb-likes 0,698* -0,379 0,308 -0,276 -0,033 0,064 0,383 -0,230  -0,143 0,079
fb-p-tot 0,533 -0,078  -0,020 0,286 -0,117  -0,147 -0,240  -0,553 0,107  -0,135
fb-p-usr 0,140 -0,176 ~ -0,297 0,230 0,174 0311  -0,475 0,094 0,066  -0,157
fb-p-oth -0,140 0,176 0,297  -0,230 -0,174 -0,311 0,475 -0,094  -0,066 0,157
fb-shared | -0,204  0,698* 0,384  -0,352 -0,060 -0,206 -0,292 -0,155 -0,272  0,619*
fb-text -0,043  -0,096 -0,142 0417 0,123  -0,336 0,427 -0,427 0,420  -0,100
fb-media | 0,043 0,096 0,142 -0417 -0,123 0336 -0,427 0427 -0,420 0,100
fb-chars 0,305 0,193 0,276  -0,042  -0,209 -0,475 0,269 -0,442  -0,161 0,309
fb-words | 0,247 0,215 0,217  -0,005 -0,166 -0,453 0,275 -0,426  -0,124 0,283

Table 4: Pearson’s correlations between metadata from Facebook and dialogue act labels from face to face meetings. *=p-

value smaller than 0.05.

there are few, but very interesting, significative
correlations. The number of likes received by the
participants on Facebook correlate positively with
a tendency to ask questions in meetings. This is
quite surprising and perhaps reveals a will to en-
gage the audience asking questions. Crucially,
other significative correlations are related to shares
generated in Facebook by the participants. In par-
ticular this is correlated with long statements in
face to face meetings. In practice, people posting
contents that are reshared online, in face to face
meetings tend to produce long statements and talk
more than the others.

4 Discussion and Conclusions

In this paper, we attempted to analyse the corre-
lations between psycholinguistic dimensions ob-
served in Facebook and face to face meetings. We
found that the type of words significantly corre-
lated to both settings are related to strong emo-
tions (anger and anxiety), We suggest that these
are linguistic dimensions difficult to control and
tend to be constant in different settings. Cru-
cially, we also found that likes received on Face-
book are correlated to the tendency to ask ques-
tions in meetings. Literature on impression for-
mation/management report that people with high
self-esteem in meetings will elicit self-esteem en-
hancing reactions from others (Hass, 1981). This
could explain the link between the tendency to ask
questions in meetings with unknown people and
the tendency to post contents that elicit likes in
Facebook. Moreover, the tendency to ask ques-
tions in spoken conversations is correlated to ob-
served emotional stability (Mairesse et al., 2007)
and that emotionally stable users in Twitter tend to
have more replies in conversations than neurotic
users (Celli and Rossi, 2012). We suggest that the

correlation we found can be partially explained by
these two privious findings.

Another very interesting finding is that the ten-
dency to be reshared on Facebook correlates to
the tendency to speak a lot in face to face meet-
ings. Again, literature about impression forma-
tion/management can explain this, because peo-
ple with high self-esteem tend to engage people
and to speak a lot, while people adopting defen-
sive strategies tend to be assertive less argumen-
tative. In linguistics it is an open debate whether
virality depends from the influence of the source
(Zaman et al., 2010) or the content of message
being shared (Guerini et al., 2011) (Suh et al.,
2010). In particular, the content that evokes high-
arousal positive (amusement) or negative (anger
or anxiety) emotions is more viral, while content
that evokes low arousal emotions (sadness) is less
viral (Berger and Milkman, 2012). Given that
the tendency to express both positive and negative
feelings and emotions in spoken conversations is
a feature of extraversion (Mairesse et al., 2007),
and that literature in psychology links the ten-
dency to speak a lot to extraversion (Gill and Ober-
lander, 2002), observed neuroticism (Mairesse et
al., 2007) and dominance (Bee et al., 2010). we
suggest that the correlation between long turns in
meetings and highly shared contents in Facebook
may be due to extraversion, dominance and high
self-esteem.

We are going to release the dataset we collected
on demand.
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Abstract

English The paper presents an analysis of
semantics and uses of emoji in digital writ-
ing, mainly through the observation of some
recent applications in translation. The pur-
pose is to discuss the hypothesis of setting up
an emoji multilingual dictionary and transla-
tor through a process of selection and as-
sessment of conventional semantic values.
Translation cases may show how images can
convey common and universal meanings, be-
yond specific peculiarities, so as they can
stand as models in the perspective of an inter-
language. The analysis will move from the
definition of "scritture brevi" (short writings)
as developed in Chiusaroli and Zanzotto
2012a 2012b, and now at
WWwWw.scritturebrevi.it.

Italiano [/ presente contributo propone
un’analisi sulla semantica e sugli usi degli
emoji nella scrittura digitale, in particolare
attraverso [’osservazione di alcune recenti
applicazioni nell’ambito della traduzione.
Scopo dell’analisi é di discutere l’ipotesi del-
la costituzione di un dizionario e traduttore
emoji multilingue, attraverso un procedimen-
to a posteriori di selezione e fissazione dei
valori semantici convenzionali. La dimensio-
ne traduttiva consente di valutare la capacita
designativa dell’immagine, oltre le specificita
delle lingue, per esprimere significati comuni
e universali, dunque tali da potersi costituire
come modelli nella prospettiva della lingua
veicolare e dell interlingua. L analisi muove-
ra dalla nozione di “scritture brevi” quale si
trova definita in Chiusaroli e Zanzotto 2012a,
2012b, e ora in www.scritturebrevi.it.

1. Introduzione

L’odierna popolarita degli emoji negli ambienti
digitali non trova adeguato riscontro in termini di
impieghi razionali, a motivo dell’alto grado di
vaghezza implicito nella figura. Nonostante le
diffuse dichiarazioni e 1 continui annunci
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sull’avvento di un nuovo idioma universale per
immagini, resta I’impraticabilita di fatto di un
simile linguaggio espressivo, evidentemente ca-
rente sul piano “strutturale”, della /langue.
L’assenza di un sistema condiviso, infatti, instau-
ra una costante condizione di ambiguita semanti-
ca che preclude I’affermazione e gli wusi
dell’auspicato codice generale,' richiamando e
riproducendo cosi il destino delle tradizioni gra-
fiche storiche, che, come ¢ noto, hanno speri-
mentato i limiti dei sistemi pittografici o avviato
la loro specializzazione linguistica.

Mentre 1’emoticon - combinazione sequenziale
di caratteri per 1’espressione facciale come :-) - si
configura sempre piu come un solido elemento
disambiguante per la comunicazione delle com-
ponenti emozionali nell’ambito della scrittura
“digitata”, utile per contrastare
I’indeterminatezza affidata alla parola in forma
scritta con 1’aggiunta del fondamentale trat-
to/richiamo prosodico, appare al contrario scar-
samente definita la semantica degli emoji, la se-
rie sempre piu ricca di simboli di tastiera che
riproducono referenti e “oggetti” del discorso
attraverso distinte forme pittografiche. Proprio il
carattere iconico, infatti, inteso ad assicurare la
comprensione oltre, o contro, le barriere lingui-
stiche specifiche, da luogo piuttosto a variabili
soluzioni di lettura del medesimo segno, con ef-
fetti sulla corretta o univoca trasmissio-
ne/comprensione del messaggio.

2. La dimensione nomenclaturista

Rispetto alle comuni pratiche d’uso, estempora-
nee e soggettive, il riferimento a un sistema lin-
guistico specifico appare come un utile ¢ idoneo
strumento di uniformazione, capace di limitare la
proliferazione incontrollata delle forme e dei
contenuti. Scopo del presente contributo ¢ di va-
lutare 1’ipotesi di una collocazione degli emoji
nella prospettiva di un codice veicolare norma-

"'Si veda il dichiarato insuccesso del pur avvincente
Emojili (http://emoj.li/), esperimento di un emoji-only
network, un social network vincolato alla comunica-
zione esclusiva tramite emoyji.



lizzato, ovvero per la capacita di porsi quali se-
gni di un sistema intermediario, ed eventualmen-
te automatico, per la traduzione multilingue, at-
traverso un procedimento di trasferimento e ap-
plicazione di valori semantici comuni, generali e
condivisi, secondo un metodo di pianificazione
(meta)linguistica a posteriori. La funzione codi-
ficatrice dell’intermediazione linguistica puo
provvedere alla prioritaria assegnazione di valori
logografici alle figure, con speciale efficacia nei
contesti traduttivi. Il disegno, che visivamente,
per la pregnanza pittografica, rinvia a un’ampia
sommatoria di valori semantici, pud acquisire,
attraverso lo strumento traduttivo, significati
convenuti, linguistici prima, e poi logografici,
consentendo la fissazione di corrispondenze utili
all’impiego degli emoji secondo un codice con-
venzionale e condiviso.

Rispondono all’istanza della regolarizzazione
iniziative come 1’acquisizione degli emoji nello
standard wunicode,” oppure gli elenchi a base se-
mantica e nomenclatoria, con relativa versione in
lingua, principalmente inglese, sulla cui base ri-
sultano strutturati i lessici delle tastiere emoji
internazionali.” La tendenza universalizzante ca-
ratterizza anche le collezioni enciclopediche,’ da
cui I’individuazione delle macrocategorie gene-
rali: People, Nature, Food & Drink, Celebration,
Activity, Travel & Places, Objects & Symbols.
Nella prospettiva lessicale e nomenclaturista si
interpretano applicazioni “traduttive” come Emo-
ji Fortunes (http://emojifortun.es/), un sistema
automatico di produzione di brevi messaggi,
composti di sequenze fortuite di tre emoji con le

rispettive  equivalenze in lingua inglese:
BRIEFCASE SHELL BOOKS

3
N ﬂ\'%
“\/y
[ Jomeocn

Proprio a partire dal criterio traduttivo, la cor-
rispondenza pud essere evidentemente trasferita
ad altre lingue, determinando infine la codifica-
zione di un repertorio emoji funzionante come
dizionario veicolare.

S g

3. Lagrammatica

L’organizzazione in aree semantiche riprodotta
nelle tastiere emoji dei dispositivi digitali non

? http://blog.unicode.org/search/label/emoji
POAd esempio WWW.emojisites.com
https://themeefy.com/TitashNeogi6/whatisemoji
* Sull’esempio di Wikipedia si struttura Emojipedia:
http://emojipedia.org/

(&
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definisce di per sé la forma morfologica, renden-
do cosi evidenti i limiti della scrittura in emoji
nella rappresentazione sintattica per la resa dei
contenuti relativi a enunciati e proposizioni.
Quando la traduzione si sposta dalla parola al
testo, la selezione della forma difficilmente ¢
operata sulla base della nomenclatura predispo-
sta, bensi tende a essere dettata
dall’estemporaneo rinvenimento e
dall’abbinamento intuitivo e improvvisato. Una
distinzione categoriale come Persone, Oggetti
vs. Attivita non comporta, ad esempio, I’assoluta
¢ aprioristica assegnazione dei valori linguistici
grammaticali sulla base delle funzioni “sostanti-
vo”/“verbo”. Cosi I’emoji “lampadina” vale an-
che per indicare il verbo “illuminare”:

M' ¢ d'immenso.

Fa capo al blog Scritture Brevi un esperimento
di scrittura tramite emoji (da cui il caso prece-
dente), che consiste nella traduzione in figure di
brevi stringhe testuali:

Un @ eun & sipreser X [
ek ff & aaH ...

L’impostazione esplicitamente ludica
dell’iniziativa, ¢ I’opzione della scrittura mista
(in lettere e emoji), si pongono come incentivi
all’approccio creativo nelle interpretazioni dei
segni, generando plurime applicazioni in senso
grammaticale, ¢ orientate di volta in volta sul
significato o sul significante, con interessanti
soluzioni in favore della dimensione plurilingue,
linguistica specifica e internazionale:

Vaghe 7 Y dell'@, io non credea } ancor per uso a % sul paterno \§ % @ 3%
'Cause you're a [, 'cause you're a E full of ¥¢ ¥ ¥

La @ non & Y sopra un @ ma neanche il Z diun &

Oltre a produrre omografie (¢ il caso, appena
osservato, dell’emoji “stella/star”), la qualita pit-
tografica dell’immagine induce naturalmente
problemi di “sinonimie”, per le affinita semanti-
che tra i segni:

Y 2ol AL L L L o

WER¥ #scritturebrevi

inEmoticon per

comediretiamo

Nella dimensione dell’atto linguistico o mo-
mento della parole, 'immagine assume cosi il
proprio significato soprattutto in rapporto alle
condizioni cotestuali, ovvero secondo i principi
delle relazioni sintagmatiche e paradigmatiche
innestate dal testo. L approccio libero e creativo
non agisce, come prevedibile, nella direzione

Cay
~



della limitazione del senso, bensi, al contrario,
attesta la vastissima gamma funzionale dei segni.
E invece, in questo caso, il contorno testuale a
poter assumere la funzione di mediazione ¢ a
ridurre il grado di ambiguita, fino a favorire
I’interpretazione attesa.

4. Universalismo vs. relativismo

Contro la tendenza generalizzante della scrittura
per immagini, 1’adesione al principio traduttivo e
glossatorio puo far emergere le specificita lingui-
stico-semantiche, la corrispondenza istituita an-
dando nella direzione della riproduzione di sensi
peculiari del codice fonte. Il sistema delle cono-
scenze rappresentato dalla lingua nazionale, con
gli annessi portati storici e culturali, diventa allo
stesso tempo valore aggiunto nel trasferimento
del contenuto in figure, insieme evidenziando,
come sempre, il ruolo della componente relativi-
sta nell’interpretazione.

Per I’aspetto connotativo e in relazione soprat-
tutto alla sentiment analysis si veda, ad esempio,
la differenziazione degli usi degli emoji su base
etnica o regionale rilevata dall’Emoji Report di
SwiftKey dell’aprile 2015, che illustra la sele-
zione di categorie diverse per I’espressione dello
stesso “‘umore”.

Risponde alla strategica attenzione per la rete
I’esperimento promosso dalla testata statunitense
The Guardian di rendere disponibile una tradu-
zione in emoji dei discorsi di Barak Obama: E-
mojibama.® L’interesse pragmatico comunicativo
appare come lo scopo piu evidente
dell’iniziativa, senz’altro prevalente rispetto alla
ricerca linguistica:

é Ertnojibjan?a X

Will 22§ acceptan ul ? ® only a few of

=28 do s ls I Or will =38 &

ourselves F an Wl that generates B 508

and @ for PADA DA who N\ & the &

?

La scelta di una scrittura mista mette ancora in
risalto il ruolo fondamentale del cotesto, ma €
ugualmente interessante la soluzione di rendere
disponibile una lettura/traduzione (in lingua),
ottenibile attraverso il semplice movimento del

+2 Follow

> http://www.scribd.com/doc/262594751/SwiftKey-
Emoji-Report#scribd

S http://www.theguardian.com/us-news/ng-
interactive/2015/jan/20/-sp-state-of-the-union-2015-
address-obama-emoji, con relativo account di Twitter
@emojibama
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cursore sopra I’immagine, che provvede in via
definitiva alla disambiguazione:

Spea Vice President Congrass

Americans WY &9, Members of _, my fellow
=38

Parallelamente all’impatto sulla comunicazio-
ne universale, proprio il particolarismo linguisti-
co caratterizza 1’operazione, come mostrano cer-
te soluzioni traduttive volte alla rappresentazione
del soggetto-comunita destinatario del messag-
gio:

Americans

Mr. § }}}/\’ Mr. WW gy, Members of ;, my fellow %“

e

E" are humbled and grateful for your service.

Nell’esempio, la rappresentazione
dell’elemento pronominale (“we”) attraverso un
digramma (bandiera americana + gruppo familia-
re) contestualizza opportunamente il discorso
rispetto all’uditorio (USA), e non riproduce a-
strattamente la categoria morfologica (“we”= noi
statunitensi). Il procedimento di generalizzazione
dell’immagine trova pertanto corrispondenza
nella specifica riscrittura, ma si rivela poco ade-
guato nella prospettiva dell’interlingua.

Analoga problematica emerge
nell’applicazione incoerente dei valori semantici,
quale ¢ il caso dell’adozione del numerale per il
valore fonetico, secondo le comuni pratiche del
texting (2 = to), evidentemente inidoneo
all’eventuale lettura in una lingua diversa
dall’inglese.

5. Testo letterario e frasario

Tra i progetti di traduzione in emoji spicca, per la
considerevole dimensione “fisica” e per [’alto
grado di sperimentalismo, il caso di Emoji Dick,
“a crowd sourced and crowd funded translation
of Herman Melville's Moby Dick into Japanese
emoticons called emoji”, per la cura di Fred Be-
nenson.’

Il lavoro in crowdsourcing di circa 800 tradut-
tori (ciascuna frase tradotta tre volte, con succes-
siva selezione delle soluzioni ritenute migliori
tramite votazione di gruppo) ha prodotto un im-
ponente bagaglio di forme e frasi costituite. Il
legame con un testo canonico, di cui si hanno
traduzioni accreditate e “d’autore”, rilascia un

7 Per il testo e il progetto:
https://www kickstarter.com/projects/fred/emoji-dick



repertorio potenzialmente utile all’ipotesi di una
applicazione multilingue, ovvero per I’eventuale
definizione di un codice emoji stabilizzato sulla
base dell’adattamento a lingue diverse della stes-
sa versione in immagini. La scelta della redazio-
ne collettiva rende ragione della volonta di uscire
dai margini della pratica idiosincratica, inevitabi-
le nelle produzioni individuali, operando nel sen-
so dell’aggregazione e della riduzione delle ver-
sioni all’unita minima del significato. Tale pro-
spettiva di unificazione non si sottrae tuttavia ai
limiti della composizione personale, evocativa e
non letterale, per 1’adozione del metodo a base di
frase che praticamente impedisce I’articolazione
e I’annotazione degli elementi del codice, come
mostra I’incommensurabilita sostanziale col testo
originale nella versione “interlineare”, mostrato
in Figura 1 (nella pagina seguente).

Diversamente dalla scrittura letteraria, dove la
cifra stilistica dominante agevola la soluzione
personale ¢ suggestiva, il collegato progetto del
traduttore automatico® sembra pit opportuna-
mente rivolto alla resa di espressioni della lingua
comune, relative alla vita quotidiana, efficace-
mente realizzabili attraverso la pratica della glos-
satura ad verbum, pertanto piu utile alla prospet-
tiva interlinguistica:

| need medicine for my stomach.
~7 5 %
0Ho=14 a0 =0
Take me to the American Embassy so | can replace
my lost passport.
O L RB=F
She gives the satisfactory performance in the film.
D @A G >
SO A
| am nauseated.
& A A »
o - & 0 <
Do you have a room which is cleaner?
@ ® £
: '\
Please can | have a bottle of wine?
. .
6. Conclusioni

Proprio il richiamo alla corrispondenza biunivo-
ca appare come I’elemento piu significativo per
un metodo che intenda considerare gli emoji non
soltanto quali elementi dell’atto di parole (unico,
sempre diverso), bensi come segni di un codice

¥ https://www kickstarter.com/projects/fred/the-emoji-
translation-project
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formalizzato e condiviso, il piu possibile coeren-
te, univoco e razionale.
Al di 1a della dimensione idiosincratica o creati-
va, oltre la vaghezza e I’equivocita dell’uso indi-
viduale, I’ipotesi della scrittura in emoji come
sistema veicolare deve consegnare alla pratica un
codice idoneo alla comunicazione internazionale
e multilingue, un sistema dunque costruito da
una preliminare selezione secondo un corretto
equilibrio di coerenza ed efficacia, e capace di
riprodurre le idee e di ridurre la superficiale va-
rieta per cogliere la struttura, o il senso, profondi.
La  priorita  assegnata alla  definizione
dell’interlingua in emoji terra in debito conto
specificita e occasionalismi in quanto imprescin-
dibili nell’atto comunicativo storicamente e cul-
turalmente collocato e, come tali, inclusi
nell’inventario secondo la prospettiva gerarchica
delle relazioni semantiche (iponimie, iperonimie)
e formali, sintagmatiche e associative. Diverso
ruolo sara assegnato a significati non universal-
mente trasferibili o traducibili. Secondo un crite-
rio tassonomico saranno dunque collocati pitto-
grammi specifici, allorché espressivi di valori
storico-culturali peculiari, ¢ nondimeno ricondu-
cibili alle forme di base, rispetto alle quali essi si
porranno quali estensioni per aggiunta di elemen-
ti modificatori. Si tratta di un metodo per altro
gia adottato dai sistemi di tastiera nel recente
rilascio degli emoji relativi alla rappresentazione
delle notazioni etniche come il colore della pelle,
i capelli, e altre -caratteristiche fisiche o
dell’orientamento etico-sociale, che stanno am-
pliando significativamente il repertorio predispo-
sto, in tal modo abbandonando la cifra simbolica
e adeguando la dimensione pittografica alla ri-
produzione sempre piu fedele dei realia.
L’obiettivo della lingua-scrittura comune, sto-
ricamente ricercato dai programmi universalisti
dall’epoca della linguistica cartesiana, pud cosi
trovare oggi un’adeguata occasione di afferma-
zione nella scrittura in emoji: nuova scrittura po-
tente per la popolarita, e fondata sul presupposto
della comunicazione condivisa e globalizzata.
L’ampliamento della rete sociale diventa fattore
limitante della inevitabile deriva arbitrarista, ma
¢ soprattutto I’ancoraggio al piano linguistico,
attraverso lo strumento glossatorio, a garantire la
costituzione del codice, traducibile in segni lin-
guistici, come tale vincolato all’orizzonte di pen-
siero che la singola lingua predispone, come ogni
lingua parziale e imperfetto, e tuttavia proprio
per questo rigoroso ed efficace, I’unico in grado
di consentire la comunicazione.



BO4d&d
Call me [shmael.

e =

Some years ago--never mind how long precisely--having little or no money in my purse, and nothing particular to
interest me on shore, | thought I would sail about a little and sce the watery part of the world.

@XL87L %

It is a way | have of driving off the spleen and regulating the circulation.
) & p b4 g

pesxpsiBXEeR

Whenever | find myself growing grim about the mouth; whenever it is a damp, drizzly November in my soul;
whenever | find myself involuntarily pausing before coffin warchouses, and bringing up the rear of every funeral 1
meet; and especially whenever my hypos get such an upper hand of me, that it requires a strong moral principle to
prevent me from deliberately stepping into the street, and methodically knocking people's hats off--then, I account it

high time to get to sea as soon as [ can.

&0

This is my substitute for pistol and ball.

Figura 1
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Abstract

English. We present preliminary results
from the Linked Books project, which
aims at analysing citations from the histo-
riography on Venice. A preliminary goal
is to extract and parse citations from any
location in the text, especially footnotes,
both to primary and secondary sources.
We detail a pipeline for these tasks based
on a set of classifiers, and test it on the
Archivio Veneto, a journal in the domain.

Italiano. Presentiamo i primi risultati del
progetto Linked Books, per I’analisi delle
citazioni della storiografia su Venezia. Ci
prefiggiamo [’estrazione e [’analisi delle
citazioni da ogni posizione nei testi, spe-
cialmente note a pi pagina, sia a fonti pri-
marie che secondarie. Discutiamo una se-
rie di classificatori con questo obiettivo,
valutandone i risultati su Archivio Veneto,
una rivista del settore.

1 Introduction

The Linked Books project is part of the Venice
Time Machine!, a joint effort to digitise and study
the history of Venice by digital means. The project
goal is to analyse the history of Venice through
the lens of citations, by network analytic meth-
ods. Such research is interesting because it could
unlock the potential of the rich semantics of the
use of citations in humanities. A preliminary step
is the extraction and normalization of citations,
which is a challenge in itself. In this paper we
present the first results on this last topic, over a
corpus of journals and monographs on the history
of Venice, digitised in partnership with the Ca’
Foscari Humanities Library and the Marciana Li-
brary.

'nttp://vtm.epfl.ch/.
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Our contribution is three-fold. First, we address
the problem of extracting citations in historiogra-
phy, something rarely attempted before. Secondly,
we extract citation from footnotes, with plain text
as input. Lastly, we deal at the same time with
two different kind of citations: to primary and to
secondary sources. A primary source is a docu-
mentary evidence used to support a claim, a sec-
ondary source is a scholarly publication (Wiber-
ley Jr, 2010). In order to solve this problem, we
propose a pipeline of classifiers dealing with cita-
tion detection, extraction and parsing.

The paper is organised as follows: a state of the
art in Section 2 is followed by a methodological
section explaining the pipeline and applied com-
putational tools. A section on experiments fol-
lows, conclusions and future steps close the paper.

2 Related work

Sciences have largely used quantitative citation
data to study their practices, whilst humanities re-
mained largely outside of the process (Ardanuy,
2013). Difficulties of a concrete nature along with
peculiar features of humanistic discourse make the
task not trivial.

The lack of citation data for the humanities is
well recognised, both for monographs and other
kind of secondary literature (Heinzkill, 1980; Lar-
iviere et al., 2006; Linmans, 2009; Hammarfelt,
2011; Sula and Miller, 2014). Furthermore, ci-
tations are deployed within humanities in multi-
faceted ways, posing further challenges to their
extraction and understanding (Grafton, 1999; Hel-
Iqvist, 2009; Sula and Miller, 2014).

One core element of citations in humanities, and
especially so History, is the distinction between
primary and secondary sources, and the quanti-
tative and qualitative importance of both (Frost,
1979; Hellqvist, 2009). Little previous work on
the use of primary sources via citations exist, with
few exceptions in the domains of biblical stud-



ies and Classics (Murai and Tokosumi, 2008; Ro-
manello, 2014).

The literature on citation extraction mirrors
this scenario. As far as the citations to sec-
ondary sources are concerned, the development
of automatic citation indexing systems has been
a well explored area of research over the last two
decades, starting from the seminal work of Giles et
al. (1998). Increasingly, researchers are also tack-
ling the problem of locating citations within the
structure of documents (Lopez, 2009; Kim et al.,
2012b; Heckmann et al., 2014). The extraction
of citations to primary sources is instead a largely
unexplored area, where recent effort has been pro-
duced within the fields of Classics (Romanello et
al., 2009; Romanello, 2013; Romanello, 2014)
and law (Francesconi et al., 2010; Galibert et al.,
2010).

3 Approach

We propose a three-staged incremental pipeline in-
cluding the following steps:

1. Text block detection of contiguous lines of
text likely to contain citations, usually foot-
notes. The motivation for this preliminary
step, inspired by Kim et al. (2012b), is to in-
dividuate the footnote space of a publication,
as footnotes can span multiple pages.

2. Citation extraction within their boundaries
over one or more contiguous text lines. This
stage entails a token by token classification.
A further sub-step is the classification of a ci-
tation as being Primary or Secondary, mean-
ing to primary or secondary sources respec-
tively.

3. Citation parsing, token by token, to de-
tect all relevant components over a set of 50
mutually exclusive classes (e.g. Author, Ti-
tle and PublicationDate for citations to sec-
ondary sources, or Archive, Fond and Series
for primary sources).

The first step is dealt with using a SVM classi-
fier,? initially trained with a small set of morpho-
logical features.

The second and last steps are approached with a
group of CRF classifiers trained over a rich set of
features, considering a bi-gram and tri-gram con-
text, both backwards and forward. We train the

?Using Python sklearn package.

models with Stochastic Gradient Descent and L2
regularisation, using the CRFSuite and default pa-
rameters (Okazaki, 2007).

Conditional Random Fields and Supporting
Vector Machines are state-of-the-art models in
the field of citation extraction since the work of
Peng and McCallum (2006), and were introduced
first by Cortes and Vapnik (1995) and Lafferty et
al. (2001) respectively.

4 Experiments

The corpus is first digitised,3 then OCRed us-
ing a commercial product with no extra train-
ing.* Our tests are based on an annotated sam-
ple of pages from the Archivio Veneto—a schol-
arly journal in Italian specialised in the History
of Venice—randomly selected from a corpus of
92 issues from the year 1969 to 2013. The sam-
ple consists of 1138 annotated pages, for a total
of 6257 annotated citations. Proper evaluation of
the OCR quality and inter-annotator agreement are
still pending at this stage. The annotation phase
has been carried out with Brat.> No text format
features—i.e. italics or type module—are used for
the moment, and will be considered in a subse-
quent phase of the project.

4.1 Text block detection

The first classification step is a boolean one, where
we are interested in knowing if a line of text, or
a group of contiguous lines, is likely to contain
citations, therefore likely to be a footnote. Text
blocks are defined as groups of k& contiguous lines
of text. This step is required by the nature of
footnotes, which can span over multiple pages de-
manding their proper identification in order to de-
fine the input space for subsequent stages in the
pipeline. For each block we extract the follow-
ing features: 1- General: line number (to detect
footnotes); 2- Morphological®: punctuation fre-
quency, frequency of digits, frequency of upper-
case and lower-case characters, number of white
spaces, number of characters, frequency of ab-
breviations according to multiple patterns, aver-
age word length, average frequency of specific
punctuation symbols (“.”, “°, “(”, “)”, “[”, “T");
3- Boolean: if the chunk begins with a possible
3With 4DigitalBooks DLmini scanners.
* Abbyy FineReader Corporate 12.

Shttp://brat.nlplab.org/.
®Frequencies are always assessed character by character.
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acronym or with a digit. After experimental tun-
ing, we settle for a poly-linear model of degree 2
over a set of alternatives (degrees 1 to 10), which
has the added value of maximizing recall, the most
important metric at this early stage. The best divi-
sion into text-blocks is found to be with & = 2.
The evaluation of this step, based on a randomly-
selected third of the annotated data (3633 blocks,
2204 negative and 1429 positive), is reported in
Table 1.

Task Precision Recall F1-score
no-citation 0.96 0.95 0.96
citation 0.92 0.95 0.93
avg / total 0.95 0.95 0.95

Table 1: Evaluation results for Text block detec-
tion.

Our results compare with others applying sim-
ilar filtering methods (Kim et al., 2012a). In the
future we will test a confidence classification with
threshold lower than 0.5, as to further improve re-
call over precision.

4.2 Citation extraction

Given a text block likely to contain citations, we
address the problem of citation extraction, mean-
ing tokenizing the block and tagging each token as
being part of a citation or not. For this phase and
the next, text blocks are merged as to avoid any
input being considered twice or more in the train-
ing and test sets. We merge together contiguous
text lines likely to contain a citation, and consider
k extra context (lines of text without citations) be-
fore and after. The set of features used for this step
is organised in the following classes:’

1. Shape of the token: according to each char-
acter being upper-case, lower-case or punctu-
ation. E.g. "UUU.” for a token of length 4
with 3 upper-case characters and a final dot.

. Type of the token: according to a set of
classes such as if the token is a digit, or made
of all upper-case letters, etc.

Boolean features: if the token is a 2 or 4 digit
number, if it contains digits, if it contains up-
per or lower case characters, etc.

"The full list of features is available upon request and par-
tially inspired by Okazaki (2007).
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4. Other features: the token itself and it’s posi-
tion in the current line.

A more limited set of features is also considered
in a bi and tri-gram conditioning over a sliding
window within the preceding and following 3 to-
kens, namely: the tokens themselves, their shape
and type, their position in the line.

The evaluation was conducted on a set of 19852
tokens (5240 primary and 14612 secondary) and
1056 text blocks, corresponding to a random third
of the annotated corpus. The most balanced con-
text turned out to be k£ = 2, results in Table 2. The
performance is acceptably high in terms of over-
all item accuracy (0.95). In general, a higher con-
text k means trading off precision for recall. In-
stance accuracy is apparently much lower (0.504),
we must however remember that an instance at
this level is a text block, possibly containing sev-
eral non contiguous citations. Instance accuracy
at the citation level improves to 0.78, and 0.84 if
we tolerate for 1 token of difference between the
golden standard and automatic tagging of a cita-
tion. We therefore attain results comparable to
those Lopez (2010) got for the task of individu-
ating non-patent references in patent text bodies.

Task Precision Recall F1-score
no-citation 0.978 0.917 0.947
citation 0.926 0.98 0.953
avg / total 0.952  0.949 0.95

Table 2: Evaluation results for Citation extraction.

We further explored if a classifier trained with
the same features could properly distinguish cita-
tions to primary and secondary sources. For this
task each citation is parsed independently, assum-
ing proper segmentation from the previous step.
We attain an overall item accuracy of 0.967 and
instance accuracy of 0.928 over the same train-
ing and testing sets. The fact that this classifier
performs well allows us to consider the macro-
category (primary or secondary) as a feature in the
parsing step. Results in Table 3.

4.3 Citation parsing

This step involves the parsing of an extracted ci-
tation in order to individuate its components. The
same set of features as before is used for each to-
ken, with the addition of:

e Enhanced boolean features: if the token is



Task Precision Recall F1-score
primary 0.968  0.904 0.935
secondary 0.966  0.989 0.978
avg / total 0.967  0.947 0.956

Table 3: Evaluation results for Primary and Sec-
ondary Citation classification.

a time span (e.g. “1600-17007), if it might be
a Roman number, or an abbreviation.

e The macro-category (primary or sec-
ondary), as an indicator of the typology of
the citation.

Task Precision Recall F1-score
Author 0.939  0.958 0.948
Title 0.873  0.989 0.928
Pub.Place 0.927  0.899 0.913
Pub.Year 0.927 0.861 0.893
Pagination 0.961 0.978 0.969
Archive 0.968 0.912 0.939
ArchivalRef. 0.909 0.884 0.896
Folder 0.955 0.938 0.947
Registry 0.957  0.901 0.928
Cartulation 0.938  0.908 0.921
Foliation 0.862  0.890 0.875

Table 4: Evaluation results for Citation parsing:
without macro-category feature.

Task Precision Recall F1-score
Author 094  0.957 0.948
Title 0.9 0.984 0.94
Pub.Place 0.931 0.908 0.919
Pub.Year 0.945 0.893 0.918
Pagination 0.953 0.984 0.968
Archive 0.969 0.919 0.943
ArchivalRef. 0.901 0.895 0.898
Folder 0.956 0.942 0.949
Registry 0971  0.901 0.935
Cartulation 0.964 0.934 0.949
Foliation 0.892 0.884 0.888

Table 5: Evaluation results for Citation parsing:
with macro-category feature.

We test over a random 30% of the corpus and
report only results of parsing with no extra con-
text, which predictably gave the best results. Over-
all item and instance accuracy are 0.884 and 0.575

without the macro-category feature, and 0.893 and
0.592 with it. The testing set is comparable and
proportional in size, yet different in sampling to
the one used in step 2. Results in Table 4 and Ta-
ble 5 only report the most significant classes in
order to understand a citation, for citations sec-
ondary (above) and primary sources (below) re-
spectively.®

The macro-category has only a marginal, albeit
positive impact. Furthermore, some categories are
either under-represented in terms of training in-
stances, or easily mistaken for another one, con-
tributing to the overall degradation of results. Such
is the case for Editor or Curator, frequently clas-
sified as Author. In general several categories
could be grouped, and lookup features—over list
of names or library catalogues—should greatly
improve our results.

The model performs well for the most signifi-
cant categories, in comparison to models trained
on more data and/or fewer categories and/or on
references and not footnote citations. Specifically,
we improve on Lopez (2010), Kim et al. (2012b),
Romanello (2013), and compare to Heckmann et
al. (2014).

5 Conclusions and future work

We presented a pipeline for recognizing and pars-
ing citations to primary and secondary sources
from historiography on Venice, with a case study
on the Archivio Veneto journal. A first filter-
ing step allows us to detect text blocks likely to
contain citations, usually footnotes, by a SVM
classifier trained on a simple set of morphologi-
cal features. We then detect citation boundaries
and macro-categories (to primary and secondary
sources) using more rich features and CRFs. The
last step in our pipeline is the fine-grained parsing
of each extracted citation, in order to prepare them
for further processing and analysis.

In the future we plan to design more advanced
feature sets, first of all considering text format
features. Secondly, we will implement the next
package of our chain: an error-tolerant normalizer
which will uniform all citations to the same pri-
mary or secondary source within a publication, as
a means to minimise the impact of classification
errors during previous steps.

8The full list of results is available upon request.
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Abstract

English. This paper aims to provide a first
snapshot of Italian Language Resources
(LRs) and their uses by the community,
as documented by the papers presented at
two different conferences, LREC2014 and
CLiC-it 2014. The data of the former were
drawn from the LOD version of the LRE
Map, while those of the latter come from
manually analyzing the proceedings. The
results are presented in the form of visual
graphs and confirm the initial hypothesis
that Italian LRs require concrete actions to
enhance their visibility.

Italiano. Questo articolo ha I’obiettivo di
fornire una fotografia del contesto delle
Risorse Linguistiche italiane e dei loro
usi da parte della comunita scientifica; i
dati usati sono tratti dagli articoli pre-
sentati a due diverse conferenze del set-
tore, LREC2014 e CLiC-it 2014. I primi
sono derivati dalla LRE Map in versione
LOD, mentre i secondi sono stati ottenuti
da un’analisi manuale degli atti della con-
ferenza. I risultati sono presentati e anal-
izzati sotto forma di grafi e confermano
Uipotesi che le risorse linguistiche italiane
richiedano azioni mirate ad aumentare la
loro visibilita.

1 Introduction

The availability of Language Resources (LRs) -
such as corpora, computational lexicons, parsers,
etc. - is crucial to most NLP technologies (Ma-
chine Translation, Crosslingual Information Re-
trieval, Multilingual Information Extraction, Au-
tomatic Document Indexing, Question Answer-
ing, Natural Language Interfaces, etc.). Recent
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initiatives have monitored the availability of lan-
guage resources for different languages, and high-
lighted a digital divide between English and other
languages (Soria et al., 2012). While the eco-
nomic potential of English ensures that English
LRs are developed and maintained not only in the
academic sector but also by commercial players,
the involvement of research communities for lan-
guages such as Italian is much more crucial to en-
sure that the necessary instruments (both data and
tools) are made available for natural language pro-
cessing purposes.

At the same time, the production of quality LRs
is just a first step; LRs must also be documented
and made available to the community in such a
way that they are easy to find and to use. This
entails the description of every LR with a set of
metadata that clarify its typology, its language, its
size and licensing scheme, and the means of ac-
cessing it. Useful information in this sense can
be found in the catalogues of language resources
associations, such as ELRA, LDC, NICT Univer-
sal Catalogue, ACL Data and Code Repository,
OLAC, LT World. These catalogues adopt a top-
down approach to documenting resources and typ-
ically list resources that have reached a high level
of maturity - in term of validation, documenta-
tion, clearing of IPR issues, etc. As an alternative
to this approach, recent projects have been car-
ried out within the LR community to create open,
bottom-up repositories where LRs - even those un-
der development - can be duly documented and
searched. Such initiatives are for instance the
META-SHARE platform (Gavrilidou et al., 2012),
the CLARIN VLO (Broeder et al., 2010) and the
LRE Map (Calzolari et al., 2012; Del Gratta et
al., 2014b; Del Gratta et al., 2014a), with their
sets of metadata. In particular the LRE Map was
launched as an initiative at LREC2010 in order
to crowdsource reliable and accurate documenta-
tion for the largest possible set of resources. Au-



thors submitting to that conference were asked to
document the resources they used in their paper,
both the resources they created and the ones cre-
ated by others. This initiative has continued and
been extended to other conferences', and is now a
unique source of information on existing language
resources and their use in current research. The
work in this paper can be set against the back-
ground of the major projects in which CNR ILC
is currently involved and the aim of setting up a
documentation center for language and textual re-
sources within the framework of the CLARIN and
DARIAH research infrastructures. As a CLARIN
and DARIAH node, CNR ILC has the task of col-
lecting and harmonizing metadata description of
LRs at a national level, making Italian resources
more visible to national and international research
groups, both to the NLP and to the digital human-
ities communities. To this purpose, our team has
inspected the panorama of LR descriptions avail-
able in the aforementioned catalogues, and in par-
ticular the LRE Map which allows us to monitor
how communities build around LR use. Our hy-
pothesis is that many of the resources that the Ital-
ian community uses and produces are not as well
documented as they should be. As a consequence,
many researchers may not be aware of the exis-
tence of resources that could be of use for them,
and limit themselves to those they know best. In
order to verify this, we carried out a cross-analysis
of Italian LRs and their uses by Italian researchers,
exploiting the data found in the LRE Map from the
LREC2014 dataset, which is currently available
in LOD format (Del Gratta et al., 2014a). Such
data is compared with similar evidence gathered
from the proceedings of the CLiC-it 2014 confer-
ence, which are available online. CLiC-it 2014 did
not adhere to the LRE Map initiative, but compa-
rable information has been collected by manually
inspecting the papers. In what follows we will pro-
vide a brief description of the set of metadata that
we used to monitor the situation with respect to
Ttalian LRs and their use; then some results will
be analyzed and discussed by means of graph-like
visualizations; finally some conclusions are drawn
and perspectives for future work outlined.

'Such as COLING, EMNLP, ACL-HLT, RANLP, Inter-
speech, Oriental-Cocosda, IICNLP, LTC, NA-ACL

2 Metadata description

The set of metadata used for documenting lan-
guage resources can vary from repository to repos-
itory. Some harmonization initiatives are currently
being carried out in order to make diverse datasets
interoperable, e.g. (McCrae et al., 2015). Nev-
ertheless a common core has been broadly agreed
upon by all; this includes type of resource (corpus,
lexicon, tool), modality, language(s), use, avail-
ability. To this core set of metadata, the LRE Map
adds other metadata that are linked not to the re-
source itself, but to its use in the paper that is be-
ing submitted: thus information about the confer-
ence, the paper, the authors and their affiliations
is available for each entry in the LRE Map. This
also means that any given resource can have more
than just one entry in the LRE Map, one for each
paper that has used it. Sometimes the resource is
marked as new, and in that case we can assume
that the authors of the paper are also the producers
of this new resource; in most cases the resource
is a well known one. So for instance some of the
most used resources according to the LRE Map are
Princeton WordNet and the British National Cor-
pus. For the purposes of this paper we only took
into consideration the following metadata for each
entry in the LREC2014 LRE Map: resource name,
language, authors and affiliations. We extracted all
used LRs with Italian as one of the languages and
authors with an Italian affiliation. We then anal-
ysed the proceedings of CLiC-it 2014 and man-
ually extracted the same type of information for
each paper 2. We thus obtained two datasets:

Table 1: LRs use - the Italian panorama.

Authors | LRs | Institutions | Papers
LREC 14 91 25 41 24
CLiC-it 14 107 54 28 42
[Total '14 | 166 [ 74 | 57 [ 66 ]

One of the most interesting features of the LRE Map is
the fact that it provides a user’s perspective on language re-
sources. So for instance Princeton WordNet may be defined
by some as a lexicon and by others as an ontology; moreover
the declared use may vary from paper to paper. In the case of
the CLiC-it dataset the data was collected by just one person,
and thus this precious information is not available. For this
reason this data cannot be inserted into the LRE Map and has
to be considered as a simulation.
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3 People and Resources: visualising
networks

Data visualisation is a method that enables the ex-
ploration, filtering and searching of data, skipping
the interaction with databases. Data can be mainly
visualised for presentation or exploration but in
well designed projects there is a continuum be-
tween these two modalities (Cairo, 2013).

In this paper we propose two visualisation modal-
ities to discover the interrelations between authors
from different institutions and the convergence of
authors on the usage of the same resource. In
comparing these two conferences the aim was to
portray the Italian NLP community highlighting
collaborations between people through resources
used.

The implementation of the visualisation is based
on a well known tool, D3.js, a JavaScript li-
brary designed to display digital data in a dynamic
graphical form. The two visualisations are:

e a force-directed graph (see a detail in Figure
1)3 where each author is a node; the links be-
tween author-nodes stand for co-authorship
in a paper. Different institutions are as-
signed different colours; in this way people
belonging to the same institution are visually
identifiable and collaborations among institu-
tions are clear because of the links connecting
coauthors of different colours: for example
Cristina Bosco from the University of Turin
is connected to co-authors from the same
institution (purple dots) but also to Maria
Simi from the University of Pisa and Simon-
etta Montemagni from ILC CNR (orange and
brown dot, respectively).

e a force-directed graph where each author is a
node connected to other persons only through
the resources they use, depicted as boxes.
Here too, the colour of the person depends
on the institution. People are connected to
the same resource (1) when they co-authored
a paper that uses it, (2) because they use
the same resource in independent research
works. In the first case, co-author groups
are still somewhat identifiable, as they cre-
ate an island effect (as shown in Figure 2). In
the other case heterogeneous people get con-
nected because they use the same resources.

3The interactive visualisations are available online at
http://www.clarin-it.it/jvis
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As a result, networks of researchers are gath-
ered around LR uses (see Figure 3).

. ;ilsfnaﬁosco Uniyersit of Turin

Figure 1: Cross institution co-author networks.

Fr}mcesco_Cutugno Miriam_Voghera

L

VolLIP

Renata_S
lolanda_Alfano 0 enata_savy

Claudio_lacobiaurelio_De_Rosa

Figure 2: Same resource used by co-authored pa-
per.

Graph-based visualisations pave the way for a
social network analysis of the data that we plan
as future work. For the moment, thanks to these
two graphical devices, some interesting phenom-
ena are now visually evident; we concentrate in
particular on how research collaborations gather
around LRs. The first phenomenon is that at the
LREC2014 there are more international collabora-
tions between Italian and foreign groups. The first
edition of CLiC-it instead presents less involve-
ment of foreign co-authors and more collabora-
tions between different Italian institutions. This
is clearly due to the fact that CLiC-it is a national
conference, while LREC an international one. The
second fact is that at LREC2014 we find a smaller
number of Italian LRs, as typically papers use the
best known ones. CLiC-it instead presents us with
a broader panorama: in addition to the best known
resources we find a plethora of minor resources -



in particular corpora - that are not mentioned in the
LREC2014 dataset and are mostly used in a single
paper. In many cases the user of the resource is
also its creator: these resources need documenta-
tions to foster future collaborations. Graph-based

4 Conclusions and future works

In this work we use visualisations to show how
the Italian NLP community uses LRs in the works
presented at two recent conferences of the sector
(LREC2014 and CLiC-it 2014). We highlight how
collaborations cluster around the use of major re-
sources, and how networks are created by users
of the same resource. From the comparison of the
two datasets we can infer that the Italian panorama
of language resources is rich and varied. We also
confirm the prior hypothesis that Italian LRs are
rather under-documented and that some positive
action is needed in the direction of enhancing their
visibility. As a consequence the creation of an ob-
servatory of Italian language resources, which is
meant to be the nucleus of a newly established
CLARIN-IT center, is more than justified. Such
an observatory will actively promote the Italian
LR community (both creators and users), help in
improving the documentation of LRs thus making
them more widely known to others and finally en-
sure their visibility in an international context by
using all current standard metadata framework and
platforms. This latter point shall involve also an
active contribution to the de-fragmentation of the
current situation in metadata and description prac-
tices, as well as the porting of LR descriptions to
emerging channels and formats (LINGhub*, RDF-
LOD).
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Abstract

English. This paper presents the results
of the annotation carried out on the Italian
section of the SentiML corpus, consisting
of both originally-produced and translated
texts of different types. The two main
advantages are that: (i) the work relies
on the linguistically-motivated assumption
that, by encapsulating opinions in pairs
(called appraisal groups), it is possible to
annotate (and automatically extract) their
sentiment in context; (ii) it is possible to
compare Italian to its English and Russian
counterparts, as well as to extend the an-
notation to other languages.

Italiano. Questo lavoro presenta i risultati
dell’annotazione effettuata sulla sezione
italiana del corpus “SentiML”, che con-
siste di testi sia originali che tradotti ap-
partenenti a diversi tipi. 1 due vantaggi
principali sono che: (i) il lavoro si fonda
sull’assunzione motivata linguisticamente
che, codificando le opinioni in coppie
(chiamate appraisal groups), ¢ possibile
annotare (ed estrarre automaticamente) il
loro sentiment tenendo in considerazione
il contesto; (ii) e possibile confrontare
Uitaliano con le sue controparti inglese e
russa, ed estendere ’annotazione ad altre
lingue.

1 Introduction

Overall, the field of Sentiment Analysis (SA) aims
at automatically classifying opinions as positive,
negative or neutral (Liu, 2012). While at first the
focus of SA was on the document level (coarse-
grained) classification, with the years it has be-
come more and more at the sentence level or be-
low the sentence (fine-grained). This shift has

been due to both linguistic and application rea-
sons. Linguistic reasons arise because sentiment
is often expressed over specific entities rather than
an overall document. As for practical reasons, SA
tasks are often aimed at discriminating between
more specific aspects of these entities. For exam-
ple, if an opinion is supposed to be on the plot of a
movie, it is not unusual that the user also evaluates
actors’ performance or director’s choices (Shas-
tri et al., 2010). For SA applications these opin-
ions need to be assessed separately. Also opinions
are not expressed as simple and direct assertions,
but by using a number of stylistic devices such as
pronominal references, abbreviations, idioms and
metaphors. Finally, the automatic identification of
sarcasm, irony and humour is even more challeng-
ing (Carvalho et al., 2009).

For all these reasons, fine-grained sentiment
analysis is looking at entities that are usually
chains of words such as “noun+verb+adjective”
(e.g. the house 1is beautiful) or “ad-
verb+adjective+noun” (e.g. very nice car)
(Yi et al., 2003; Popescu and Etzioni, 2005; Choi
et al., 2006; Wilson, 2008; Liu and Seneff, 2009;
Qu et al., 2010; Johansson and Moschitti, 2013).

In addition to the multitude of approaches to
fine-grained SA, there is also shortage of multilin-
gual comparable studies and available resources.
To close this gap, we designed the SentiML anno-
tation scheme (Di Bari et al., 2013) and applied
it to texts in three languages, English, Italian and
Russian. The proposed annotation scheme extends
previous works (Argamon et al., 2007; Bloom and
Argamon, 2009) and allows multi-level annota-
tions of three categories: target (T) (expression the
sentiment refers to), modifier (M) (expression con-
veying the sentiment) and appraisal group (AG)
(couple of modifier and target). For example in:

“Gli uvomini hanno il
[[sradicare]y la
ma anche di

potere di

[poverta]t]ac,
[[sradicare]yy le
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[tradizioni]T]ag” -

(Men have the power to eradicate
poverty, but also to eradicate traditions)

the groups “sradicare poverta” (eradicate poverty)
and “sradicare tradizioni” (eradicate traditions)
have an opposite sentiment despite including the
same word sradicare (to eradicate).

This scheme has been developed in order to fa-
cilitate the annotation of the sentiment and other
advanced linguistic features that contribute to
it, but also the appraisal type according to the
Appraisal Framework (AF) (Martin and White,
2005) in a multilingual perspective (Italian, En-
glish and Russian). The AF is the development
of the Systemic Functional Linguistics (Halliday,
1994) specifically concerned with the study of
the language of evaluation, attitude and emotion.
It consists of attitude, engagement and gradua-
tion. Of these, attitude is sub-divided into af-
fect, which deals with personal emotions and opin-
ions (e.g. excited, lucky); judgement, which con-
cerns author’s attitude towards people’s behaviour
(e.g. nasty, blame); appreciation, which considers
the evaluation of things (e.g. unsuitable, comfort-
able). The engagement system considers the posi-
tioning of oneself with respect to the opinions of
others, while graduation investigates how the use
of language amplifies or diminishes attitude and
engagement. In particular, force is related to in-
tensity, quantity and temporality. To the best of
our knowledge the AF has only been applied in
the case of Italian for purposes not related to com-
putation (Pounds, 2010; Manfredi, 2011).

This paper is organized as follows: Section 2
describes the annotation scheme and the annotated
Italian corpus, Section 3 reports the results and fi-
nally Section 4 our conclusions.

2 Annotation scheme and corpus

The scheme, described in (Di Bari et al., 2013),
specifies different attributes for the categories tar-
get, modifier and appraisal group.

A target is usually a noun. Targets have 2 at-
tributes: type (‘person’, ‘thing’, ‘place’, ‘action’
and ‘other’), and prior (out-of-context) orientation
(‘positive’, ‘negative’, ‘neutral’ and ‘ambiguous’).

A modifier is what modifies the target. It can be
an adjective, a verb, an adverb or a noun in the case
of two nous linked by a preposition, e.g. “liberta
di parola” (freedom of speech). Modifiers have 4
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attributes: attitude (‘affect’, ‘judgement’ and ‘ap-
preciation’); force referring to the intensity of the
modifier, i.e. high like in the case of “molto bella”
(very beautiful), ‘low’ like in the case of “poco el-
egante” (little elegant), ‘reverse’ like in the case of
“contro la guerra” (against the war) or ‘normal’;
polarity if there is a negation (‘marked’) or not
(‘unmarked’), and prior (out-of-context) orienta-
tion (‘positive’, ‘negative’, ‘neutral’ and ‘ambigu-
ous’).

Appraisal groups have 1 attribute: contextual
orientation (‘positive’, ‘negative’, ‘neutral’ and
‘ambiguous’).

In the example sentence shown in Section 1,
the modifier sradicare would thus have attitude
‘judgement’, force ‘normal’ , polarity ‘unmarked’,
orientation ‘ambiguous’; the target poverta would
have type ‘thing’ and orientation ‘negative’,
whereas the target fradizioni would have type
‘thing’ and orientation ‘positive’; the appraisal
group “‘sradicare poverta” would have orientation
‘positive’, while the appraisal group “sradicare
tradizioni” would have orientation ‘negative’.

SentiML has been applied to the text types dif-
ferent from those taken into account in previous
works in Italian (Casoto et al., 2008; Basile and
Nissim, 2013; Bosco et al., 2013; Sorgente et al.,
2014):

e Political speeches. Translations of American
presidents’ addresses.

e Talks. Translations of TED (Technology,

Entertainment, Design) talks (Cettolo et al.,
2012).

e News.
Sole24ore.

Belonging to the newspaper

The corpora have been annotated by using
MAE (Stubbs, 2011), a freely available software
annotation environment. The Italian corpus con-
tains 328 sentences for a total of 9080 tokens. To
deal with the limitation of having only one anno-
tator, different confidence-rated machine learning
classifiers were used to spot inconsistencies and
thus revise the annotations accordingly ((Di Bari
et al., 2014)).

3 Results of the annotation

In Table 1 details about the number of the ap-
praisal groups, targets and modifiers are shown,



Language | Text type Appraisal Targets | Modifiers % of wor ds included
groups in appraisal groups
Political 486 411 437 25%
ITA News 254 203 244 22%
TED 341 292 323 24%
tot 1081 906 1004 24%

Table 1: Statistics on the annotated data. A different amount of appraisal groups has been annotated
according to the text type, but on average the 24% of words are sentiment-loaded.

along with the percentages of words embedded in
appraisal groups for each text type.

Figure 1 shows that ‘positive’ orientation is the
predominant one for appraisal groups with 67%,
followed by ‘negative’ with 32%. These data
are consistent with the assumption that appraisal
groups should not be ‘neutral’ nor ‘ambiguous’
because they carry appraisal and their orientation
should be clear in context. At the same time, tar-
gets and modifiers can be ‘ambiguous’ because
their orientation depends on the context and ‘neu-
tral’ in case they are not the element carrying ap-
praisal in the group.

Figure 2 shows the statistics on the other at-
tributes: ‘appreciation’ is the most common at-
titude, which is consistent with the fact that this
value is associate to ‘thing’ in the AF (see Sec-
tion 1), which is the most common target type; po-
larity, which indicates that a negation has been en-
countered, has been ‘marked’ 4% times; force, an
important feature for a more accurate prediction of
the sentiment, is ‘reverse’ 4% of times.

We have also compared the contextual orienta-
tion manually annotated by us with the prior ori-
entation included in the translation of the ‘pos-
itive’ and ‘negative’ values in the NRC Word-
Emotion Association Lexicon (Mohammad, 2011),
whose English annotations were manually done
through Amazon’s Mechanical Turk, and the Ro-
get Thesaurus and it has entries for about 14200
word types. We calculated that, in the case
of Italian, only 29.39% of the words belong-
ing to the appraisal groups were present in the
sentiment dictionary, with higher percentage for
political speeches (33.54%), followed by news
(27.66%) and TED talks (26.98%). As previ-
ously found in the case of English, most of these
are nouns reasonably not carrying sentiment on
their own, but still part of an appraisal group
(e.g., brevetti (patents), computer, confini (bor-
ders), nostro (our)). There are also cases, ad-

jectives in particular, that should probably be in-
cluded in a dictionary with prior orientation (e.g.,
necessario (necessary), negativo (negative), ober-
ato (overburdened), ideale (ideal)).

In line with our previous experiments in English
(Di Bari et al., 2013), we used the following cate-
gories for the comparison:

Agreeing words: words whose dictionary ori-
entation agrees with that of the appraisal group
they belong to. They cover 69.63% of the total
times words were found in the dictionary. This
means that we can rely to a certain extent to the
dictionary orientation, but not if we aim at more
accuracy. The list includes reasonable out-of-
context positive words (e.g., alleati (allies), com-
prensione (comprehension), dotato (gifted), fe-
licita (happiness)), as well as out-of-context neg-
ative words (e.g., debolezza (weakness), malat-
tia (sickness), stagnante (stagnant), violenza (vi-
olence)).

Disagreeing words: words whose dictionary
orientation does not agree with that of the ap-
praisal group they belong to. They cover 28.18%
of the total times words were found in the dic-
tionary, a percentage that demonstrates how cru-
cial the context is. For example reversals such
as abolire (abolish) and diminuire (diminish), and
sfida (challenge), sopportare (to bear), tendenza
(trend). However, it was interesting to notice
that also words normally considered positive (e.g.
prosperare (to prosper) and risorse (resources)) or
negative (e.g. and tensione (tension) and rischio
(risk)) became included in groups with opposite
orientation.

Ambiguous words: words which already have
both positive and negative values in the dictio-
nary. They are resta (stays), rivoluzione (revolu-
tion), sciogliere (to unleash), umile (humble), and
they cover 1.07%.
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Appraisal groups

CAmbiguous
egative

320

1%

Modifiers

Negative
1656

Figure 1: Values for the attribute orientation for appraisal groups, targets and modifiers. In the case of
appraisal groups, positive is the most common value, followed by negative.

Attitude

Judgemert
28%

Appreciation

Polarity Force

Marked
455

Normal

Unmarked
865

9676

Figure 2: Values for the attributes attitude, polarity, force and type.

4 Conclusions

In this paper we have described a manually-
annotated corpus of Italian for fine-grained senti-
ment analysis. The manual annotation has been
done in order to include important linguistic fea-
tures. Apart from extracting statistics related to the
annotations, we have also compared the manual
annotations to a sentiment dictionary and demon-
strated that (i) the dictionary includes only 29.29%
of the annotated words, and (ii) the prior orienta-
tion given in the dictionary is different from the
correct one given by the context in 28.18% of the
cases.

The original and annotated texts in Italian
(along with English and Russian) and the Doc-
ument Type Definition (DTD) of SentiML to be
used with MAE are publicly available!.

In the meanwhile, the authors are already work-
ing on an automatic system to identify and classify
appraisal groups multilingually.

'"http://corpus.leeds.ac.uk/marilena/
SentiML
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Abstract

English.  Distributional Semantics is
based on the idea of extracting seman-
tic information from lexical information
in (multilingual) corpora using statisti-
cal algorithms. This paper presents the
challenging aim of the SemBurst research
project! which applies distributional meth-
ods not only to words, but to sets of seman-
tic information taken from existing seman-
tic resources and associated with words
in syntactic contexts. The idea is to in-
ject semantics into vector space models
to find correlations between statements
(rather than between words). The proposal
may have strong impact on key applica-
tions such as Word Sense Disambiguation,
Textual Entailment, and others.

Italiano. La semantica distribuzionale
si basa sull’idea di estrarre automatica-
mente informazione semantica attraverso
algoritmi statistici applicati ad occorrenze
lessicali in grandi corpora. Questo ar-
ticolo presenta [’idea del progetto Sem-
Burst che applica metodi distribuzionali
non solo alle parole, ma ad insiemi di in-
formazioni semantiche tratte da risorse se-
mantiche disponibili e associate alle pa-
role nei relativi contesti sintattici. Lo
scopo e’ quello infatti di iniettare seman-
tica negli spazi vettoriali per trovare cor-
relazioni tra informazioni semantiche (pi-
uttosto che tra elementi lessicali). Questo
nuovo approccio potra’ avere un alto im-
patto su applicazioni chiave come Word
Sense Disambiguation, Textual Entail-
ment, e altri.

!'Semantic Burst: Embodying Semantic Resources in Vec-
tor Space Models, financed by Compagnia di San Paolo - cod.
2014_1L.1.272.
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1 Introduction and Background

One of the main current research frontiers in Com-
putational Linguistics is represented by studies
and techniques usually associated with the la-
bel Distributional Semantics (DS), which are fo-
cused on the exploitation of distributional analy-
ses of words in syntactic compositions. Their im-
portance is demonstrated by recent ERC projects
(COMPOSES and DisCoTex?) and by a growing
research interest in the scientific community?. The
proposal presented in this paper is about going far
beyond this state of the art.

DS uses traditional Data Mining (DM) tech-
niques on text, considering language as a
grammar-based type of data, instead of simple
unstructured sequences of tokens. It quanti-
fies semantic (in truth lexical) similarities be-
tween linguistically-refined tokens (words, lem-
mas, parts-of-speech, etc.), based on their distri-
butional properties in large corpora. DM relies
on Vector Space Models (VSMs), a representation
of textual information as vectors of numeric val-
ues (Salton et al., 1975). DM techniques such as
Latent Semantic Analysis (LSA) have been suc-
cessfully applied to text for information indexing
and extraction tasks, using matrix decompositions
such as Singular Value Decomposition (SVD) to
reconstruct the latent structure behind the distri-
butional hypothesis (Deerwester et al., 1990). It
usually works by evaluating the relatedness of dif-
ferent terms, forming word clusters sharing sim-
ilar contexts. Explicit Semantic Analysis (ESA)
(Gabrilovich and Markovitch, 2007) and Salient
Semantic Analysis (SSA) (Hassan and Mihalcea,
2011) revisits these methods in the way they define
the conceptual layer. With LSA a word’s hidden

*European Research Council projects nr. 283554 (COM-
POSES) and nr. 306920 (DisCoTex).

3Clark, S. Vector space models of lexical meaning. A
draft chapter of the Wiley-Blackwell Handbook of Contem-
porary Semantics second edition.



concept is based on its surrounding words, with
ESA it is based on Wikipedia entries, and with
SSA itis based on hyperlinked words in Wikipedia
entries. These approaches represent only a partial
step towards the use of semantic information as in-
put for Distributional Analysis.

While distributional representations excel at
modelling lexical semantic phenomena such as
word similarity and categorization (conceptual as-
pect), Formal Semantics in Computational Lin-
guistics focuses on the representation of the mean-
ing in a set theoretic way (functional aspect), pro-
viding a systematic treatment of compositionality
and reasoning. Recent interest in the combination
of Formal Semantics and Distributional Semantics
have been proposed (Lewis and Steedman, 2013)
(Turney, 2012) (Garrette et al., 2014), that employ
approaches based on the lexical level. However,
1) the problem of compositionality of lexical dis-
tributional vectors is still open and the proposed
solutions are limited to combination of vectors, 2)
reasoning on classic distributional representations
is not possible, since they are VSMs at the lexical
level only, 3) the connection of DS with traditional
Formal Semantics is not straightforward (Turney,
2012) (Garrette et al., 2014) since DS is limited to
a semantics of similarity which is able to support
retrieval but not other aspects such as reasoning;
and 4) DS does not scale up to phrases and sen-
tences due to data sparseness and growth in model
size (Turney, 2012), restraining the use of tensors.

2 A Semantic Distributional Hypothesis

This proposal is based on the idea of applying dis-
tributional analysis not only to words but also to
sets of semantic features taken from semantic re-
sources. The idea is that the semantic informa-
tion injected into an input text corpus will act as
a catalyst to facilitate the creation of further se-
mantic information and to find correlations with
semantic features of other words in their syntac-
tic context. For instance, the word “cat” in “the
cat bites the mouse” will be replaced by physical
facts (it has claws, paws, eyes, whiskers, etc.), be-
havioural information (it chases mice, it is capable
of climbing up a tree, etc.), taxonomical informa-
tion (it is a feline, it is a predator, etc.), habitats,
etc. This will create a new multi-dimensional se-
mantic search space where distributional analysis
will be used to clean up and correlate statements
rather than words, for example, finding the relation

between a carnivore-subject and a meat-object in
the sentence “The cat bites the mouse” or between
a cat’s claws and the act of climbing in the sen-
tence “The cat climbs the tree”.

2.1 Feasibility

The proposed shift to semantics as input for distri-
butional analysis is now feasible due to the large
number of semantic resources available such as
BabelNet (Navigli and Ponzetto, 2010), Concept-
Net (Speer and Havasi, 2012), FrameNet (Baker
et al., 1998), DBPedia, etc. However, these re-
sources are sometimes incomplete, contradictory,
ambiguous, and difficult to integrate together, so
they cannot be used in Formal Semantics. Formal
Semantics handles reasoning, quantification, and
compositionality of meaning using set-theoretic
models, and therefore requires data consistency.
The aim of this proposal is to overcome these
problems by applying the distributional hypothesis
to the partial and contradictory semantic informa-
tion that can be associated with words contained in
large corpora and structured in syntactic contexts,
in the same way it has been successfully applied
to words in the last few decades. For example, if
a corpus contains ambiguities and other noise, this
does not prevent distributional analysis on words,
because the calculations use the most significant
data. Analogously, in case of a few ambiguities
and contradictions in the semantic resources, a dis-
tributional approach using several resources and
advances in Data Mining will manage to derive the
most probable relations between statements.

2.2 Research Objectives

The presented approach is intended to reduce the
existing gap between Distributional Semantics and
Formal Semantics by creating a novel type of se-
mantics, still distributional, but working on a se-
mantic rather than lexical input. The idea is ar-
ticulated in the following sub-objectives: 1) to
acquire and integrate semantic information from
different resources; 2) to create not only distribu-
tional word representations, but also distributional
representations of semantic features with tensors.
By moving to the semantic level, it will help over-
come the problem of sparseness in classic word-
based tensors. Since semantic information rep-
resents knowledge shared by multiple words, this
proposal will allow to consider more complex syn-
tactic structures to be considered than currently
practiced. Then, it aims to 3) deal with compo-
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sitionality at a more appropriate level - no longer
as a fusion of lexical distribution vectors, but as
a fusion of semantic features and 4) will enable
reasoning on the semantic representation built via
distributional vectors of semantic features. Further
semantic resources will be created, which can be
re-injected several times as input into the distribu-
tional analysis, thus 5) creating a positive loop of
expanding knowledge. The proposal can also 6)
consider multilingual contexts where semantic re-
sources are not available, 7) finally reframing tasks
as later described in Section 3.6.

3 Project Architecture

3.1 Data Acquisition

The first step required by this proposal is to ag-
gregate linguistic and semantic resources such as
ConceptNet, FrameNet, WordNet, BabelNet, etc.
The result will be a semantic database (SDB) of
lexical and semantic information. This will re-
quire integration of data from different sources
with problems such as alignment, conflict reso-
lution, and granularity mismatch. The second
step regards the expansion of an input corpus (re-
sult of a selection from existing available corpora)
with the semantic information contained in SD B
for each of its words. Let us assume a word
w; in SDB can be associated with a set o; =
{< rely,c1 >, < relp,ca >, ..., < relg,cp, >}
of semantic features of the type < rel,c; > to
mean that word w; has a relation rel with con-
cept ¢j in some semantic resource (e.g., w;=cat
and 0; = {< isA, MAMMAL>, < capableOf,
JUMP>,...}). This word-by-facts replacement
can be iterated multiple times over the concepts
in 0; (e.g., ;=M AM M AL in o; can enrich o; it-
self to o, with oyranarar such that o, = o; U
{< isA, ANIMAL>, < capableO f, BREATH>,
...}. Given a sentence S, the idea is to enrich each
w; with o; so that we build a different and richer
input for distributional analysis than in traditional
approaches (see Figure 1).

3.2 Distributional Analysis of Semantics

The second part of the proposal concerns the use
of advanced DM techniques such as tensor-based
representations (of semantics, rather than words)
by embodying syntactic roles (subjects, modifiers,
verbs, and arguments) into its dimensions (see Fig-
ure 1). The complexity of algorithms for tensors is
a major challenge in this level, although recent re-
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search has shown that background information can
improve this issue (Schifanella et al., 2014). Ad-
vanced data analysis techniques on tensors allow
operations that are suitable for the aim of this on-
going research project. In particular, the problem
of correlating lexical items will be reframed as the
problem of correlating sets of semantic features
within syntactic structures, using similarity and
correlation measures over tensors to align, merge
and filter data items.

3.3 Compositionality and reasoning

The proposal allows to address the compositional-
ity problem at a semantic level. Let us consider the
adjective-noun collocation “dead parrot”. Parrots
are pets, but dead parrots are not. This is an exam-
ple of complicated compositionality (Kruszewski
and Baroni, 2014). Unlike e.g., “blue parrot”, the
adjective overrides typical features of the noun it is
associated with. Currently, Distributional Seman-
tics uses to model compositionality by merging
word distribution vectors (Mitchell and Lapata,
2008; Grefenstette and Sadrzadeh, 2011), hope-
fully lowering the frequency of collocations where
the phrase “dead parrot” occurs as a pet. In our ap-
proach, instead, we reframe the problem as: how
can distributional analysis handle the fact that the
semantic feature < hasProperty, NOT-ALIVE>
associated with the word “dead” overrides the nec-
essary feature of the role of pet (< isA, PET>),
i.e., < hasProperty, ALIVE> played by “par-
rot”? Moreover, we can apply reasoning on the re-
sulting semantic representation of “dead parrot”:
since the property NOT-ALIVE in semantic re-
sources is associated with < hasProperty, NO-
MOVE>, we can also predict that, for example,
“the dead parrot flies” is not a proper sentence
since FLY in < capableO f, FLY> is associated
with < isA, MOVE>.

3.4 Extension of Semantic Resources

A distributional analysis over the acquired se-
mantic information can create novel semantic re-
sources with the following radically new aspects.
First, semantics will assume the form of combi-
nations of statements within syntactic contexts,
thus generalizing over concepts which could not
be found even in very large corpora. Assume, for
instance, that “cat” is not associated with the se-
mantic feature < has, CLAWS>: we can add
this feature to the word “car” if it occurs in con-
texts where the distinguishing feature for climb-
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Figure 1: Distributional representation of natural language based on statements rather than lexical items.

ing is using claws (“the * climbs the mast”, “the *
climbs the curtains”, etc.); moreover, the extended
resources will be used again thus creating a posi-
tive loop of semantic feedback.

3.5 Multilingual Mapping

Multilingualism can be better managed since se-
mantic features represent conceptual rather than
lexical information units. When semantic re-
sources are missing in one language, the proposed
approach will use those of the English language,
using automated translation from the target lan-
guage to English. Ambiguities and errors will
be introduced, but analyses on large numbers will
hopefully manage the situation, allowing the cre-
ation of semantic knowledge for new languages.

3.6 Exploitation

Word Sense Disambiguation (WSD). Instead of
linking words to word senses (a priori defined in
resources such as WordNet) by exploring word-
based contexts, we will replace each word with all
the semantic features of all its uses in the corpora,
clustering features and disambiguating by match-
ing the word features with those of other words in
the syntactic structure using the result of the se-
mantic analysis (see Section 3.2).

Parsing. Syntactic parsing is a procedure that re-
quires semantic information (e.g., to understand
which phrase in the parse tree a modifier should
be associated with). This approach will alleviate
ambiguity problems at syntactic level by using the

semantics extracted by the distributional approach
over the semantic features.

Information Retrieval (IR). By using the pro-
posed approach, computational systems can pro-
cess complex queries and improve precision and
recall of relevant documents. The aim is to go
beyond the state of the art in query expansion by
combining similar semantic features in accordance
with the syntactic structure, rather than using bag-
of-words approach, synonyms and paraphrases.
Textual Entailment (TE). Current research in TE
attempts to solve the problem of implicit meaning
in texts by lexical inference (e.g., selling implies
owning), using resources (e.g., WordNet), distri-
butional semantics and similarity measures. How-
ever, these techniques still operate at lexical level.
This proposal operates at a semantic rather than
lexical level which brings out the implicit mean-
ings sought by other means in TE research.
Generation and Summarization. This proposal
will enable the generation of lexical compositions
reflecting plausible combinations of semantic fea-
tures instead of lexical substitutions. This will
open a completely new horizon of summarization
results.

4 Conclusions

This paper presents a recently-funded project on a
research frontier in Computational Linguistics. It
includes a brief survey on the topic and the essen-
tial keys of the proposal with its impact.
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Abstract

English. This paper addresses the prob-
lem of classification of non-sentential ut-
terances (NSUs). NSUs are utterances that
do not have a complete sentential form but
convey a full clausal meaning given the di-
alogue context. We extend the approach
of Fernandez et al. (2007), which provide
a taxonomy of NSUs and a small anno-
tated corpus extracted from dialogue tran-
scripts. This paper demonstrates how the
combination of new linguistic features and
active learning techniques can mitigate the
scarcity of labelled data. The results show
a significant improvement in the classifi-
cation accuracy over the state-of-the-art.

Italiano.  Questo articolo affronta il
problema della classificazione delle non-
sentential utterances (NSUs). Le NSUs
sono espressioni che, pur avendo una
forma incompleta, esprimono un signifi-
cato completo dato il contesto del dialogo.
Estendiamo [’approccio di Ferndndez et
al. (2007), il quale fornisce una tassono-
mia per NSUs ed un piccolo corpus es-
tratto da transcript di dialoghi. Questo
articolo dimostra come, tramite l'utilizzo
di nuove feature linguistiche in combi-
nazione con tecniche di active learning, si
riesce ad attenuare la sarsita di dati anno-
tati. I risultati mostrano un miglioramento
significativo dell’accuratezza rispetto allo
stato dell’arte.

1 Introduction

In dialogue, utterances do not always take the form
of complete, well-formed sentences with a subject,
a verb and complements. Many utterances — of-
ten called non-sentential utterances, or NSUs for

plison@ifi.uio.no

short — are fragmentary and lack an overt predi-
cate. Consider the following examples from the
British National Corpus:

A: How do you actually feel about that?
B: Not too happy. [BNC: JK8 168-169]

A:  They wouldn’t do it, no.
B:  Why? [BNC: H5H 202-203]

A: [...] then across from there to there.
B: From side to side. [BNC: HDH 377-378]

Despite their ubiquity, the semantic content of
NSUs is often difficult to extract automatically.
Non-sentential utterances are indeed intrinsically
dependent on the dialogue context for their inter-
pretation — for instance, the meaning of “why” in
the example above is impossible to decipher with-
out knowing what precedes it.

This paper describes a new approach to the clas-
sification of NSUs. The approach builds upon the
work of Ferndndez et al. (2007), which present a
corpus of NSUs along with a taxonomy and a clas-
sifier based on simple features. In particular, we
show that the inclusion of new linguistic features
and the use of active learning provide a modest but
significant improvement in the classification accu-
racy compared to their approach.

The next section presents the corpus used in this
work and its associated taxonomy of NSUs. Sec-
tion 3 describes our classification approach (ex-
tracted features and learning algorithm). Section
4 finally presents the empirical results and their
comparison with the baseline.

2 Background

Ferndndez et al. (2007) provide a taxonomy of
NSUs based on 15 classes, reflecting both the form
and pragmatic function fulfilled by the utterance.
The aforementioned paper also presents a small
corpus of annotated NSUs extracted from dia-
logue transcripts of the British National Corpus
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NSU Class Example Frequency
Plain Ack. (Ack) A: ... B: mmh 599
Short Answer (ShortAns) A: Who left? B: Bo 188
Affirmative Answer (AffAns) A: Did Bo leave? B: Yes 105
Repeated Ack. (RepAck) A: Did Bo leave?  B: Bo, hmm. 86
Clarification Ellipsis (CE) A: Did Bo leave? B: Bo? 82
Rejection (Reject) A: Did Bo leave? B: No. 49
Factual Modifier (FactMod) A: Bo left. B: Great! 27
Repeated Aff. Ans. (RepAffAns) A: Did Bo leave? B: Bo, yes. 26
Helpful Rejection (HelpReject) A: Did Bo leave? B: No, Max. 24
Check Question (CheckQu) A: Bo isn’t here. okay? 22
Sluice A: Someone left.  B: Who? 21
Filler A: Did Bo ... B: leave? 18
Bare Modifier Phrase (BareModPh) A: Max left. B: Yesterday. 15
Propositional Modifier (PropMod)  A: Did Bo leave? B: Maybe. 11
Conjunct (Conj) A: Bo lefft. B: And Max. 10
Total 1283

Table 1: Taxonomy of NSUs with examples and frequencies in the corpus of Ferndndez et al. (2007).

(Burnard, 2000). Each instance of NSU is an-
notated with its corresponding class and its an-
tecedent (which is often but not always the pre-
ceding utterance). Table 1 provides an overview of
the taxonomy, along the frequency of each class in
the corpus and prototypical examples taken from
Ginzburg (2012). See also e.g. Schlangen (2003)
for related NSU taxonomies. Due to space con-
straints, we do not provide here an exhaustive de-
scription of each class, which can be found in
(Fernandez, 2006; Fernandez et al., 2007).

3 Approach

In addition to their corpus and taxonomy of NSUs,
Ferndndez et al. (2007) also described a simple
machine learning approach to determine the NSU
class from simple features. Their approach will
constitute the baseline for our experiments. We
then show how to extend their feature set and rely
on active learning to improve the classification.

3.1 Baseline

The feature set of Fernandez et al. (2007) is com-
posed of 9 features. Four features capture some
key syntactic and lexical properties of the NSU it-
self, such as the presence of yes/no words or wh-
words in the NSU. In addition, three features are
extracted from the antecedent utterance, capturing
properties such as the mood or the presence of a
marker indicating whether the utterance is com-
plete. Finally, two features encode similarity mea-
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sures between the NSU and its antecedent, such
as the number of repeated words and POS tag se-
quences common to the NSU and its antecedent.

The classification performance of our replicated
classifier (see Table 2) are in line with the results
presented in Fernidndez et al. (2007) — with the
exception of the accuracy scores, which were not
provided in the original article.

3.2 Extending the feature set

In order to improve the classification accuracy,
we extended the baseline features described above
with a set of 23 additional features, summing up
to a total of 32 features:

e POS-level features: 7 features capturing
shallow syntactic properties of the NSUs,
such as the initial POS tags and the presence
of pauses and unclear fragments.

e Phrase-level features: 7 features indicating
the presence of specific syntactic structures in
the NSU and the antecedent, for instance the
type of clause-level tags (eg. S, SQ, SBAR)
in the antecedent or the initial phrase-level
tag (eg. ADVP, FRAG, NP) in the NSU.

e Dependency features: 2 features signaling
the presence of certain dependency patterns
in the antecedent, for example the occurrence
of a neg dependency in the antecedent.

e Turn-taking features: one feature indicating



whether the NSU and its antecedent are ut-
tered by the same speaker.

e Similarity features: 6 features measuring
the parallelism between the NSU and its an-
tecedent, such as the local (character-level)
alignment based on Smith and Waterman
(1981) and the longest common subsequence
at the word- and POS-levels, using Needle-
man and Wunsch (1970).

The phrase-level and dependency features were
extracted with the PCFG and Dependency Parsers
(Klein and Manning, 2003; Chen and Manning,
2014) from the Stanford CoreNLP API.

3.3 Active learning

The objective of active learning (AL) (Settles,
2010) is to interactively query the user to anno-
tate new data by selecting the most informative
instances (that is, the ones that are most difficult
to classify). Active learning is typically employed
to cope with the scarcity of labelled data. In our
case, the lack of sufficient training data is espe-
cially problematic due to the strong class imbal-
ance between the NSU classes (as exemplified in
Table 1). Furthermore, the most infrequent classes
are often the most difficult ones to discriminate.
Fortunately, the dialogue transcripts from the BNC
also contain a large amount of unlabelled NSUs
that can be extracted from the raw transcripts us-
ing simple heuristics (syntactic patterns to select
utterances that are most likely non-sentential).

The active learning algorithm we employed in
this work is a pool-based method with uncertainty
sampling (Lewis and Catlett, 1994). The sampling
relies on entropy (Shannon, 1948) as measure of
uncertainty. Given a particular (unlabelled) in-
stance with a vector of feature values f, we use the
existing classifier to derive the probability distri-
bution P(C = ¢;|f) for each possible output class
¢;. We can then determine the corresponding en-
tropy of the class C"

H(C)=- ZP(C:cﬂf) log P(C'=¢|f)

A high entropy indicates the “unpredictability”
of the instance. The most informative instances to
label are therefore the ones with high entropy. As
argued in Settles (2010), entropy sampling is espe-
cially useful when there are more than two classes,
as in our setting. We applied the JCLAL active

NSU Class Instances
Helpful Rejection 21
Repeated Acknowledgment 17
Clarification Ellipsis 17
Acknowledgment 11
Propositional Modifier 9
Filler 9
Sluice 3
Repeated Affirmative Answer 3
Factual Modifier 3
Conjunct Fragment 3
Short Answer 2
Check Question 2

Table 5: Class frequencies of the 100 additional
NSUs extracted via active learning.

learning library! to extract and annotate 100 new
instances of NSUs, which were then added to the
training data. The distribution of NSU classes for
these instances is shown in Table 5.

4 Evaluation

We compared the classification results between the
baseline and the new approach which includes the
extended feature set and the additional data ex-
tracted via active learning. All the experiments
were conducted using the Weka package (Hall et
al., 2009). Table 2 presents the results using the
J48 classifier, an implementation of the C4.5 al-
gorithm for decision trees (Quinlan, 1993), while
Table 3 presents the results using Weka’s SMO
classifier, a type of SVM trained using sequential
minimal optimization (Platt, 1998). In all experi-
ments, we follow Fernandez et al. (2007) and re-
move from the classification task the NSUs whose
antecedents are not the preceding utterance, thus
leaving a total of 1123 utterances.

All empirical results were computed with 10-
fold cross validation over the full dataset. The
active learning (AL) results refer to the classi-
fiers trained after the inclusion of the 100 addi-
tional instances. The results show a significant
improvement of the classification performance be-
tween the baseline and the final approach using
the SVM and the data extracted via active learn-
ing. Using a paired {-test with a 95% confidence
interval between the baseline and the final results,
the improvement in accuracy is statistically signif-
icant with a p-value of 6.9 x 1073, The SVM does

]Cf. http://sourceforge.net/projects/Jjclal.
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Experimental setting Accuracy | Precision | Recall | F}-Score
Train-set (baseline feature set) 0.885 0.888 0.885 0.879
Train-set (extended feature set) 0.889 0.904 0.889 0.889
Train-set + AL (baseline feature set) 0.890 0.896 0.890 0.885
Train-set + AL (extended feature set) 0.896 0914 0.896 0.897

Table 2: Accuracy, precision, recall and F} scores for each experiment, based on the J48 classifier.

Experimental setting Accuracy | Precision | Recall | F7-Score
Train-set (baseline feature set) 0.881 0.884 0.881 0.875
Train-set (extended feature set) 0.899 0.904 0.899 0.896
Train-set + AL (baseline feature set) 0.883 0.893 0.883 0.880
Train-set + AL (extended feature set) 0.907 0.913 0.907 0.905

Table 3: Accuracy, precision, recall and F} scores for each experiment, based on the SMO classifier.

Baseline Final approach
NSU Class Precision Recall F1-Score | Precision Recall F-Score
Plain Acknowledgment 0.97 097 | 097 0.97 098 | 097
Affirmative Answer 0.89 0.84 | 0.86 0.81 090 | 0.85
Bare Modifier Phrase 0.63 0.65 1 0.62 0.77 075 1 0.5
Clarification Ellipsis 0.87 089 T 087 0.88 092 T 089
Check Question 0.85 090 | 087 1.00 1.00 | 1.00
Conjunct Fragment 0.80 080 1+ 0.80 1.00 1.00 +  1.00
Factual Modifier 1.00 1.00 ' 1.00 1.00 1.00 " 1.00
Filler 0.77 070 T 071 0.82 083 T 078
Helpful Rejection 0.13 0.14 |, 0.14 0.31 043 |, 033
Propositional Modifier 0.92 097 1 093 0.92 1.00 1+ 095
Rejection 0.76 095 ' 0.83 0.90 090 ' 0.89
Repeated Ack. 0.74 075 7 070 0.77 077 | 071
Repeated Aff. Ans. 0.67 0.71 . 0.68 0.72 055 , 0.58
Short Answer 0.86 080 1 0.8l 0.92 086 1 0.89
Sluice 0.67 077 ' 071 0.80 0.84 ' 0381

Table 4: Precision, recall and F} score per class between the baseline (initial feature set and J48 classifier)
and the final approach (extended feature set with active learning and SMO classifier).

not perform particularly well on the baseline fea-
tures but scales better than the J48 classifier after
the inclusion of the additional features. Overall,
the results demonstrate that the classification can
be improved using a modest amount of additional
training data combined with an extended feature
set. However, we can observe from Table 4 that
some NSU classes remain difficult to classify. Dis-
tinguishing between e.g. Helpful Rejections and
Short Answers indeed requires a deeper semantic
analysis of the NSUs and their antecedents than
cannot be captured by morpho-syntactic features
alone. Designing appropriate semantic features
for this classification task constitutes an interest-
ing question for future work.

5 Conclusion

This paper presented the results of an experiment
in the classification of non-sentential utterances,

extending the work of Ferndndez et al. (2007). The
approach relied on an extended feature set and ac-
tive learning techniques to address the scarcity of
labelled data and the class imbalance. The eval-
uation results demonstrated a significant improve-
ment in the classification accuracy.

The presented results also highlight the need for
a larger annotated corpus of NSUs. In our view,
the development of such a corpus, including new
dialogue domains and a broader range of conver-
sational phenomena, could contribute to a better
understanding of NSUs and their interpretation.

Furthermore, the classification of NSUs accord-
ing to their type only constitutes the first step in
their semantic interpretation. Dragone and Lison
(2015) focuses on integrating the NSU classifica-
tion outputs for natural language understanding
of conversational data, building upon Ginzburg
(2012)’s formal theory of conversation.
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Abstract

English. The CompWHoB (Computa-
tional White House press Briefings) Cor-
pus, currently being developed at the Uni-
versity of Naples Federico 11, is a corpus of
spoken American English focusing on po-
litical and media communication. It repre-
sents a large collection of the White House
Press Briefings, namely, the daily meet-
ings held by the White House Press Sec-
retary and the news media. At the time of
writing, the corpus amounts to more than
20 million words, covers a period of time
of twenty-one years spanning from 1993
to 2014 and it is planned to be extended
to the end of the second term of President
Barack Obama. The aim of the present ar-
ticle is to describe the composition of the
corpus and the techniques used to extract,
process and annotate it. Moreover, atten-
tion is paid to the use of the Temporal Ran-
dom Indexing (TRI) on the corpus as a tool
for linguistic analysis.

Italiano. Il CompWHoB Corpus, in
sviluppo presso [’Universita di Napoli
Federico 11, é un corpus di parlato inglese-
americano comprendente le conferenze
condotte dai segretari statunitensi per i
rapporti con la stampa, definite come
Press Briefings. Allo stato attuale il cor-
pus e composto da pin di 20 milioni di
parole e si estende dal 1993 sino a fine
2014. L’obiettivo di questo articolo é di
descrivere la composizione del corpus, le
tecniche utilizzate per estrarre ed anno-
tare i testi, e mostrare come possa fungere
da fonte di analisi linguistica attraverso
lutilizzo del Temporal Random Indexing
(TRI).

1 Introduction

As political speech has been gaining more and
more attention over recent years in the analysis of
communication strategies, political corpora have
become of paramount importance for the fulfil-
ment of this objective. The CompWHoB Corpus,
a spoken American English corpus currently being
developed at the University of Naples Federico II,
wants to meet the need for political language data,
as it focuses on the political and media commu-
nication genre. This resource is a large collec-
tion of the transcripts of the White House Press
Briefings, namely, the daily meetings held by the
White House Press Secretary and the news me-
dia. As one of the main official channels of com-
munication for the White House, briefings play
indeed a crucial role in the administration com-
munication strategies (Kumar, 2007). The corpus
currently amounts to more than 20 million words
and spans from 1993 to 2014, thus covering a pe-
riod of time of twenty-one years and five presi-
dencies. Work is underway to extend the corpus
so as to reach the end of the second term of Pres-
ident Barack Obama. Unlike other political cor-
pora such as CORPS (Guerini et al., 2008; Guerini
et al., 2013) and the Political Speech Corpus of
Bulgarian (Osenova and Simov, 2012), the Com-
pWHoB does not include monological situations,
due to the inherent dialogical characteristics of the
briefings. As other web corpora (Baroni and Kil-
garriff, 2006; Baroni et al., 2009; Lyding et al.,
2014), the CompWHoB can be considered a web
corpus (Kilgarriff and Grefenstette, 2003; Hundt
et al., 2007), since its texts are directly extracted
from The American Presidency Project website.
Moreover, it should be pointed out that WHoB
is a pre-existing specialized corpus (Spinzi and
Venuti, 2013) annotated by using XML mark-up
and mainly employed in the field of corpus lin-
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CompWHoB Corpus

Presidency texts tokens tokens mean types TTR turn-takings WHo-s
Bill Clinton_1 1,072 4,581,665 4,274 79,129  36.97 116,437 497
Bill Clinton_2 1,066 4,658,054 4,370 81,789  37.89 102,160 525
George W. Bush_1 777 3,660,600 4,711 65,635 34.30 78,992 133
George W. Bush 2 1,057 4,536,616 4,292 73,809  34.65 82,702 286
Barack Obama_1 804 4,470,070 5,560 76,604  36.23 87,432 299
Barack Obama_2 463 3,344,567 7,224 48,493  26.51 44,982 74
TOTAL 5,239 25,251,572 426,458 512,651 1,814

Table 1: Composition of the CompWHoB Corpus in its current stage (July 2015); _1 and _2 stands
for the first term and second term of each presidency, respectively; type-token ratio was calculated us-
ing Guiraud’s (Guiraud, 1954) index of lexical richness; WHo-s stands for White House staff, namely,
personnel identified as belonging or related to the White House presidential staff.

guistics. Thus, the aim of the present article is to
describe how the corpus can be used as a future re-
source in different research fields such as compu-
tational linguistics, (political) linguistics, political
science, etc.

The paper is structured as follows: Section 2 gives
an overview of the corpus. Section 3 describes the
details of the corpus construction and annotation.
The use of TRI on the corpus is then discussed in
Section 4. Lastly, Section 5 concludes the paper.

2 Corpus Overview

The CompWHoB Corpus consists of the tran-
scripts of the press conferences held by the
White House Press Secretaries and/or other ad-
ministration officials and the news media. The
texts that form the corpus were all extracted
from the American Presidency Project web-
site www . presidency.ucsb.edu, where the
Press Briefings document archive section can be
freely consulted. Data was collected and format-
ted into a standardized XML encoding, accord-
ing to the TEI Guidelines (Sperberg-McQueen and
Burnard, 2007). In some cases, texts were sub-
sequently split to mark the beginning of the new
president first term. Six are the presidencies rep-
resented in the CompWHoB Corpus: both Bill
Clinton and George W. Bush eight-year term are
included, while the second term of the incum-
bent US President, Barack Obama, is not complete
since he is currently in office. Thus, at the cur-
rent stage (July 2015) the corpus contains a total
of 5,239 texts comprising 25,251,572 tokens and
422,891 types, and spans from January 27, 1993
until December 18, 2014. Given the inherent dia-
logical characteristics of press conferences, a total

number of 512,651 turn-takings has been calcu-
lated so far. Across the time span covered by the
corpus, 1,814 are the speakers individually iden-
tified as press secretaries, presidential staff mem-
bers or administration officials. See Table 1 for
more details.

3 Corpus Construction and Annotation

3.1 Construction and Structural Annotation

Data extracted comes in a standardized format.
Each briefing consists of a transcript where ev-
ery turn-taking is signalled by the use of the cap-
ital letters to identify the speaker. Two are the
main roles found in the transcriptions: the podium,
namely, the White House Press Secretary or any
other administration official, always identified by
their surnames; the press corps, identified by the
use of the capital letter Q. Information about the
date of the event was extracted and then added to
the beginning of every press conference. As first
step after data extraction, the resulting texts were
encoded in XML format in a semi-automatic way
by using regular expressions and manual check-
ing. Transcripts were then mapped to XML files
according to a calendar year division. Meta-
textual information contained in the data was en-
coded as well so as to enrich the corpus and make
it easily navigable. Thus, the CompWHoB Corpus
is structured as follows: every year forming part
of the corpus is diachronically structured. A div
tag was created to mark the beginning and the end
of every transcript. An attribute value shows the
date of that specific event in a yyyy-mm-dd for-
mat. Every div contains the dialogical situation of
the press conference, where each speaker is iden-
tified by the use of a u tag. In order to provide
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an in-depth description of the sociolinguistic char-
acteristics of the speakers, every u tag consists of
self-explanatory multiple attributes: role, sex and
who. Since in the transcripts press corps are only
identified by the capital letter Q, it was impossi-
ble neither to recover information about the gen-
der nor the name. Thus, for every media mem-
ber the attribute value sex is always u, namely,
unknown, and both role and who attribute values
are always journalist. Conversely, since informa-
tion about Press Secretaries and members related
to the presidential administration staff was avail-
able in the transcripts, attribute values contain in-
formation about the role, gender and name of the
speaker. This operation had to be made manually,
but one of the main objectives of this work is to
make it semi-automatic querying an existent polit-
ical database that will make the process less bur-
densome. As many are the White House members
involved in the press conferences, we decided to
categorize them by role. Thus, Press Secretaries
are the only ones identified as podium, due to their
function of conducting the briefing. Administra-
tion officials and presidential staff members can be
instead recognized by the role value podium_ plus
the position held by them (e.g. military, adminis-
tration, etc.). The beginning and the end of every
speech is marked by the use of p tags. As orig-
inal transcripts contained also meta-textual infor-
mation enclosed in brackets about audience reac-
tions and speech events descriptions (e.g. (Laugh-
ter), (Applause), etc.), we decided to keep it so
as to broaden and vary future analysis approaches.
See Table 2 for a summary of these tags. See Ta-
ble 3 for the description of the corpus press con-
ference structure.

Tag

{event type="laughter"}
{event desc="applause"}
{event desc="inaudible"}

Table 2: Meta-textual speech events tags

{div1} # date of the press conference
{u} # identification of the speaker
{p} # speech of the identified speaker
{self-closing tag} # extra-textual speech
events

Table 3: CompWHoB briefing structure

3.2 Linguistic Annotation

COMPWHOB CORPUS
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Figure 1: CompWHoB structure and linguistic an-
notation process

As regards the NLP aspect (Figure 1), we chose
to adopt Python (3.4 version) as programming
language, using the Natural Language Toolkit
(NLTK) platform (Bird et al., 2009), since it pro-
vides a large suite of libraries for natural language
processing. As first step, sentence segmentation
and word tokenization were carried out. POS-
tagging was then performed employing the Penn
Treebank tag set (Marcus et al., 1993), trained on
the Treebank Corpus. We made this choice to have
immediately a first grasp on the linguistic data.
Being at the early stages of our work, we decided
to test NLTK POS tagger by comparing the out-
put with a human-labeled Gold Standard test set
consisting of 24 sections randomly selected from
the corpus, amounting to over 500 tokens. Since
at the current stage POS tagging achieves an ac-
curacy of 92%, our future aim is to improve the
performance of NLTK POS tagger once the corpus
is complete, providing it with a syntactic parsing
as well. As for the lemmatization of the result-
ing texts, we decided to use the WordNet lemma-
tizer provided by the NLTK platform. During this
task we had to map the part-of-speech tags to the
WordNet part-of-speech names in order to get a
more accurate output. Texts processing tasks were
always performed taking into account each turn-
taking. This means that, at the current status, one
of the main advantages of the CompWHoB Cor-
pus is the possibility to retrieve linguistic informa-
tion by specifying the name and/or the role of the
speaker, allowing an in-depth analysis of the ac-
quired information. This is why our primary ob-
jective in the near future is to provide the means
to query the corpus. We plan to reach this goal by
employing the Corpus Workbench (CWB) archi-
tecture and the Corpus Query Processor (Christ et
al., 1999; Evert and Hardie, 2011).
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4 TRI on the CompWHoB Corpus

Our intention was to perform a linguistic anal-
ysis with the aim of finding some variation in
word usage across several presidential and polit-
ical mandates. We chose to model word usage ex-
ploiting distributional semantic models (Sahlgren,
2006). In a distributional semantic model, words
are represented as mathematical points in a geo-
metric space. Similar words are represented close
in that space. The space is built taking into ac-
count words co-occurrences in a large corpus. One
drawback of this kind of approach is that geomet-
ric spaces built on different corpora are not com-
parable. Moreover the temporal feature is not in-
cluded in these models. Considering the peculiar-
ities of the CompWHoB Corpus such as tempo-
ral information and different speakers, a technique
able to manage these kind of features is needed.
Recently, a technique called TRI based on Ran-
dom Indexing (Sahlgren, 2005) able to manage
temporal information has been proposed in (Basile
et al., 2014). TRI can build different word spaces
for several time periods allowing the analysis of
how words change their meaning over time. Rely-
ing on TRI, we build six separate word spaces, one
space for each presidency. The first goal of our
analysis is to find interesting words that change
their meaning across time. Since word vectors in
each word space are made comparable thanks to
the TRI tool, it is possible to compare the sim-
ilarity of a word vector in each word space. In
particular, given a word w and two time periods
t1 and ty is possible to compare the cosine sim-
ilarity between the word vector of w in ¢; and
word vector of w in ty. A low level of similar-
ity between vectors indicates a high word usage
variation across the two time periods. Exploiting
this technique we discovered some words that sig-
nificantly change their usage. In this case, it is
worth paying attention to the words resulting from
the time periods representing the end of a presi-
dency second term and the beginning of a new one.
For example, investigating the neighbourhood of
the word Guatemalain Clinton_2/Bush_1, we
note that in Clinton_2 words such as donors,
accord and workable appear, while in Bush_1 the
word Guatemala is near to other geo-political en-
tities, for example: honduras and slovak. Inves-
tigating historical events in that period we found
that in 1999 President Clinton finally apologized
for America’s role in almost a half-century of re-

pression in Guatemala.

The second analysis concerns how a particular
topic is treated. We selected the topic of the Amer-
ican debate on guns. The idea was to analyse how
each presidency discusses this subject. We se-
lected the word gun as the representative word of
the topic. Moreover, we expanded the topic em-
ploying semantic frames in which the word gun
had been previously used. We adopted FrameNet
to extract relevant frames. Following this method-
ology we identified other relevant words: firearm,
handgun, machine-gun, shooter, shotgun as nouns;
and discharge, fire, hit, shoot as verbs.

In order to represent the gun topic in the word
space we adopted the vector sum operator. For
each word space a vector was built, representing
the vector sum of words belonging to the topic.
The sum vector is used to retrieve the most similar
vectors using cosine similarity. This operation was
repeated for each administration. The idea was to
analyse the neighbourhood of the gun topic in each
presidency. Results show a clear evolution in how
the different administrations dealt with this sub-
ject. While in Bill Clinton and George W. Bush
presidencies the first fifteen most similar vectors
mainly denote the semantic field of weapons, it
is only from the Obama administration that adjec-
tives and nouns appealing to emotions make their
appearance (e.g. heartening, suffer, grassroots,
darn), marking a new era in the White House com-
munication strategies about the gun issue.

5 Conclusions

At the time of writing, the CompWHoB Corpus
is probably one of the largest political corpora
mainly based on spontaneous spoken language.
This feature represents one of its strongest points,
as the linguistic analysis performed by employing
the TRI has proved. As for the near future, two
are our main goals: the first one is to make the
process of structural annotation as much compu-
tational as possible by retrieving information from
available political databases; the second one is to
provide the corpus with syntactic parsing and im-
prove the overall performance of the linguistic an-
notation process. In terms of accessibility, we in-
tend to make the CompWHoB Corpus available
via the CPQ web interface (Hardie, 2012) by the
end of next year. For now, the fully annotated cor-
pus is accessible and available on request.
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Costituzione di un corpus giuridico parallelo italiano-arabo
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Abstract

English. Parallel corpora are an important
resource  for many applications of
computational linguistics, such as machine
translation, terminology extraction, semantic
disambiguation, etc. In this paper we present
our attempt to build an Italian-Arabic parallel
corpus in the legal domain, aligned at the
sentence level and tagged at the POS level.

Italiano. 1 corpora paralleli
rappresentano un'importanza assoluta
per tante applicazioni della linguistica
computazionale, come la traduzione
automatica, l'estrazione delle
terminologie, o la disambiguazione
semantica, ecc. In questo lavoro
presentiamo il nostro tentativo di creare
un corpus giuridico parallelo italiano-
arabo allineato a livello di frase e
annotato a livello morfosintattico.

1 Introduzione

Con il crescente sviluppo delle tecnologie
informatiche che consentono di raccogliere,
gestire ed esplorare enormi quantita di dati
linguistici, l'interesse alla creazione di corpora
linguistici ¢ cresciuto recentemente in una
maniera esponenziale. E indubbio che oggigiorno
I'enorme disponibilita dei dati sul web ha
agevolato significativamente la costituzione e la
distribuzione dei corpora linguistici sia i corpora
monolingui che quelli multilingui. In effetti, i
corpora costituiscono una risorsa essenziale per il
campo linguistico soprattutto per le analisi
contrastive tra due o piu lingue, per la didattica
delle lingue straniere e per gli studi lessicografici
e di traduzione. Nell'ambito della linguistica

computazionale 1 corpora linguistici, e in
particolare quelli paralleli, acquistano
un'importanza  assoluta, soprattutto  per

applicazioni come la traduzione automatica,

l'estrazione di terminologie o la disambiguazione
semantica.

Tuttavia, non tutte le lingue prendono
ugualmente parte a corpora paralleli bilingui o
multilingui. In effetti, I'arabo ¢ una lingua che
presenta una limitata partecipazione a corpora
paralleli, soprattutto a quelli specialistici. E un
fenomeno che si pud considerare come un
possibile effetto della modesta disponibilita sul
web di testi paralleli in lingua araba e in altre
lingue, nonché della complessita del sistema
morfologico arabo.

In questo contributo cerchiamo di
esporre la nostra esperienza con la creazione di
un corpus giuridico parallelo italiano-arabo
specializzato nel diritto internazionale. E un
corpus allineato a livello di frase e annotato
morfosintatticamente. Una versione del corpus
bilingue allineato a livello di frase sara
disponibile gratuitamente per la comunita
scientifica al sito del Laboratorio di Linguistica
Computazionale dell'Universita di Ca' Foscari,
Venezia'.

2 Stato dell'arte

A nostra conoscenza, fino al tempo di questo
lavoro non esiste un corpus parallelo italiano-
arabo nel dominio giuridico. Nell'ambito del
progetto L'arabo per la 488 (Picchi et al., 1999)
¢ stato creato un corpus parallelo italiano-arabo
di testi generici: si tratta di progetto finalizzato
allo sviluppo di strumenti e risorse tanto per la
lingua italiana quanto per la lingua araba, con
particolare cura per l’aspetto contrastivo. Se
invece guardiamo allo stato dell'arte delle nostre
due lingue come partecipi insieme ad altre lingue
di corpora paralleli, troviamo che l'italiano
prende parte a risorse testuali multilingue in
misura maggiore rispetto all'arabo.

Dei corpora paralleli in italiano e altre lingue
ricordiamo Bononia Legal Corpus (Rossini
Favretti et al., 2007), che ¢ un corpus inglese-

1 http://project.cgm.unive.it
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italiano di testi giuridici paralleli e comparabili,
sviluppato presso l'universita di Bologna. Il
progetto ¢ costituito in due fasi: nella prima fase
si ¢ costruito un corpus pilota, costituito da
corpora paralleli in inglese e in italiano; mentre
nella fase successiva vengono aggiunti corpora
comparabili nelle due lingue riguardanti testi
nell'ambito legislativo, giudiziario e
amministrativo per analizzare le caratteristiche
linguistiche dei due sistemi legali. Inoltre,
nell'ambito del progetto CATEX (Computer
Assisted  Terminology — Extraction)  presso
I’Accademia Europea di Bolzano ¢ stato
realizzato un corpus giuridico parallelo italiano-
tedesco (Gamper, 1998). Questo corpus
comprende una raccolta di leggi italiane con la
relativa traduzione in tedesco con una
dimensione di quasi 5 milioni di tokens, ed ¢
allineato a livello di frase.

Per quanto concerne, invece, i corpora paralleli
in arabo e altre lingue si rammenta EAPCOUNT
(Hammouda, 2010), che ¢ un corpus parallelo
inglese-arabo con 341 testi delle Nazioni Unite
allineati a livello di paragrafo. Inoltre, si
menziona il corpus creato presso il laboratorio di
linguistica computazionale dell’universita
autonoma di Madrid (Samy et al., 2006). Si tratta
di un corpus parallelo multilingue (inglese-
spagnolo- arabo) che contiene una collezione dei
documenti delle Nazioni Unite, allineati a livello
di frase e annotati morfosintatticamente.

3 Progettazione del corpus

Come dominio tematico del corpus abbiamo
scelto il diritto internazionale e in particolare i
diritti umani nel mondo. La scelta di questo
genere testuale ha le seguenti motivazioni:

- Il linguaggio giuridico ¢ uno dei linguaggi
settoriali che presentano molte peculiarita sui
diversi livelli di analisi linguistica, il che rende
indifferibilmente necessario fornire e sviluppare
corpora di testi giuridici;

- Per quanto riguarda la lingua araba, la maggior
parte dei corpora giuridici disponibili sul web
riguarda il codice di famiglia dei paesi arabi, che,
ispirato ai principi della Shariah Islamica,
contiene tante terminologie islamiche che non
hanno corrispondenti in italiano. Per il problema
dell'intraducibilita dei termini giuridici islamici
tra l'arabo e l'italiano, abbiamo pensato quindi al
diritto  internazionale, dove risulta limitata
l'influenza della dimensione religiosa dei termini;
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- L'accuratezza della traduzione dei testi paralleli
¢ un fattore essenziale soprattutto trattandosi di
terminologie  giuridiche, e nei documenti
dell'Organizzazione delle Nazioni Unite (ONU)
abbiamo trovato un livello di traduzione tanto
accurato, visto il carattere ufficiale dei
documenti.

4 Descrizione del corpus

I documenti del corpus sono dell'ONU. Si tratta
di una grande raccolta di accordi, convenzioni,
protocolli internazionali sempre nell'ambito del
diritto internazionale in generale e dei diritti
umani in particolare. La lingua originale dei
documenti del corpus parallelo ¢ l'inglese e sia i
testi italiani che i testi arabi sono una traduzione
dall'inglese. I testi del corpus si dividono in due
categorie: la prima comprende un insieme di
convenzioni e accordi internazionali nell'ambito
dei diritti umani nel mondo, mentre la seconda
contiene le convenzioni dell'Organizzazione
Internazionale del Lavoro (ILO). In totale il
corpus comprende all'incirca 1,1 milione di
parole. Tabella 1 indica i dettagli del corpus.

language n.parole n.frasi lunghezza type/token

media ratio

delle frasi
Italiano 545682 18675 30 0.028
Arabo 615947 18391 39 0.068

Tabella 1. Dati statistici del corpus

5 5 Costituzione e preparazione del
corpus

Per i testi del corpus il web rappresenta la fonte
principale sia per i testi arabi che per quelli
italiani. Il risultato di questa fase ¢ un insieme di
documenti in formato PDF in entrambe le lingue.
Il formato PDF non consente, tuttavia, un
trattamento automatico dei testi, quindi bisogna
convertire i testi nel formato “Plain text format”
che ¢ adeguato a qualsiasi trattamento
computazionale del corpus, e poi salvare i testi in
UNICODE che ¢ adeguato nel nostro caso dato
che i sistemi di scrittura delle due lingue di
interesse sono diversi.

Il processo della conversione non ¢, tuttavia,
banale come sembra, soprattutto per la lingua
araba. Fra le notevoli osservazioni individuate
durante la conversione dei testi arabi ricordiamo:
la perdita di alcuni caratteri, lo scambio tra certi
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caratteri (soprattutto tra e "Jd"), l'inversione
della direzione di scrittura (soprattutto i numeri),
la perdita del formato del testo originale, ecc.
Tutto questo richiede un grande sforzo per
rimuovere ogni forma di “rumore” e restituire la
normalita dei testi. Nel caso dei testi italiani gli
errori derivati dalla conversione riguardano
maggiormente il cambiamento del formato del
testo originale.

6 Trattamento del corpus

Fino al passo precedente, lo stato del corpus ¢
grezzo, cio¢ senza nessuna annotazione
linguistica utile per esplorare ed interrogare il
corpus in modo migliore. L'importanza dei
corpora annotati consiste non solo nella
possibilita di esplorare ed estrarre informazioni
dal testo, ma anche nel fornire “training e
valutazione di algoritmi specifici in sistemi
automatici.” (Zotti, 2013).

Il trattamento automatico del nostro corpus
comprende le seguenti fasi:

6.1 Segmentazione

La segmentazione dei testi ¢ stata effettuata nelle
due lingue a livello di frase. Per segmentare i
testi abbiamo utilizzato un algoritmo nel
pacchetto NLTK basato sulla punteggiatura (“.”,
“77 1), Tuttavia, non mancano gli errori anche
in questa fase; soprattutto per la mancanza
dell'uso delle lettere maiuscole in arabo.

Vista la natura giuridica dei testi, si sono
registrate alcune peculiarita riguardanti i confini
di frase nei testi del corpus. In questo caso il
segno della fine frase non ¢ solo il punto finale

[73%1}

come ¢ il caso dei testi generali, ma i segni “:”,
;7 si possono considerare anche confine di frase,
soprattutto quando iniziano una lista di clausole
o commi. Il risultato di questa fase ¢ un testo

segmentato a livello di una sola frase per riga.

6.2 Tokenizzazione

Tokenizzare un testo significa ridurlo nelle sue
unita ortografiche minime, dette tokens, che sono
unita di base per ogni successivo livello di
trattamento automatico. La complessita di questo
compito dipende maggiormente dal tipo di lingua
umana in trattamento nonché dal suo sistema di
scrittura.

Nell'ambito del trattamento automatico della
lingua araba riconoscere l'unita ortografica di

base delle parole arabe appare un compito
particolarmente complicato per effetto della
complessita della morfologia araba, basata su un
sistema flessionale e pronominale molto ricco
(Habash, 2010). Ne consegue che per
disambiguare al meglio le unita lessicali di un
testo arabo ogni sistema di tokenizzazione
necessita di un analizzatore morfologico. Per
tokenizzare i testi arabi del corpus abbiamo
utilizzato il sistema MADA+TOKAN? (Habash
et al.,, 2009) che nel nostro caso ha avuto
un'accuratezza all'incirca 98%. Nel caso dei
documenti italiani si ¢ utilizzato il tokenizzatore
disponibile al sito di ItaliaNLP Lab’.

6.3 Allineamento

Per il processo di allineamento si intende rendere
due testi, o due unita testuali (nel nostro caso due
frasi) allineati l'uno di fronte all'altro. Questa
fase si configura come un processo essenziale
lavorando sui corpora paralleli. L'allineamento
viene effettuato normalmente da appositi
programmi che si servono di metodi statistici e
linguistici per mettere in corrispondenza due
unita di testo l'una & traduzione dell'altra. Nel
caso dei metodi statistici si utilizzano i calcoli
probabilistici della lunghezza delle unita (frasi,
parole, caratteri) dei due testi paralleli per
stabilire una adeguata equivalenza tra i due testi
in esame. Inoltre, il metodo statistico si puod
arricchire di repertori lessicali derivati da
dizionari o corrispondenze traduttive prestabilite.
Non c'¢ dubbio che l'utilizzo del metodo ibrido
appare piu conveniente soprattutto quando si
tratta di lingue che hanno sistemi di scrittura
tanto diversi tra loro, come per es. le lingue del
nostro corpus.

Per allineare 1 nostri testi, abbiamo
utilizzato LogiTerm che fa parte di Terminotix”.
Questo  programma segmenta ¢ allinea
automaticamente due testi creando il risultato in
formati  diversi (HTML, XML, TMX).
L'accuratezza dell'allineamento nel nostro caso ¢
all'incirca  95%, quindi non mancava un
intervento manuale per correggere alcuni errori
dovuti in generale alle caratteristiche linguistiche
delle due lingue in questione. La maggior parte
degli errori individuati durante l'allineamento
riguarda la lunghezza della frase araba. Come si
puo osservare dal numero totale delle frasi nella

2 We used version 3.2 of MADA+TOKAN
3 http://www.italianlp.it/
4 http://www .terminotix.com/index.asp?lang=en
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Tabella 1, la lingua araba tende a congiungere le
frasi, quindi non ¢ raro di trovare un livello di
allineamento 2 a 1. Dopo la verifica manuale dei
risultati di questa fase, i testi allineati sono
salvati in due formati XML e TMX.

<prop type="ltattr-match">1-1</prop>

<prop type="ltattr-id">17</prop>

<tuv xml:lang="it">

<seg>Ogni persona ha diritto al godimento dei diritti e
delle liberta riconosciuti e garantiti nella presente Carta
senza alcuna distinzione, in particolare senza distinzione
di razza, sesso, etnia, colore, lingua, religione, opinione
politica o qualsiasi altra opinione, di origine nazionale o
sociale, di fortuna, di nascita o di qualsiasi altra
situazione.</seg>

</tuv>

<tuv xml:lang="ar">

<seg> low iy adl Gl yzdly Baddle e i Jd gl
sl o 1) 3ualr et 0 Blged) 1 b 3] scadladl
sde sl ogd S5 dd S Gaord) S 0sdd ) Bogd) st suaced)
tﬁ&‘?‘—'CU‘ )\ quk_sd‘ ‘wur‘ad‘ j\ ‘JC‘ LS‘J LS‘ }\ LSL)*“LSU"U‘ d‘)d‘
JC guas Lﬁ‘ _5\ Ad_jed‘ _5\ b_j)h_ld‘ ;|ﬂ</seg>

</tuv>

</tu>

<tu>

Tabella 2. Estratto del corpus allineato in TMX

<seg match="1-1" id="17">

<src>Ogni persona ha diritto al godimento dei diritti e
delle liberta riconosciuti e garantiti nella presente Carta
senza alcuna distinzione, in particolare senza distinzione
di razza, sesso, etnia, colore, lingua, religione, opinione
politica o qualsiasi altra opinione, di origine nazionale o
sociale, di fortuna, di nascita o di qualsiasi altra
situazione.</src>

<tgt> o i g adl Sl zdls Gudrdle aFlh Jd gladyg
‘e&‘d ol 1) aua\c JLSLS?‘—‘ O O|Q§€J| 13 (g ad_,g_ededl_,
Je sl agad) sl dd) sl peagd) st asdd) doed gl Joaced) s
55&|€c_|CU| j\ qul’}d‘ ‘U"Uﬁd‘ )\ ‘JC‘ L5|J Lﬁ\ _9\ LSL)*“LSU"U‘ d‘)d‘
s eoasal s sed sl s</tgt>

</seg>

Tabella 3. Estratto del corpus allineato in XML

6.4 Annotazione del corpus

Per l'annotazione o l'etichettatura linguistica di
un corpus si intende associare alle porzioni del
testo informazioni linguistiche in forma di
etichetta (tag o mark-up), sia per rendere
esplicito il contenuto del testo sia per ottenerne
una conoscenza approfondita. Il tipo di
annotazione  piu  conosciuto ¢  quello
morfosintattico o il cosiddetto POS (part-of-
speech tagging), che consiste nell'attribuire ad

ogni parola nel testo la sua categoria
grammaticale. Il POS tagging possiede
un'importanza  rilevante  nel  trattamento

automatico del linguaggio, in quanto rappresenta
il primo passo nell'annotazione automatica dei
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testi, quindi gli errori riscontrabili durante questa
fase potrebbero incidere sulle successive analisi.

Per taggare i testi arabi del nostro corpus,
abbiamo utilizzato il pacchetto Amira 2.1 (Diab,
2009). Amira ¢ un sistema di POS tagging basato
sull'apprendimento supervisionato che utilizza le
macchine a vettori di supporto (SVM). Questo
sistema comprende tre moduli per il trattamento
automatico della lingua araba: tokenizzazione,
POS tagging, ¢ base-phrase chunked. Nel nostro
caso il sistema PoS Tagging di Amira raggiunge
un'accuratezza all'incirca 94%.

Per i testi italiani si ¢ usato Felice-POS-Tagger
(Dell’Orletta, 2009). Felice-POS-Tagger ¢ una
combinazione di sei tagger, con tre algoritmi
diversi. Ognuno dei tre algoritmi viene utilizzato
per costruire un left-to-right (LR) tagger e un
right-to-left (RL) tagger. L'accuratezza del
Felice-POS-Tagger nel taggare i testi del nostro
corpus ¢ all'incirca 97%.

Le/RD organizzazioni/S dei/EA lavoratori/S e/CC
dei/EA datori/S di/E lavoro/S hanno/V il/RD
diritto/S di/E elaborare/V i/RD propri/AP statuti/S

e/CC regolamenti/S amministrativi/A ,/FF di/E
eleggere/V  liberamente/B i/RD  propri/AP
rappresentanti/S ,/FF di/E organizzare/V 1a/RD

propria/AP  gestione/S e/CC
attivita/S  ,/FF  ¢/CC di/E formulare/V
proprio/AP programma/S di/E azione/S ./FS

la/RD propria/AP
il/RD

Tabella 3. Estratto del corpus italiano annotato a
livello PoS Tagging

JRP lalse/NNS_FP Jleg JYDET NN 5/CC J/IN laksc/
NNS FP  lrual/NN  Jdag JVDET NN GzJVDET NN
GH/IN §0as/NN b scls/ NN PRP_FS3 5/CC lozis! s/
NN_PRP_FS3 s¢ 4/ DET JJ_FS ¢/PUNC 5/CC ¢¥/IN
IQlFAG/NN losdias/ NNS_MP_PRP_FS3 </IN s/
NN _FS 302/ JJ FS ¢/PUNC s/CC b/IN agshoc/NN
leu,la/NN_FS PRP_FS3  5/CC  bhl(is/NN_PRP_FS3
«/PUNC s/CC $</IN Aag /NN zal /NN
lJsg/NN_PRP_FS3 ./PUNC

Tabella 4. Estratto del corpus arabo annotato a

livello PoS Tagging

7 Conclusione

In questo lavoro abbiamo cercato di dare una
descrizione del nostro progetto di creare un
corpus parallelo italiano-arabo nel campo del
diritto internazionale. La costruzione di tale
corpus risponde allo scopo generale di fornire
risorse linguistiche utili alle applicazioni della
linguistica computazionale, soprattutto
considerando la mancanza visibile dei corpora
paralleli italiano-arabo di testi specialistici. Il



trattamento computazionale del corpus ¢ arrivato
fino al PoS tagging, estendibile nel futuro ad altri
livelli di annotazione e di arricchimento. Nel
futuro intendiamo estendere questo corpus in due
sensi: verticale e orizzontale. L'estensione
orizzontale riguarda l'aggiunta di altri testi
giuridici, mentre quella verticale ha a che fare
con il trattamento automatico del corpus a livelli
piu avanzati.
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Abstract

English. In this paper we present our
approach to extract multi-word terms
(MWTs) from an Italian-Arabic parallel
corpus of legal texts. Our approach is a
hybrid model which combines linguistic and
statistical knowledge. The linguistic approach
includes Part Of Speech (POS) tagging of the
corpus texts in the two languages in order to
formulate syntactic patterns to identify
candidate terms. After that, the candidate
terms will be ranked by statistical association
measures which here represent the statistical
knowledge. After the creation of two MWTs
lists, one for each language, the parallel
corpus will be used to validate and identify
translation equivalents.

Italiano. In questo lavoro presentiamo il
nostro approccio all'estrazione di termini
composti da un corpus giuridico parallelo
italiano-arabo. In una prima fase vengono
estratti termini composti dai corpora
monolingui tramite un approccio ibrido che
combina le annotazioni linguistiche fornite
dal POS tagging con le informazioni
statistiche  offerte  dalle  misure  di
associazione lessicale. In una seconda fase
viene utilizzato il corpus parallelo per
estrarre equivalenti di traduzione.

1 Introduction

The development of robust approaches aiming at
terminology extraction from corpora plays a key
role in a lot of applications related to NLP, such
as information retrieval, ontology construction,
machine translation, etc. The main approaches
adopted to terms extractions are linguistic-based,
statistical-based, and hybrid-based. While the
linguistic approach tries to identify terms by
capturing their syntactic properties, called
synaptic compositions (Pazienza et al., 2005), the
statistical one uses different association measures
(Church et al., 1989) to determine the degree of

130

association or cohesiveness between the multi-
word terms (MWTs) components. There is no
doubt that the use of a hybrid approach, which
combines linguistic and statistical information to
identify candidate terms, can guarantee best
results rather than relying basically on one
approach (Frantzi et al., 1999).

In this paper we present our approach to
extract MWTs from an Italian-Arabic parallel
corpus of legal texts. The rest of this paper is
organized as follows: in Section 2 we present
related works; Section 3 describes our proposed
approach to extract MWTs from parallel corpora;
Section 4 presents the experiments and the
results; and Section 5 explains the Conclusion
and future works.

2 Related works

There are a lot of efforts that have been done to
extract MWTs from monolingual corpora both in
Italian (Bonin et al., 2010, Basili et al., 2001) and
Arabic (EI Mahdaouy et al.,2013, Al Khatib et
al.,, 2010, Abed et al, 2013). The literature of
terms extraction from parallel corpora reveals a
high dependence on the heuristic methods which
calculate the translation probability of terms in
the source and target languages. NATools
(Simdes et al., 2003) uses co-occurrences count
of terms in the parallel corpus for building a
sparse matrix which will be processed to create a
probabilistic translation dictionary for the words
of the corpus.

Regarding the domain terminology extraction
from parallel texts including Arabic, we can find
only rare works, and this may be because of two
reasons: a) Arabic is one of those languages
which lack specialized parallel corpora in
electronic format; b) Arabic is a complex
language and its morphosyntactic features affect
the overall performance of NLP tasks, especially
the bitext word alignment. In (Lahbib et al. 2014)
an approach to extract Arabic-English domain



terminology from aligned corpora was presented.
The approach consists of the following steps: 1)
morphological analysis and disambiguation of
the corpus words; 2) extraction of relevant
Arabic terms using POS to filter some words,
and TF-IDF (Term Frequency- Inverse
Document Frequency) to measure the relevance
toward one domain; 3) alignment of the texts at
the word level, using GIZA++; 4) translations
extraction, based on a translation matrix
generated from the alignment process, which
consists of extracting, for each Arabic word in
the corpus, the most likely corresponding
translation. To evaluate the approach, a vocalized
version of hadith corpus' has been used, gaving
accuracy rates close to 90%. Here we can note
some observations: firstly the approach relies on
a probabilistic tool to align the texts at word
level. This does not give good results with
languages like Arabic which has its own
syntactic and morphological features. Secondly,
the corpus of evaluation is an Islamic corpus
which contains a lot of Islamic terminologies
which do not have a translation in other
languages, but just transliteration.

Regarding the domain terminology extraction
from parallel corpora including the Italian
language, we can mention the CLE project
(Streiter et al., 2004), where a trilingual corpus
with legal texts in Ladin, German and Italian has
been created. CLE is stored in a relational
database and is accessible via the Internet
through BISTRO®, the Juridical Terminology
Information System of Bolzano. Furthermore,
there is the LexALP project (Lyding et al.,
2006), where sophisticated tools have been
developed for the collection, description and
harmonization of the legal terminology of spatial
planning and sustainable development in four
languages, namely French, German, Italian and
Slovene.

3  The proposed approach

In this paper we propose a corpus-based
approach to extract MWTs from bilingual
corpora. It is a hybrid approach which combines
statistical methods with linguistic knowledge.
Providing the presence of a parallel corpus, the
approach consists of the following phases:

1. using POS tagging to create candidate terms in

1 http://library.islamweb.net/hadith/index.php
2 http://www.eurac.edu/bistro

each language;

2. applying statistical methods to rank the
candidate terms in order to create a terminology
list in each language;

3. using the parallel corpus for identifying
translation equivalents of MWTs.

3.1 Morphological analysis

In this phase all the texts of the corpus are tagged
at the POS level. The tagging task is done at
monolingual level, given its dependency on the
language. Regarding the Arabic texts we used the
Amira tagger (Diab, 2009), which is based on a
supervised learning approach. Amira system uses
Support Vector Machine (SVM) for the
processing of Modern Standard Arabic texts. In
our case the POS tagging accuracy is close to
94%.

Regarding the Italian texts we used the
VEST tagger (Delmonte, 2007). Vest is a
symbolic rule tagger that uses little quantitative
and statistical information. It is based on tagged
lexical information and uses a morphological
analyzer for derivational nouns, cliticized verbs
and some adjectives. Vest has achieved around
95,7% of accuracy.

3.2 Create candidate terms

In this step we use the POS tagging and sequence
identifier to form syntactic patterns in order to
extract monolingual candidate terms which fit
the rules of the grammar. For Arabic, we used
the patterns proposed by ElI Mahdaouy et
al.(2013):

—(Noun + (Noun/ADJ) +
|(Noun|ADJ))

—Noun Prep Noun

For the Italian texts, we used the following set of
POS patterns, proposed by Bonin et al. (2010):
Noun+(Prep+(Noun|ADJ)+|Noun|ADJ)+

|(Noun|ADJ) -+

3.3 Statistical filter

To rank the candidate MWTs and separate terms
from non-terms, we used two statistical methods:
Log-Likelihood Ratio (LLR) (Dunning, 1993) as
unithood measure to rank the candidate terms
extracted in the last phase; and C-NC value
method as described in Frantzi et al., (1999) as
the measure of fermhood, i.e., for extracting
relevant terms from those ranked by LLR.

3.3.1 Likelihood ratio
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LLR is a widely used statistical test for
hypothesis testing. LLR is a more suitable
hypothesis testing method for low-frequency
terms. For bi-grams the LLR is defined as the
following:

LLR (W], Wz) = NW],'WZ lOg(NW],'Wg) + NW],'-W;
lOg(W],’-Wg) + N—W],'Wg ZOg(N-W],'Wg) + N—W],'—Wg
log(N-wi;-wy) — (Nwiwy + wi-wy) log(Nwi,w, +
W],'-Wg) - (NW/,‘WQ + N—W],'Wg) lOg(NW],‘Wz + N-
W],'Wg) - (W],'—Wg + N-W],‘-Wg) ZOg(W],'-Wg + N-Wj,'-
Wg) - (N—W],'Wg + N—W],'—Wg) lOg(N—Wj,'WQ + N-Wj,'-
w;) + Nlog(N ),

where Nw;;w; is the number of terms in which w;
and w, co-occur; Nw;,-w, is the number of terms
in which only w; occurs; N-w;w, is the number
of terms in which only w; occurs; N-w;,-w; is the
number of terms in which neither w; nor w,
occurs; and N is the number of extracted terms.

3.3.2 C-NC value
The method C-NC value combines linguistic and
statistical information (Frantzi et al.,1999). The
first component, C-value measures the termhood
of a candidate string wusing its statistical
characteristics which are: number of occurrence;
term nesting, which means the frequency of the
candidate string as part of other longer candidate
terms; the number of these longer candidate
terms; and the length of the candidate string. It is
defined as:

logz (la]) - f(a) if ais not nested,
C-value(a)=

1ogz<<a<)-(f<a>—ﬁ}:f<b>)

otherwise,
where a is the candidate string; |a| is the length in
words of a; f(a) is its frequency of occurrence in
the corpus; T, is the set of extracted candidate
terms that contain a; p(T,) is the number of these

candidate terms, andE f (b)are the sum of

frequency by which a appears in longer strings.
As we can see if the candidate string is not
nested, its termhood score will be based on its
total frequency in the corpus and its length. If it
is nested, the termhood will consider its
frequency as a nested string and the number of
the longer strings into which it appears.

The NC-value component combines the C-value
of a candidate string together with the contextual
information. By term context words we mean the
words which appear in vicinity of the extracted
candidate terms in the text. A word can be
defined as a term context word on the basis of
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the number of terms into which it appears. The
criterion is that the higher the number of terms in
which a word appears, the higher the likelihood
that the word is a context word and that it will
occur with other terms. So the weight of a
context word will be calculated in this way:

a(w)

weight(w)=——=, where w is the context word;
n

a(w) is the number of terms into which w
appears; n is the total number of candidate terms.
So the N-value (a) =

Efa(w)xweight(w), where fy(w) is the
frequency of w as a context word of the term «a
and C, is the set of context words of a. This
measure is combined with the C-value to provide
the C-NC value:

C-NC value(a) =0.5x C - value(a)+0.5x N - value(a)

In our case the C-NC value receive as input the
output of the unithood measures, namely LLR.

3.4 Identification of translation equivalents

The MWTs lists extracted by the C-NC-value in
both languages will be recovered in the parallel
corpus. The terms in their context will receive a
marked format, using square brackets, to be
distinguished from the rest of the words in the
corpus. Then we used another algorithm to
identify translation equivalents of terms from the
parallel corpus. In every translation unit, which
contains a source sentence with its target
translation, created in TMX format, the system
searches the terms between square brackets in
both source and target languages. Primarily the
system collects in a dictionary the bilingual
terms for every translation unit present in the
parallel corpus. Afterwards the system will
validate the real translation equivalents in the
dictionary. The relations types in the bilingual
terms dictionary will be as follows:

- one2one

- many2many
- many2one

- one2many

positive relations

- one2null
- many2null
- null2one
- null2many

negative relations

After excluding the negative relations, since they
will not produce translation equivalents, the



system uses the following method for validating
relevant equivalents of translation:

a) We use the LLR test, as described above, for
estimating the association degree between the
bilingual MWTs. In this case the system uses the
statistical features of every bilingual MWTs pair
in the parallel contest for calculating its LLR
value.

b) As a second step the system uses a SMT,
namely Google Translate: the idea here is that by
means of the translation of the MWTs
components the system can identify valid
translation equivalents.

¢) For the translation pairs, which the LLR test
and SMT system failed to identify, the system
can use the MWTs index in the parallel context.
This last choice relies on the idea that for our
language pair the index of the words in the
context can be considered a good indicator of
translation relation. Within every translation unit,
the code combines the words with the closest
index in the bilingual context, with distance
threshold value = 4.

4  Experiments and Results

4.1 The Corpus

We applied the approach to an Italian-Arabic
parallel corpus specialized in the domain of
international law (Fawi, 2015). The corpus
comprises approximately one million words and
is aligned at sentence level.

Italian MWTs Arabic MWTs

1 -<alsenwld) 8 sla
2- vacidl eladlo el
penale | 3- 3sJ 550!

b =d) ssislogd)
internazionale | 4- OOl Os0lGd)
L;dﬁd‘

5-g goad
s&sjcd\ Qlelen )

1- camera d'appello
2- mandato d'arresto
3-  responsabilita
individuale

4- diritto
umanitario

5- tenta di commettere il reato

Table 1. Italian-Arabic equivalent MWTs

4.2 Evaluation

The evaluation process of the term recognition
system is a very complex task, not only because
there is no specific gold standard for evaluating
and comparing different MWTs extraction
approaches, but also for the intrinsic nature of
the term for which it is difficult to give a precise
linguistic definition (Pazienza et al., 2005). Since

there is no reference list against which we can
measure the performance of our approach, we
decided to carry out the evaluation mainly by
manual validation. The approach validation
consists of two parts: MWTs extraction from
monolingual corpus (Table 2, 3) and MWTs
extraction from parallel corpus (Table 4).

Measure Arabic Italian
precision |recall |precision |recall
LLR 84% 74% 89% 80%

Table 2. Evaluation of the unithood measure

Measure Arabic Italian

n-best | n-best | n-best | n-best | n-best | n-best
100 |300 500 100 300 |500

C-NCvalue | 84% |75% |69% |85% |80% |77%

Table 3. Precision of the C-NC value applied on the
output of LLR with n-best = 100, 300, 500

measures recall |precision
LLR 70 % |86 %
SMT system 51% |88 %
Context Index |50% |70 %

Table 4. Evaluation of the translation equivalents
extraction

5 Conclusion

In this paper we presented our proposed
approach to extract multi-word terms from
parallel corpora in the legal domain. Regarding
the monolingual extraction, we can observe that
the results in Italian are a little higher than those
in Arabic and this is due to the morphological
complexity of the Arabic language which has an
impact on the POS tagging performance and
therefore on the MWTs extraction. Regarding the
bilingual extraction we note that the mediocre
recall in SMT system is due to the legal
peculiarity of the corpus terms which do not
always correspond to the Google translation,
while the low recall in the method based on the
MWTs index can be attributable to the limited
reordering between the two languages. We
believe that our attempt can be considered the
first one of its type in the Arabic-Italian bilingual
domain terminology extraction, and that the
results are encouraging. Future work will focus
on improving the performance of the approach.
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Abstract

English. We describe the acquisition,
based on crowdsourcing, of opposition re-
lations among Italian verb senses in the T-
PAS resource. The annotation suggests the
feasibility of a large-scale enrichment.

Italiano.  Descriviamo [’acquisizione,
basata su crowdsourcing, di relazioni di
opposizione tra sensi di verbi italiani nella
risorsa T-PAS. L’annotazione mostra la
fattibilita di un arricchimento su larga
scala.

1 Introduction

Several studies have been carried out on the def-
inition of opposition in linguistics, philosophy,
cognitive science and psychology. Our notion
of opposition is based on lexical semantic stud-
ies by Lyons (1977), Cruse (1986; 2002; 2011),
and Pustejovsky (2000), as synthesized in Jezek
(2015).

The category of opposites can be said to in-
clude pairs of terms that contrast each other with
respect to one key aspect of their meaning, such
that together they exhaust this aspect completely.
Examples include the following pairs: to open /
to close, to rise / to fall. Paradoxically, the first
step in the process of identifying a relationship of
opposition often consists in identifying something
that the meanings of the words under examination
have in common. A second step is to identify a
key aspect in which the two meanings oppose each
other!. Opposites cannot be true simultaneously
of the same entity, for example a price cannot be

'According to Cruse, opposites indicate the relation in
which two terms typically differ along only one dimension
of meaning: in respect of all other features they are identical
(Cruse, 1986, p.197).

jezek@unipv.it

said fo rise and fo fall at exactly the same point in
time.

It is an open discussion whether opposition is
a semantic or a lexical relation (Murphy, 2010;
Fellbaum, 1998); what is clear is that the predi-
cate that is considered opposite of another predi-
cate does not activate this relation for all its senses.
For example, the Italian verb abbattere is consid-
ered opposite to costruire as far as the former is
considered in its sense of fo destroy (a building),
and the latter in its sense of to build (a building).
The opposition relation does not hold if abbattere
is considered in its sense of o kill (an animal).

Oppositions between verbs senses are poorly
encoded in lexical resources. English WordNet
3.1 (Miller et al., 1990) tags oppositions among
verb senses using the label antonymy; for exam-
ple, increase#1 is in antonymy relation with de-
crease#1, diminish#1, lessen#1, fall#11. In Ver-
bOcean (Chklovski and Pantel, 2004), opposition
(antonymy) is considered a symmetric relation be-
tween verbs, which includes several subtypes; the
relation is extracted at verb level (not at sense
level). FrameNet (Ruppenhofer et al., 2010), on
the other hand, has no tag for the opposition rela-
tion, although a subset of cases can be traced via
the perspective on relation. As regards Italian, in
MultiWordNet (Pianta et al., 2002) the opposition
relation (labeled: antonymy relation) is considered
a lexical relation and is represented in the currently
available version for English, but not for Italian. In
SIMPLE (Lenci et al., 2000), the opposition rela-
tion (antonymy) is considered a relation between
word senses and it has been defined for adjectives
(e.g., dead/alive and hot/cold), although the au-
thors specify it can possibly be extended also to
other parts of speech. In Senso Comune (Oltra-
mari et al., 2013) the annotation of the opposition
relation appears not to be implemented, even if the
tag for the relation (antonimia) is present.

The experiment described in the paper focuses
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on the annotation of opposition relations among
verb senses. We annotate these relations in the
lexical resource T-PAS (Jezek et al., 2014), an in-
ventory of typed predicate argument structures for
Italian manually acquired from corpora through
inspection and annotation of actual uses of the an-
alyzed verbs. The corpus instances associated to
each T-PAS represent a rich set of grounded infor-
mation not available in other resources and facili-
tate the interpretation of the different senses of the
verbs 2.

We collected data using crowdsourcing, a
methodology already used in other NLP tasks,
such as Frame Semantic Role annotation (Fossati
et al., 2013; Feizabadi and Padé, 2014), Lexical
Substitution (Kremer et al., 2014), Contradictory
Event Pairs Acquisition (Takabatake et al., 2015).

2 The T-PAS Resource

The T-PAS resource (Jezek et al., 2014) is a repos-
itory of Typed Predicate Argument Structures for
Italian acquired from corpora by manual clus-
tering of distributional information about Italian
verbs. T-PASs are corpus-derived verb patterns
with specification of the expected semantic type
(ST) for each argument slot, such as [[Human]]
guida [[Vehicle]]. T-PAS is the first resource for
Italian in which semantic selection properties and
sense-in-context distinctions of verbal predicates
are characterized fully on empirical ground. We
discover the most salient T-PASs using a lexico-
graphic procedure called Corpus Pattern Analysis
(CPA) (Hanks, 2004), which relies on the analy-
sis of co-occurrence statistics of syntactic slots in
concrete examples found in corpora.
The resource consists of three components?:

1. arepository of corpus-derived T-PASs linked
to lexical units (verbs);

2. an inventory of about 230 corpus-derived se-
mantic types for nouns (HUMAN, EVENT,
BUILDING, etc.), relevant for the disam-
biguation of the verb in context (see Table 1)

3. a corpus of sentences instantiating the T-
PASs*.

>The experiment is part of a broader project consisting in
enriching the T-PAS resource with the annotation of different
types of opposition relation not present in other resources.

3The first release of T-PAS contains 1000 analyzed aver-
age polysemy verbs. T-PAS is freely available under a Cre-
ative Common Attribution 3.0 license at tpas.fbk.eu.

*The reference corpus is a reduced version of ItWAC (Ba-
roni and Kilgarriff, 2006).
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Verb: abbattere
> T-PAS 1:
[[Human]] abbattere [[ Animate]]
> Annotated Corpus:
..Kenai, il piu giovane, abbatte 1’ orso..
..un bracconiere abbatteva un coniglio..

> T-PAS 2:
[[Human | Event]] abbattere [[Building]]
[

> T-PAS n°
> ...

Table 1: T-PAS Resource Structure.

At present, T-PASs are not linked by any seman-
tic relation. Our experiment extends the resource
by adding opposition relations among T-PASs fol-
lowing a pilot experiment described in Feltracco et
al. (2015). In the following sections, we illustrate
the annotation tasks we elaborated and the new ex-
periments we performed, together with their eval-
uation.

3 Annotation Tasks

In this section we define the annotation tasks (Sec-
tion 3.1), how such tasks have been implemented
using T-PAS (Section 3.2) and the crowdsourcing
platform we used to collect the data (Section 3.3).

3.1 Tasks Definition

In order to annotate the opposition relation among
T-PASs, we have set the experiment in two steps.
In the first step (Task A) we want to determine if
there is an opposition relation between a certain
sense of a verb (the source verb) and another verb
(the rarget verb); in the second step (Task B) we
want to identify which sense of the Target Verb
holds the opposition relation with the source verb,
if identified in Task A.

As for Task A (see an example in Table 2), we
showed annotators a pair of sentences: S1 (i.e.
Frase 1 in Table 2) is a sentence, extracted from
the annotated corpus of T-PAS, that contains the
source verb (in bold), while S2 (i.e. Frase 2 in
Table 2) is identical to S1, with the exception of
the source verb, which is substituted with the tar-
get verb (in bold). Annotators were asked to com-
pare the two sentences and choose one among the
following options: A1) S2 makes sense and holds
an opposition relation with S1, or A2) S2 makes
sense but it does not hold an opposition relation

with S1, or A3) S2 does not make sense .

STask A is comparable to a Lexical Substitution task. For



Confronta le seguenti frasi.

Al: Frase 2 ha senso e si oppone alla Frase 1 (30.9%)

A3: Frase 2 non ha senso (64%)

B4: Nessuna delle precedenti

Frase 1: L appello va, pertanto, respinto. (annotated example of T-PAS 1 of the source verb = respingere)
Frase 2: L appello va, pertanto, approvato. (Target Verb = approvare)

Task A: “Diresti che la Frase 2 ha un senso compiuto? Se si, diresti che ¢’é una relazione di opposizione tra le Frasi?

A2: Frase 2 ha senso ma non si oppone alla Frase 1 (5.1%)

Task B: “Leggi le seguenti frasi. In quali frasi approvare ha lo stesso senso della Frase 277
B1: La Commissione approva I’emendamento 2.15 del relatore.
B2: Gli astronauti hanno approvato I’ uso del TVIS in questa configurazione.
B3: In ogni caso , non verranno approvati i candidati che abbiano registrato assenze
superiori a un terzo del numero complessivo di ore di lezione previste.

Inter-Annotator Agreement
Ao: 72.4%
Fleiss’s coefficient: 0.44

Average Agreement
Normalized Ao: 71.7%
M. A. Fleiss’s coefficient: 0.32

Table 2: Example and Results for Task A and Task B (Ao: Observed Agreement, M.A.: Macro Average).

If a relation of opposition was identified, we
asked annotators to complete Task B. In Task B,
annotators had to consider the target verb in S2
and select among a list of sentences containing
that verb, those in which the target verb has the
“same” meaning as in S2 (Table 2) 6.

3.2 Tasks Implementation

Tasks implementation required: (i) the selection of
the source verb and target verb, (ii) the extraction
of the examples (for S1), and (iii) the substitution
of the verb in the examples (for S2).

Verbs Selection. For the annotation of the
T-PAS resource, we selected pairs of verbs
(source verb and target verb) according to three
conditions: (i) both verbs are present in the T-PAS
resource; (ii) both verbs appear in the Dizionario
dei Sinonimi e dei Contrari - Rizzoli Editore’
as lemmas; (iii) the target verb is annotated as
contrary for the source verb and viceversa in
the Dizionario dei Sinonimi e dei Contrari; thus,
for each pair source verb A - target verb B,
also the pair source verb B - target verb A has
been considered. The total number of verb pairs
extracted according to these criteria is 436. Since
our aim is to annotate opposition among verb
instance, in McCarthy and Navigli (2009) and Kremer et al.
(2014), annotators are asked to provide a synonym for a word
in a sentence that would not change the meaning of the sen-
tence. In our case we asked annotators to validate the sense
of a sentence in which a word is substituted with a supposed
opposite.

®In other Word Sense Disambiguation (WSD) tasks, e.g.
in Mihalcea (2004), annotators are asked to select among a
sense inventory. By contrast, we showed non-expert annota-
tors in the crowd the target verb in context, taking advantage

of the availability of examples of the verb in the resource.
"http://dizionari.corriere.it/dizionario_sinonimi_contrari

senses, we implemented Task A for each of the
T-PASs of the source verbs (i.e. for T-PAS 1 of
the source verb abbattere, for T-PAS 2, for T-PAS
3, ..), for a total of 2263 T-PASs.

Examples Extraction. In order to increase
the reliability of the annotation, we extracted up
to three examples for each sense of the verbs
from the T-PAS resource, according to their
availability in the resource (i.e., we extracted up
to three examples for the T-PAS 1 of the source
verb abbattere, up to three examples for the
T-PAS 2, ..). We discarded examples annotated
as “non regular” such as metonymical uses and,
to simplify the task, we selected the shortest
examples, composed by at least 5 tokens. The
extracted examples for a verb have been used both
as the S1 in Task A (when it is the source verb),
and as the answers proposed in Task B (when it is
the target verb).

Verb Substitution. We generated S2 from
S1 substituting the source verb with the target
verb automatically conjugated accordingly, using
the library: italian-nlp-library®. The
library analyzes only the verb and not the whole
sentence and does not manage all the suffixes;
to solve this we added some simple rules. This
system grants a quick implementation avoiding
parsing or deeper analysis of the sentence.

3.3 Crowdflower Platform Settings

For crowdsourcing we used the Crowdflower plat-
form”, with the following parameter setting. We

8https://github.com/jacopofar/italian-nlp-library
*http://www.crowdflower.com
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initially set the payment to 0.04 USD, then to 0.05
USD for each page and the number of sentence
pairs for page to 5'°. One out of these 5 pairs was
a Test Question (TQ), i.e. a question for which we
already know the answer. If an annotator misses
many TQs s/he is not permitted to continue the an-
notation and his/her judgments are rejected: we set
the threshold of this accuracy to 71%. We selected
the TQs among the total sentence pairs and we an-
notated them before lunching the tasks. We also
set parameters in order to have annotators with
Italian Language skills.

4 Results and Discussion

A total of 712 pairs of sentences has been anno-
tated with 3 judgments in almost a month, for a
total of 2136 judgments (plus judgments for TQs).

For Task A, the overall inter-annotator agree-
ment (IAA) calculated using Fleiss’s coefficient
(Artstein and Poesio, 2008) is 0.44, with an Ob-
served Agreement (Ao) of 72.4%. Overall, an-
swer Al was chosen 30.9% of the times, answer
A2 5.1% and answer A3 64%.

We observe many cases in which a mismatch
between the verb (in any of its meanings) and
the new context in which the verb is inserted in-
validates the sense of the sentence in its entirety.
For instance, in Example 1, where “ridare” is the
source verb and “trattenere” the target verb, the re-
lation between the target verb and the direct object
argument produces a sentence which has no sense.
The pair has been judged as “Frase 2 non ha senso”
by the three annotators, since you can “ridare un
esame” (“take an exam again”) but not “trattenere
un esame” (*“to hold, to keep an exam”).

(D S1: Posso ridare un esame gia sostenuto?
S2: Posso trattemere un esame gia
sostenuto?

Other cases in which the three annotators chose
“Frase 2 non ha senso” depend on the relation be-
tween the verb and other elements of the sentence.
Example 2 shows a case with a coordinative struc-
ture between two events: in S1 somebody has been
“imprisoned and deported”, in S2 somebody has
been “released and deported”. We believe that an-
notators judged the two events in S2 as incompat-
ible.

"In addition to Task A and B, annotators were asked an-
other question concerning the relation among the two verbs.
In this paper we are not discussing this further question.
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2) S1: Era stato incarcerato e deportato.
S2: Era stato liberato e deportato.

Task B was proposed to annotators only if an op-
position had been identified in Task A (i.e. answer
Al). Results are calculated for the pairs which col-
lected a minimum of two (out of three) answers
Al, for a total of 211 pairs. We calculated the
IAA for each sense, considering a match when
annotators agree both on selecting and not select-
ing a sentence (i.e. a sense). The overall aver-
age Ao, normalized by the number of annotators,
is 71.7%. In addiction, we calculated a Macro
Average-Fleiss’coefficient (Mihalcea et al., 2004),
where also the Expected Agreement (Ae) and the
Fleiss’coefficient were determined for each pair,
and then combined in an overall average. We
calculated Ae a posteriori, considering the distri-
bution of judgments of annotators, resulting in a
Macro Average-Fleiss’coefficient of 0.32 11

As regards the crowdsourcing methodology, al-
though the use of examples in place of sense def-
inition simplified the annotation, the tasks were
considered rather difficult by many annotators and
most of them were discarded for low accuracy in
the initial page (which has only TQs), especially
for missing TQs for Task B.

5 Conclusion and Further work

In this paper we have presented a crowdsourcing
experiment for the annotation of the opposition re-
lation among verb senses in the Italian T-PAS re-
source.

The annotation experiment has shown the feasi-
bility of collecting opposition relation among Ital-
ian verb senses through crowdsourcing. We pro-
pose a methodology based on the automatic sub-
stitution of a verb with a candidate opposite and
show that the IAA obtained using sense examples
is comparable with the IAA obtained by other an-
notations based on sense definitions.

Ongoing work includes further annotation of
the opposition relations in T-PAS using crowd an-
swers and a deep examination of the causes which
lead to the generation of sentences with no sense.

UThese values are similar to the rates reported in other
WSD tasks using definitions of senses and not examples; e.g.
IAA in Senseval-2 Verb Lexical Sample by expert annotators
(Palmer et al., 2006) is 71% and in Senseval-3 by Contribu-
tors over the Web (Mihalcea et al., 2004) IAA is 67.3% with
a Macro Average-K of 0.35. However in these tasks the [AA
was computed somewhat differently (Palmer et al., 2006).
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Abstract

English. Collecting and manually anno-
tating gold standards in NLP has become
so expensive that in the last years the ques-
tion of whether we can satisfactorily re-
place them with automatically annotated
data (silver standards) is arising more and
more interest. We focus on the case of de-
pendency parsing for Italian and we inves-
tigate whether such strategy is convenient
and to what extent. Our experiments, con-
ducted on very large sizes of silver data,
show that quantity does not win over qual-

ity.

Italiano. Raccogliere e annotare man-
ualmente dati linguistici gold standard sta
diventando oneroso al punto che, negli
ultimi anni, la possibilita’ di sostituirli
con dati annotati automaticamente (sil-
ver) sta riscuotendo sempre piu’ interesse.
In questo articolo indaghiamo la conve-
nienza di tale strategia nel caso dei de-
pendency parser per ['italiano. Gli esper-
imenti, condotti su dati silver di grandis-
sime dimensioni, dimostrano the la quan-
tita’ non vince sulla qualita’.

1 Introduction

Collecting and manually annotating linguistic data
(typically referred to as gold standard) is a very
expensive activity, both in terms of time and ef-
fort (Tomanek et al., 2007). For this reason, in
the last years the question of whether we can train
good Natural Language Processing (NLP) models
by using just automatically annotated data (called
silver standard) is arising interest (Hahn et al.,
2010; Chowdhury and Lavelli, 2011).

In this case, human annotations are replaced
by those generated by pre-existing state-of-the-art
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systems. The annotations are then merged by us-
ing a committee approach specifically tailored on
the data (Rebholz-Schuhmann et al., 2010a). The
key advantage of such approach is the possibility
to drastically reduce both time and effort, therefore
generating considerably larger data sets in a frac-
tion of the time. This is particularly true for text
data in different fields such as temporal informa-
tion extraction (Filannino et al., 2013), text chunk-
ing (Kang et al., 2012) and named entity recogni-
tion (Rebholz-Schuhmann et al., 2010b; Nothman
et al., 2013) to cite just a few, and for non-textual
data like in in medical imaging recognition (Langs
et al., 2013).

In this paper we focus on the case of depen-
dency parsing for the Italian language. Depen-
dency parsers are systems that automatically gen-
erate the linguistic dependency structure of a given
sentence (Nivre, 2005). An example is given in
Figure 1 for the sentence “Essenziale per I’'innesco
delle reazioni ¢ la presenza di radiazione solare.”
(The presence of solar radiation is essential for
triggering the reactions). We investigate whether
the use of very large silver standard corpora leads
to train good dependency parsers, in order to ad-
dress the following question: Which characteristic
is more important for a training set: quantity or

quality?

The paper is organised as follows: Section 2
presents some background works on dependency
parsers for Italian; Section 3 presents the silver
standard corpus used for the experiments and its
linguistic features, with Section 4 describing the
experimental settings and Section 5 describing
the results of the comparison between the trained
parsers (considering different sizes of data) and
two test sets: gold and silver. Finally, the paper’s
contributions are summed up in Section 6.
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Figure 1: An example of dependency tree for an Italian sentence.

2 Background

Since dependency parsing systems play a pivotal
role in NLP, their quality is crucial in fostering
the development of novel applications. Nowadays
dependency parsers are mostly data-driven, and
mainly designed around machine learning classi-
fiers. Such systems “train classifiers that predict
the next action of a deterministic parser construct-
ing unlabelled dependency structures” (Nivre,
2005).

Like in the case of other languages, in Ital-
ian ad-hoc cross-lingual and mono-lingual shared
tasks are organised every year to push the bound-
aries of such technologies (Buchholz and Marsi,
2006; Bosco et al., 2009; Bosco and Mazzei, 2011;
Bosco et al., 2014). The most important shared
task about dependency parsing systems for Ital-
ian is hosted by the EVALITA series, in which
participants are provided with manually annotated
training data and the evaluation of their system
is performed on a non disclosed portion of the
data. Since the different systems presented so
far have reached an overall performance close to
90% (Lavelli, 2014), we believe that the question
of whether we can start using silver standards is a
relevant one.

3 The corpus

The silver standard data comes from a freely avail-
able corpus created as part of the project PAISA
(Piattaforma per I’Apprendimento dell’Italiano Su
corpora Annotati) (Lyding et al., 2014). The
project was aimed at “overcoming the technolog-
ical barriers currently preventing web users from
having interactive access to and use of large quan-
tities of data of contemporary Italian to improve
their language skills”.

The PAISA corpus' is a set of about 380,000
Italian texts collected by systematically harvesting

"http://www.corpusitaliano.it/it/
contents/description.html

the web looking for frequent Italian collocations.
It consists of about 13M sentences and 265M to-
kens fully annotated in CoNLL format. The aver-
age length of the sentences is about 20 tokens.

The Part-of-Speech tags have been au-
tomatically annotated by using ILC-POS-
TAGGER (Dell‘Orletta, 2009) and the depen-
dency structure by using DeSR Dependency
Parser (Attardi et al., 2007), the top performer
system at the EVALITA shared task. The POS-
tags are annotated according to the TANL tagset?,
whereas the dependency relations follow the
ISST-TANL tagset®. These automatic annotations
have been successively revised and manually
corrected on different stages: text cleaning,
annotation corrections and tools alignment.

Unfortunately we found out that The PAISA
corpus includes some sentences which cannot be
used for training purposes due to invalid CONLL
representations (i.e. duplicated or missing IDs,
and invalid dependency relations). These sen-
tences represent the 6.04% of the corpus, yet only
the 0.10% of the tokens. This difference shows the
presence of many small invalid sentences.

Thus we have created a filtered corpus with the
working sentences to which we will refer from
now on with the name of silver as opposed to the
EVALITA corpus as gold. In the latter, for train-
ing purposes we merged training and development
test sets, whereas we did not modify the official
test set.

4 Experiments

4.1 Test corpora

We quantitatively measured the performance of
the proposed parsers with respect to two test sets:
gold and silver.

Mttp://medialab.di.unipi.it/wiki/
Tanl_ POS_Tagset

Shttp://www.italianlp.it/docs/
ISST-TANL-POStagset.pdf
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original filtered A%
Sentences 13. 1M 123M  93.96%
Tokens 2649M 264.6M  99.90%
Sentence length 20.3 21.5 -

Table 1: PAISA corpus’ statistics. The figures
show the presence of many short and invalid sen-
tences.

The gold test set corresponds to the official
benchmark test set for the EVALITA 2014 depen-
dency parsing task. It contains 344 sentences man-
ually annotated with 9066 tokens (~26 tokens per
sentence). The silver test set, instead, is composed
of 1,000 randomly selected sentences from the sil-
ver data, which have not been used for training
purposes in the experiments.

4.2 Experimental setting

The experiments have been carried out using eight
different sizes of training set from the silver data:
500, 1K, 5K, 25K, 75K, 125K, 250K and 500K
sentences. A limitation of the learning algorithm
prevented us to consider even larger training sets*.

We used the Unlabelled Attachment Score
(UAS) measure which studies the structure of a de-
pendency tree and assesses whether the output has
the correct head and dependency arcs. The choice
of UAS measure is justified by the fact that the
gold and silver label sets are not compatible.

We trained the models with MaltParser> v.1.8.1
by using the default parameters.

The overall set of experiments took about a
month with 16 CPU cores and 128Gb of RAM.

5 Results

The complete results are presented in Table 2. The
8 parsers trained on silver data perform poorly
when tested against the gold test set (~32%). The
same happens for the opposite setting: the parser
trained on the gold data and tested on the silver
test set (last column of Table 2). By training on
one set and testing on another (gold vs. silver),
performance immediately drops of about 35%.
When the parser is trained on and tested against
the gold data the performance is 85.85%. Such

“The instance x feature matrix exceeds the maximum size
allowed by the 1iblinear implementation used.
Swww . maltparser.org

Training set ‘ UAS against

corpus size ‘ gold test  silver test
500 | 30.14 66.11
1.000 | 30.95 67.00
5.000 | 3221 69.11
10.000 | 32.44 69.56
silver 25.000 | 32.83 69.92
75.000 | 33.22 69.79
125.000 | 33.47 70.27
250.000 | 33.58 70.23
500.000 | 33.20 71.17
gold 7.978 | 85.85 48.30

Table 2: Parsers’ performance against silver and
gold test sets. Silver data refers to PAISA corpus,
whereas gold refers to EVALITA14 training and
development set. Silver data have been used for
training purposes in different sizes. Sizes are ex-
pressed in number of sentences.

configuration corresponds to the EVALITA14 set-
ting and provides results comparable with the one
obtained by the afore-mentioned challenge’s par-
ticipants.

The interesting result lies in the fact that pro-
viding a dataset 1000 times bigger does not sig-
nificantly enhance the performance. This is true
regardless of the type of test set used: gold (3.06%
variance) and silver (4.89% variance). Moreover,
training a parser on a data set smaller than its
test set does not negatively affect the final perfor-
mance.

Figure 2 depicts the performance curves for the
models trained on silver data only.

In order to allow for the reproducibility of
this research and the possibility of using these
new resources, we make the dependency pars-
ing models and the used data sets publicly
available at http://www.cs.man.ac.uk/
~filannim/projects/dp_italian/.

6 Conclusions

We presented a set of experiments to investigate
the contribution of silver standards when used as
substitution of gold standard data. Similar inves-
tigations are arising interesting in any NLP sub-
communities due to the high cost of generating
gold data.

The results presented in this paper highlight two
important facts:
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Figure 2: Parsers’ performance against silver and
gold test sets. In both cases, the models exhibit
an asymptotic behaviour. Figures are presented in
Table 2. Silver data sizes express the number of
sentences. ‘K’ stands for 1.000.

e The size increase of the training corpus does
not provide any sensible difference in terms
of performance. In both test sets, a number
of sentences between 5.000 and 10.000 seem
to be enough to obtain a reliable training. We
note that the size of the EVALITA training set
lies in such boundary.

e The annotations between gold and silver cor-
pora may be different. This is suggested by
the fact that none of the parsers achieved a
satisfactory performance when trained and
tested on different sources.

We also note that the gold and silver test data
sets have different characteristics (average sen-
tence length, lexicon and type of annotation),
which may partially justify the gap. On the
other hand, the fact that a parser re-trained on
annotations produced by a state-of-the-art system
(DeSR) in the EVALITA task performs poorly on
the very same gold set sheds light on the possibil-
ity that such official benchmark test set may not be
representative enough.

The main limitation of this study lays in the fact
that the experiments have not been repeated multi-
ple times, therefore we have no information about
the variance of the figures (UAS column in Ta-
ble 2). On the other hand, the large size of the
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data sets involved and the absence of any outlier
figure suggest that the overall trends should not
change. With the computational facilities avail-
able to us for this research, a full analysis of that
sort would have required years to be completed.

The results presented in the paper shed light on
arecent research question about the employability
of automatically annotated data. In the context of
dependency parsing for Italian, we provided evi-
dences to support the fact that the quality of the
annotation is a far better characteristic to take into
account when compared to quantity.

A similar study on languages other than Italian
would constitute an interesting future work of the
research hereby presented.
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Abstract

English For the Marie Sktodowska Curie
(MSCA) funded project “SLUW — A
computer aided study of the (morpho)-
syntax of Luwian” a collection of phrase
structure trees from the Luwian corpus is
currently being prepared. Luwian is a
language belonging to the Anatolian
branch of Indo-European; its structures
are different from those of English and
the language itself is partly obscure. The
present paper will describe some special
needs, open challenges and methodolo-
gies relevant for the annotation of phrase-
structure of Luwian.

Italiano Per il progetto Marie Sktodow-
ska Curie “SLUW — A computer aided
study of the (morpho)-syntax of Luwian”,
e in preparazione un'ampia collezione di
alberi sintattici a costituenti per il corpus
luvio. Il luvio era una lingua del ceppo
anatolico dell'indoeuropeo; la sua strut-
tura ¢é diversa da quella dell'inglese, e la
sua decifrazione é in parte incompleta. In
questo articolo, saranno discusse alcune
necessita, problemi e metodi rilevanti per
l'annotazione  della  sintassi  dei
costituenti del luvio.

1 Introduction

Annotating a dead language, especially if lacu-
nae and obscure sequences occur frequently in
the corpus, is a challenging task. In the case of
phrase-structure trees, those challenges compli-
cate the usual issues represented by “trapping”
(an element nested within the boundaries of a
phrase it does not belong to) and standard dis-
continuous phrases.
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The language under investigation is Luwian,
an ancient member of the Anatolian branch of
Indo-European, the second largest one after Hit-
tite by number of documents. It was written us-
ing two different writing systems (the cuneiform
script and the Anatolian hieroglyphs). The attes-
tations cover a time span of almost one millen-
nium, between the 16" and the 8" centuries BCE
(cf. Melchert, 2003).

Syntactically speaking, it features a rather
strict SOV word-order as far as some classes of
constituents are concerned (Wackernagel parti-
cles, inflected verb at the end, left-branching of
genitives and attributes); while a few elements
can move with relative freedom (for instance
adverbs, indirect case NPs and PPs with respect
to the position of a direct object).

The final goal of the SLUW project, a Hori-
zon2020 MSCA funded two-year research plan
hosted by the University of Verona (2015-2017)
is to produce a general study of the syntax (and
morpho-syntax) of the language; in order to do
so, a significant selection of sentences (about
30% to 50% of the corpus) will be collected and
annotated in order to produce phrase-structure
trees that will help highlight syntactic patterns.
Theory-free phrase structure annotation is more
suitable than Universal Dependencies for this
kind of approach, as the boundaries of linear and
non-linear phrases as well as their canonical or
non-canonical position within the sentence are
more easily identified.

Since the structure of Luwian is very different
from the one of English — Anatolian languages
had peculiar features that must be accounted for
— the starting point for the development of a POS
tagset, the “label-tag” context-sensitive system of
the Penn Treebank II, requires to be modified in
order to better match the object of study.



2  Expanding the tagset

Different languages have different features, and
some of them may be especially relevant for the
understanding of the syntax (or of any other as-
pects of its nature that may be of interest). In the
case of Luwian, the Penn POS system (Taylor,
Marcus and Santorini, 2003) needs to be ex-
panded on both the phrase and the word level.
The following addenda represent the state of the
Luwian tagset as of September 2015; other modi-
fications will certainly occur during the future
analysis of the corpus.

On the phrase level, the preliminary analysis
indicated that the following elements need to be
added to the POS labels:

CLP Clitic “Phrase”
INTR Introductory particle
QUOT Direct speech marker

CLP is a pseudo-node (it does not represent a
real constituent). In Luwian, a large set of parti-
cles with different functions is bound to P2 (2nd
word position) — some belonging to the VP,
some working on the sentence or inter-phrasal
level. While “movement” may be assumed for
argumental elements, a proper analysis of some
of these clitics has not yet been attempted. They
will therefore be analyzed in the position that
they actually occupy in the phrase structure, at
least during the theory-free phase of annotation.

INTR is a typical element of the Anatolian
syntax: an accented particle that works as a coor-
dinating conjunction, but may also open any sen-
tence in which no other accented elements occur
before the Wackernagel particles.

Finally, QUOT is a direct speech marker that
quite frequently occurs in Wackernagel position.

On the word level, most of the special features
of the Anatolian languages can be dealt with by
wisely using a functional architecture (matching
case endings, verbal inflection; cfr. Taylor, Mar-
cus and Santorini, 2003; also Marcus et al.,
1994). Formal markers for nominal elements will
include case(-like) specifiers, such as:

-NOM Nominative
-ACC Accusative
-GEN Genitive
-DAT Dative
-ABL Ablative

-VOC Vocative
-NAN Nom./Acc. (neutra)
-ANT -ant- form (ergative-like)

For verbs, marking endings, time, mood, and
voice is also of the utmost importance:

-#S/P #" person singular/plural
)T Past tense

)1 Imperative

(-)MP Medio-Passive

The case-attributes are important because sim-
ply co-indexing elements belonging to the same
phrase would make it difficult to assess the cases
in which the agreement between two or more
elements is not perfect.

This happens in some cases with certain Ana-
tolian modifiers (numerals and nouns do not al-
ways agree in number) and with some types of
syntactic alignment (“ergative”-like ant-forms
are modified by attributes in common-gender
nominative, and can be anaphorically recalled by
neutral pronouns).

Apart from these functional tags, on the word-
level specific POS tags also need to be added.
For instance, as far as adjectives are concerned:

Gl Gentitival adjective
P1J Possessive adjective
REL Relative “pronoun”

GJJ represents a peculiar type of synchroni-
cally productive adjective that was used to re-
place the genitive case (cf. Bauer, 2014, 147ff.),
an example being mayas(s)a/i- “of the adult(s)”.
It implied a genitival relationship to maya-
“adult”; it was inflected and agreed with the re-
gens, thus we may have ablative (instrumental):

[1] mayassanzati lalati
adult=gen.adj.=pl.=abl. tongue=abl.
“The tongues of the adults”

(text KUB 35.24 1 4)

which results in the constituent-structure repre-
sented in the following tree.
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In case of more complex genitival chains, the
nesting of the constituents disambiguates differ-
ent levels of possession, for instance:

[2] sasaliya Maritis Zwarimis FILIUS-muwiyaya
sasali=n/a=pl. PN;=gen. PN,=gen. son=gen.ad;.
sasali's of Maritis, son of Zwarimis

(text Malatya 3, §1)

Tags must therefore be available in order to
mark the structure of the phrases and disambigu-
ate from other genitival strategies. PJJ are pos-
sessive adjectives similar to English my, but they
also require inflection and agreement, as in the
case of GJJ.

2.1 Subordination and relative clauses

A preliminary analysis has shown that, in
some cases, Anatolian subordinate clauses con-
tain a complex set of candidate “nodes” on the
level of the SBAR element of the POS tagset,
that would roughly correspond to the CP node of
a transformational tree: the so-called Anatolian
“connectives” (INTR) and subordinating con-
junctions may co-occur, and this calls for caution
as far as the syntactic representation is con-
cerned.

Consider for instance the following example,
in which the syntactic status of the first INTR-
element a is problematic, because the “comple-
mentizer”-slot in the subordinate is already taken
by the subordinating conjunction kuman, and the
“complementizer”-slot of the main clause is oc-
cupied by another INTR-element, which makes
the intepretation of the subordinate as embedded
impossible (or at least very difficult).

[3] livtr 2l [s [sBar t=1 [quor Wa] [ve [np-osr kum-
maya DEUS.DOMUS-sa] [iy.; kuman] [y tama-

ha]]] [intr @ [quor Wa] [ne mu] [prcL tta] [ve [pp-se
zanzi kutassarinzi] [y appan awinta]]]]

“And, when I built the holy temples, these or-
thostats followed me.”

(text Karkemish Alla §§14£.)
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The identification of this problem (that also
exists in Hittite) has important theoretical conse-
quences regarding the inter-phrasal syntax of
Anatolian: “connectives” like a were so far con-
sistently presented as coordinating elements, but
apparently this is not always the case (cf. Cot-
ticelli-Kurras and Giusfredi 2015).

As for the REL label, the treatment of relative
sentences in Anatolian is rather peculiar. The two
clauses formally appear to be coordinated; the
relative element in the relative clause i