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Abstract

Replication of Data Blocks is one of the main technologies on which Storage Systems in Cloud Computing and Big Data Applications are based. With the heterogeneity of nodes, and an always-changing topology, keeping the reliability of the data contained in the common large-scale distributed file system is an important research challenge. Common approaches are based either on replication of data or erasure codes. The former stores each data block several times in different nodes of the considered infrastructures: the drawback is that this can lead to large overhead and non-optimal resources utilization. Erasure coding instead exploits Maximum Distance Separable codes that minimize the information required to restore blocks in case of node failure: this approach can lead to increased complexity and transfer time due to the fact that several blocks, coming from different sources, are required to reconstruct lost information. In this paper we study, by means of discrete
event simulation, the performances that can be obtained by combining both
techniques, with the goal of minimizing the overhead and increase the reli-
ability while keeping the performances. The analysis proves that a careful
balance between the application of replication and erasure codes significantly
improves reliability and performances avoiding large overheads with respect
to the isolated use of replication and redundancy.
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1. Introduction

The request for services that are based on big computing infrastructures
is flourishing, and providers with different capability and specializations com-
pete on the market. The abundance of proposals that are founded on the
availability of data center technologies and facilities causes lower margins
on the revenues of providers, specially because big players can afford more
investments with longer strategies. Be the service a simple site hosting, a
virtual server, or more complex offers like cloud applications or high perfor-
mane computing, the main problem of a provider is to be able to supply a
given level of performances to a given number of customers, at the minimum
cost.

A big part of the investments is devoted to sustain quality of services,
that is the result of a number of architectural, scheduling and management
issues. Limiting the scope to the problem of providing a dependable storage
subsystem, a big part of the investment is devoted to storage hardware and
related connectivity. The quality of service specification over the storage
subsystem implies the need for a consistent and safe way to ensure data
persistence, that is generally based on replication strategies: data chunks are
replicated over different storage units on different nodes, so that if a node
or a unit fails (temporarily or permanently) the stored data are not lost
and are continuously available to the owner. This solution is effective, even
if it has some drawbacks: as first, the problem of replication management
is not trivial, as replicas can be handled with different strategies, to find
the most convenient mapping between data chunks and nodes; as second,
the complete replication of data multiplies the number of storage units that
are needed and complicate the interconnection infrastructure, significantly
increasing the costs. A smart management of the problem, dealing with the
need for space so that a lower expense is sufficient to keep data integrity and availability, would make the difference between being in or out of the market.

A possible solution is to move from replication to erasure codes. Erasure code techniques reduce the need for additional space while keeping the integrity level, by substituting replicas with additional redundant data that take less space. When a redundancy technique is applied, in case of node failures lost data are reconstructed by using the additional data (that has to be properly designed to be sufficient), that is distributed over other nodes in the most convenient way; the drawback is that in case of failure lost data have to be rebuilt, causing a momentary computing and communication overhead to the system. Choosing a good redundancy technique and designing the best trade off between additional space and computing needs can lead to significant savings in terms of infrastructural investments, by increasing the overall efficiency of the data storage subsystem. Such a choice is strategical, and must be as much as possible transparent to specific uses of the infrastructure; consequently, the choice should be focused on the lower layers of the system HW/SW stack.

In this paper we deal with optimal storage management. The original contribution of this paper is a simulation technique that supports, in terms of dependability and overall performance evaluation, the design of a strategy that exploits the existing resources by means of a redundancy-based approach that uses erasure codes, to help designers in predicting their best trade off between space and computing resources. We show how it is possible to model the storage subsystem with its management layer by means of an event based simulator that showed to be able to scale up to different architectures. More in details, in this work we focus on techniques that address data availability and durability in distributed storage systems such as Hadoop Distributed File System (HDFS) Borthakur (2008), Google File System (GFS) Ghemawat et al. (2003), and Windows Azure Calder et al. (2011)). In these systems, the occurrence of failures requires the storage of more replicas for each data block on more nodes, to guarantee that a useful number of copies are always available. To improve the tolerance of such systems when data are lost due to a node fault, many replication schemes have been introduced. Taking inspiration from the one presented in Simon et al. (2014) we propose a new idea in order to achieve the best tradeoff among data persistence and overall storage load distribution to avoid non-optimal resources utilization. We implement a simulator able to evaluate this approach and efficiently determine the system parameter settings. We propose a framework that allows...
tuning the system configuration to achieve the best data availability.

The paper is organized as follows: Section 2 discusses related works; in Section 3 we provide a brief background on replication and erasure coding techniques to improve the fault tolerance of the system. We then describe the proposed model in Section 4 and the simulator in Section 5. Results are then presented in Section 6, followed by conclusions.

2. Related works

For a general introduction to performance and dependability modeling of big computing infrastructures the reader can refer to Castiglione et al. (2014b); Barbierato et al. (2014); Castiglione et al. (2014a); Cerotti et al. (2015 (to appear) and Xu et al. (2014); Barbierato et al. (2015 (to appear); Yan et al. (2012), that specifically deal with storage problems; for an introduction to the problem of information dependability in distributed storage systems, we suggest Distefano and Puliafito (2014).

More specific references have been very useful for this work. The impact of replica placement in distributed systems is analyzed in Lian et al. (2005). In Simon et al. (2014) a highly distributed backup storage system is analyzed, based on nano datacenters to save costs, and the reconstruction process of multiple lost chunks is analytically modeled with its correlations, providing a good reference for a characterization in terms of distributions: the main issue is transferring the lost copies on the remaining nodes according to different policies (random, less load and power of choice), and by tuning the window size that determines which neighbors can be selected to minimize the data loss rate. In our work we aim to improve the reliability of the system by grouping blocks in groups composed of different entities, each stored in a different node. For each group, a number of redundancy blocks are created, the redundant information is stored using network coding techniques similar to the one introduced in Section 3.

A first quantitative comparison between erasure coding and replication in self-repairing and fault resilient distributed storage systems can be found in Weatherspoon and Kubiatowicz (2002). The solution has been explored in peer to peer systems: in Kameyama and Sato (2007) a family of erasure codes with a very low overhead factor is applied to distributed storage to show the appropriateness of this approach; in Dandoush et al. (2009) the problem of lost data blocks reconstruction in distributed storage systems is studied in peer to peer architectures, providing an interesting characterization in terms
of empirical distributions obtained by means of event based simulations; a further application is in Aguilera et al. (2005); an analysis of the combined application of redundancy and erasure coding in DHT is given in Wu et al. (2005); in another analysis Rodrigues and Liskov (2005) the authors evaluate the performances of DHT by an analytical approach based on traces of 3 different applications, and conclude that results are actually confirming the expected advantages, but cost an excess of complexity in the design of the overall system because of the implementation of erasure coding.

More recently, the same solution has been considered for application in Big Data applications: in Xiang et al. (2014) an application of erasure codes to distributed file system is presented, providing an analytical upper bound of the average service delay due to the network and the needed computations: the paper specially points out the role of the factors that generate latency as a consequence of erasure coding, and their optimal management; in Sathiamoorthy et al. (2013) another family of erasure codes is proved to be applicable to Big Data systems.

The work presented in Friedman et al. (2014) is the most similar proposal to the solution analyzed in this paper. The authors propose a two-phase technique, namely Replicated Erasure Codes, that combines the storage space efficiency of erasure codes and the repair traffic efficiency of replication. The work is supported by an analytical evaluation of its basic characteristics, that are studied in a range of situations by means of a model, based on some simplification assumptions, and a simulation based on a peer to peer node availability trace. With respect to Friedman et al. (2014), this paper is more focused to analyze the impact of node failures rather than chunk or file failures, and to provide an optimal selection strategy for the allocation of redundancy and coding data; consequently, the repair mechanism privileges a reactive approach, considering that bandwidth is a secondary problem in data centers with respect to data integrity and optimal storage management, specially when the target is Big Data. Moreover, our analysis is based on a simulation that focuses on situations that are more likely to arise in real data centers, and also includes transients.

3. Data protection strategies

Data protection strategies can be used to increase the availability of data. To simplify the presentation, we will consider a simple scenario and we will
informally describe some of the possibilities. Let us focus on a system where 8 data chunks, named from $A$ to $H$, are distributed over four nodes $n_1$ to $n_4$.

3.1. Chunks duplication

The simplest replication strategy corresponds to storing several different copies of the same chunk, as shown in Figure 1. In this case chunks $A$ and $E$ are available on nodes $n_1$ and $n_2$, chunks $C$ and $F$ on $n_2$ and $n_3$ and so on. In this case, a total of 16 blocks in the system is required to store the two copies of the 8 chunks of data. Let us now suppose that node $n_4$ fails, and all its content is lost, as shown in Figure 2. In this case no chunk is lost because $C$ and $G$ are still available on $n_3$, while $D$ and $H$ can be found on $n_1$. If however also $n_3$ fails, (Figure 3), then chunks $C$ and $G$ are lost forever since they are no longer available in any of the node still on-line. The system is still holding 8 blocks: in particular chunks $A$ and $E$ are still available in two copies on nodes $n_1$ and $n_2$. In this case, the system is able to tolerate only the failure from one node before losing some of its data.

![Figure 1: Full duplication of chunks: all nodes available.](image-url)
3.2. Parity blocks

Let us now consider a different approach. Instead of duplicating the chunks, we store in a block on one node the sum of the data contained in two chunks on two other nodes. For example, we store $A + B$ and $E + F$ on $n_3$, $B + C$ and $F + G$ on $n_4$ and so on, as shown in Figure 4. If again node $n_4$ breaks, then chunks $D$ and $H$ are no longer directly available in the system. However they can be reconstructed by reading respectively $D + A$ and $H + E$ from $n_2$ and subtracting $A$ and $E$ from $n_1$ (Figure 5). Now if also node $n_3$ fails, no data is lost: chunks $D$ and $H$ can be computed as just shown. Chunks $C$ and $G$ can be computed by subtracting the just reconstructed chunks from $C + D$ and $G + H$ stored in $n_1$ (Figure 6). This system, even if it still uses the same number of blocks, i.e. 16, as in the previous case, it is able of surviving up to two node failure without losing data.

A similar approach can instead be used to have the single node failure tolerance, while using a smaller total number of blocks. For example, in Figure 7, $n_3$ holds $A + B$, while $E + F$ is stored on $n_4$ and so on. If node $n_4$ breaks, as shown in Figure 8, the system is still able to recompute chunk
Figure 3: Full duplication of chunks: two nodes down.

$D$ by reading $C + D$ from $n_1$ and $C$ on $n_3$, and $H$ subtracting $G$ (still on $n_3$) from $G + H$ on $n_2$. Note that this configuration will no longer be able to correct two node failures, as shown in Figure 9. However, this configuration requires only 12 blocks instead of 16.

Note that the three different strategies have also a different evolution in the number of available chunks as the number of failures increases, as shown in Table 1. For example, while the second policy is the best in keeping all the eight chunks available for a larger number of nodes failures, the first one is the one that is able to maintain a larger number of available chunks even when there is just on single node left.

3.3. More complex parity models

The previous techniques can be improved using more parity blocks. Figure 10 shows an example of a double parity system. Two different redundant blocks are generated for chunks $E$, $F$, $G$ and $H$: block $R = E + F + G + H$ on node $n_3$, and block $Q = E + 2F + 4G + 8H$. It is important that the parities are computed in different way so that they are independent one from the
other. This requires that a different formula is used for the two parity blocks. With this strategy, the system can recover the data after two node failures with a limited overhead. For example, in 11 nodes $n_5$ and $n_6$ fail, however their content is not lost. Block $E$ and $F$ can be reconstructed from the two redundant pieces of information $R$ and $S$ on nodes $n_3$ and $n_4$, plus the two blocks $G$ and $H$ that are still available on nodes $n_1$ and $n_2$. In particular we have:

\[
\begin{align*}
F &= S - R - 3G + 7H \\
E &= R - F - G - H
\end{align*}
\]

In a similar way blocks $K$ and $L$ can be reconstructed as $L = (Q - 4P + 3I + 2J)/4$ and $K = P - I - J - L$.

The techniques that can used to compute parity blocks in different ways can be based on the so called Erasure Codes, which are a type of Forward Error Correcting codes that transform a set of $k$ symbols into a set of $n$, with $n > k$. The key property is that the $k$ original symbols can be reconstructed from a subset of $n$. In particular, Maximum Distance Separable Codes, denoted as $(n,k)$ MDS, are codes that can reconstruct the original
symbols form any set of $k$ out of the $n$ generated. A well known example of Maximum Distance Separable codes are the Solomon-Reed codes used to protect RAID 6 Plank (1997) disk arrays from multiple disks failures. Such techniques uses equations similar to the one proposed in the example in Figures 10 and 11, but exploits Galois fields to allow the solution of the corresponding equations to be computed using a special integer arithmetic. The $k$ initial symbols correspond to the data on $k$ disks, and $n = k + 2$ adds two parity disks to the array, allowing the system to be resilient up to two disk failures. Similar techniques are also used in Network coding, a technique used in telecommunication to increase the dissemination of contents while reducing the total bandwidth required.

4. The storage model

We focus on a system composed by $n$ nodes, where $m$ ($m \gg n$) storage chunks have to be stored. For each chunk, the system tries to keep up to $k$ copies on different nodes. The copies of the chunks spread in the system
are called blocks. The number of blocks stored on a node is limited to $\nu_{\text{max}}$. When a node fails, all the stored blocks are lost. If the total number of copies of a chunk reaches 0, it is lost forever. The reliability of the system is further improved by composing groups of $g$ different chunks. For each group, $h$ redundancy blocks are created. The redundant information is stored using erasure codes based techniques similar to the one introduced in Section 3: in particular, each of the original chunk can be reconstructed as long as there are still at least $g$ out of the $g + h$ blocks including the redundancy. To improve reliability even further, each block can belong to up to $p$ different groups. None of the blocks in any of parity groups should be stored on the same node, to prevent correlation among node failures. All the parameters of the model are summarized in Table 2. Replication of chunks also allows to reduce the time required to transfer the data. Requests can be sent in parallel to all the nodes storing the copies of the chunk, and the user can get the block from the fastest.

For instance, the examples proposed in 3.1 are all characterized by $n = 4$ and $m = 8$. The case with simple redundancy shown in Figures 1, 2 and 3 is
Figure 7: Using less parity blocks: all nodes available.

characterized by $k = 2$, $h = 0$, $g = 1$ and $p = 0$, i.e., each file is characterized by two copies, but there is no redundancy. The other two examples are both characterized by $k = 1$, $h = 1$ and $g = 2$: in those cases there is just one block for each chunk, and a single redundancy block is added for every couple of chunks. However, the case of Figures 4, 5 and 6 has $p = 2$, since each chunk is used two times (for example, chunk A is used together with chunk D in node 2, and together with chunk B in node 3). Figures 7, 8 and 9 report the case with $p = 1$. Finally, the model presented in Figures 10 and 11 is characterized by $n = 6$, $m = 12$, $k = 1$, $h = 2$, $g = 4$ and $p = 1$ since two redundant blocks are generated for every group composed of four chunks, and each chunk belongs to a single parity group.

In this scenario, the total number of blocks in the system can be computed as:

$$N = \left\lceil m \cdot \left( k + p \cdot \frac{h}{g} \right) \right\rceil$$

since each of the $m$ chunks is present in the system $k$ times. Moreover, the $h$ additional parity information is shared among the $g$ chunks of the group. However, since the chunks can belong up to $p$ groups, $h/g$ must be multiplied
The evolution of the replication system is characterized by several rates. Each node can fail at rate $d$. Duplication is performed at rate $r$ and redundancy is computed at rate $q$. If no more actual copies of a block are available, the missing data can be reconstructed from the other blocks in the group and the redundant information at rate $s$. Finally, the chunks are requested by users at rate $c$, and the time required to transfer a block from node $i$ is defined by a random variable $T_i$.

5. Simulation

This section provides the description of the simulator we implemented to evaluate a storage system characterized by both replication and erasure codes. We suppose that the systems starts with all the chunks existing in a single copy, and uniformly distributed among the nodes. Then the simulation evolves according to five possible events: copy of a chunk, redundancy computation for a chunk, failure of a node, chunk reconstruction and chunk
Table 1: Survivability of blocks: number of blocks still available, depending on the number of failures

<table>
<thead>
<tr>
<th># nodes available</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>0</th>
<th>Occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full replication</td>
<td>8</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>Double parity</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>Single parity</td>
<td>8</td>
<td>8</td>
<td>4 or 6</td>
<td>2</td>
<td>0</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2: Parameters of the model

<table>
<thead>
<tr>
<th>Parm.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of chunks</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of full copies for each chunk</td>
</tr>
<tr>
<td>$\nu_{\text{max}}$</td>
<td>Maximum number of blocks stored on a node</td>
</tr>
<tr>
<td>$p$</td>
<td>Number of parity groups</td>
</tr>
<tr>
<td>$g$</td>
<td>Size of the groups</td>
</tr>
<tr>
<td>$h$</td>
<td>Additional parity blocks per group</td>
</tr>
<tr>
<td>$d$</td>
<td>Node failure rate</td>
</tr>
<tr>
<td>$r$</td>
<td>Duplication rate</td>
</tr>
<tr>
<td>$q$</td>
<td>Redundancy computation rate</td>
</tr>
<tr>
<td>$s$</td>
<td>Reconstruction from redundancy rate</td>
</tr>
<tr>
<td>$c$</td>
<td>Block request rate</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Transfer time distribution for block $i$</td>
</tr>
</tbody>
</table>
transfer. The copy of chunks occurs until the number of existing copies of each block reaches $k$. Then, if some of the copies are lost, the copy event is scheduled again to restore the target number of copies. In the same way, the redundancy computation is scheduled until a chunk gets included into $p$ dif-
Different parity groups. The reconstruction of a chunk is instead scheduled only when the number of copies of a chunk reaches 0 and data must be restored using the parity mechanism. Node failure can always happen: to simplify the model, we disregard the repair time of the nodes and we imagine that when a node fails, it immediately starts working again as an empty node. Finally, chunk transfer is scheduled for every chunk that is available in the system (i.e. it exists at least in one copy, or it can be reconstructed using parities). In the following, we will briefly describe how events are handled by the simulator.

5.1. Copy of a chunk

The copy of a chunk event occurs for chunks that have less than $k$ copies in the system: its goal is to find a node that is suitable to hold a new copy of the chunk, and transfer the corresponding data to that node. The node selection can be performed by applying one between the Random and the Power-of-choice Mitzenmacher et al. (2000) policies: the former uniformly uses all the possible nodes, whereas the latter selects randomly (following a uniform distribution) two valid nodes and then it chooses the less loaded. The two type of policies can lead to a different node usages, as it will be shown in Section 6.5. In order to reduce correlation among failures, a node must satisfy several properties to be suitable to hold a new copy of a chunk. In particular, a node is valid for storing a chunk $A$ if it has available space and if it does not hold yet either a copy of the same chunk, or a copy of a chunk that belongs to a redundancy group containing $A$, or redundancy
information added to a redundancy group to which \( A \) belongs. Figure 12 shows an example for the copy of chunk \( A \) in a case with \( k = 2 \), \( p = 1 \), \( g = 2 \) and \( h = 1 \). A parity group which includes nodes \( A \) and \( B \) has already been formed, and the corresponding parity block is stored on node \( n_5 \). The second copy of \( A \) cannot be placed on \( n_1 \) since it already holds a copy of \( A \). It cannot be put either on \( n_2 \) or \( n_4 \) since they are already full. It cannot be stored on \( n_3 \), since it includes \( B \) which is in the same parity group of \( A \), and cannot be placed on \( n_5 \) since it holds parity \( Q = A + B \). Node \( n_6 \) is instead suitable since it does not violate any of the given requirements.

![Figure 12: Selecting a node to place a copy of chunk A.](image)

### 5.2. Redundancy computation

The redundancy computation event has the goal of forming groups of \( g \) chunks, and protecting them by adding an extra \( h \) redundancy blocks. In order to avoid possible correlation among node failures, all the copies of the \( g \) chunks of the group and all the \( h \) related parity blocks must be stored on different nodes. Potentially, a parity group can span over \( g \cdot k + h \) nodes (the \( k \) copies for the \( g \) chunks of the group, plus the \( h \) parity blocks), and the number of nodes whose failure can be correlated with a block can grow up to \( k + p \cdot (k \cdot (g - 1) + h) \) when considering that a chunk can belong up to \( p \) parity groups. The construction of a valid parity group for a chunk is thus a quite complex task. The process starts from a chunk \( A \) that has not been included yet in all the \( p \) parity groups. If \( p = 1 \), this corresponds to a chunk that does not belong to any parity group yet. For the sake of simplicity, we will limit the description to the case with \( p = 1 \). In order to find suitable candidate
chunks to be included in a new parity group, the procedure creates a list of invalid nodes that cannot be used since their failure would be correlated with the chunks already present in the group. This list starts by including the nodes already holding a copy of chunk $A$. The algorithm then selects a random node which is not in the invalid list, and starts looking for a chunk that is compatible: a chunk whose copies are not in any invalid node. As soon as the search finds a valid chunk, it adds all the nodes in which it is stored to the invalid list, and repeats the procedure until a group of $g$ chunks has been formed. If a node does not have any chunk that can be selected, that node is added to the invalid list, and the algorithm selects a new node. If no more nodes are available, the parity group can not be formed, and the process is ended. A similar procedure is used to select the nodes that can host the $h$ parity blocks. When parity and redundancy are completed, the group is considered done, and its definition is stored in the system. Figure 13 shows an example of parity group construction for a chunk $A$. Nodes $n_1$ and $n_2$ cannot be chosen since they already hold a copy of chunk $A$. Node $n_3$ contains chunk $B$, but it cannot be selected since a copy of block $B$ is on node $n_2$ together with $A$. The selection then tries node $n_4$: chunk $E$ cannot be used, since it already belongs to a parity group (with chunk $C$, and parity on node $n_1$). Chunk $D$ can be chosen since it does not violate any constraint. This adds nodes $n_4$ and $n_5$ to the invalid list, since those are the nodes where chunk $D$ is stored. The parity block can then be inserted on block $n_3$ or $n_6$: in this example, node $n_6$ is chosen.

![Figure 13: Selecting a parity group including chunk A.](image-url)
5.3. Node failure

When a node fails, all the blocks it stores are lost. For each chunk that was on the node, the number of available copies is reduced of one unit. If the number of copies reaches 0 two scenarios are possible: if the node belongs to a parity group where at least \( g \) blocks remains, including chunks and redundancy blocks, then the chunk can be reconstructed. In this case the chunk reconstruction event is scheduled. If instead the chunk does not belong to any parity group, or if the parity groups are already missing \( h \) of their \( h + g \) blocks, the chunk is lost forever. In this case, the chunk is removed from the simulation, and no longer considered in the system evolution. All the parity groups to which the lost chunk belonged are also destroyed, since they are no longer capable of reconstructing any block, and this can lead to cascade failures. Similar considerations are also applied to parity blocks stored on the failed node.

5.4. Chunk reconstruction

As introduced before, the reconstruction event is enabled when the failure of a node causes the loss of the last copy of a chunk, or the deletion of one parity block. As seen in Section 3.3, the necessary condition that must hold for a successfully reconstruction is that at least \( g \) out of the \( g + h \) blocks including the redundancy are available: when the event triggers, all the \( g + h \) blocks are reconstructed. For what concerns data chunks, the algorithm chooses a valid node using the same procedure used for the copy event: either the random or the power-of-choice policy can be applied to select the new node where the chunk will be restored. For the sake of simplicity, parity blocks are always restored on the same node they were before the failure.

5.5. Block transfer

Users access the blocks at a predefined rate. We assume that the network is correctly dimensioned and provides enough bandwidth to allow as many parallel transfers as required by the proposed technique. We suppose that the transfer time of a block from node \( i \) is distributed according to a random variable \( T_i \), which is independent from the one of any other node. Let us consider a chunk \( b \) which is distributed over a set of nodes \( N(b) \). If \( |N(b)| > 0 \) (i.e. there is at least one copy of the data), we suppose that the chunk is requested in parallel from all the nodes \( j \in N(b) \). In this case, the transfer
time distribution of block \( b \), \( X(b) \), can be computed as:

\[
X(b) = \min_{i \in N(b)} T_i
\]  

(2)

If instead the block is not directly available in any node (that is, \( |N(b)| = 0 \)), it must be reconstructed starting from the parity groups. In this case, we compute the transfer time required to collect the minimum number of chunks and parity blocks necessary for its reconstruction. Let us focus on the case when \( p = 1 \) (i.e. there is only one parity group): in this case the requested chunk can be restored if at least \( g \) blocks from the group, either chunks or parity blocks, are transferred. The simulator determines the time required to download each chunk \( b_j \), using \( X(b_j) \), and each parity block on node \( i \), using \( T_i \), then it stops when \( g \) blocks are available. Note that the procedure can become recursive if some of the required chunks are not directly available and must be reconstructed as well. If \( p > 1 \), the previous algorithm is repeated for every parity group, and the minimum is chosen.

5.6. Event List Optimization

In order to speed up the simulation, three optimization lists are defined. These lists aim to provide the chunks that are valid for scheduling of duplication, redundancy computation, and reconstruction. Indeed, the first list includes all the chunks that are present in the system with less than \( k \) copies; the second list accounts for the chunks that need their parity groups to be built. Finally, the third one lists the chunks that are lost and require to be reconstructed by the parity groups present in the system. The optimization makes the event scheduling faster, reducing the simulation run time to few seconds instead of several minutes.

6. Results

The considered system is evaluated through a set of simulation experiments. In particular, we consider a system composed by \( n = 40 \) nodes and \( m = 200 \) chunks. Even if the numbers seem to be a little limited for the considered scenario, results obtained in this setting can provide meaningful insights of the behavior of a much larger system, as it will be proven at the end of the section. To study the system in an unreliable environment, we have chosen a node failure rate \( d = 0.01 \) (one failure every 100 hours), a duplication rate of \( r = 0.1 \) (10 hours to complete a copy), a redundancy
computation of $q = 0.1$ (redundancy is computed every ten hours) and a reconstruction rate $s = 0.2$ (in average, 5 hours are required to identify a missing chunk and reconstruct it). Results have been obtained by averaging 200 runs and computing the confidence intervals. For example, Figure 14 shows the 95% confidence intervals for the average number of chunks and blocks as a function of time for the configuration with $k = 2$ and $p = 0$. As it can be seen, confidence intervals are very tight: to simplify the presentation, we will not show them in the rest of the paper.

![Confidence intervals of the average number of chunks and blocks as function of time for the configuration with $k = 2$ and $p = 0$.](image)

Figure 14: Confidence intervals of the average number of chunks and blocks as function of time for the configuration with $k = 2$ and $p = 0$.

6.1. Evolution of the average number of blocks and chunks

We start considering only block replications for different values of the number of copies. Figure 15 shows the evolution of the number of available chunks in the system as a function of time. The number of chunks starts with $m$, since at time $t = 0$ all the chunks are available, and gradually reduces, with a rate that becomes smaller as the replication factor increases. Figure 16 considers the number of used blocks at the start of the system. As it can
be seen, since initially there is only one copy per chunk, the plot starts with $m$ for all the considered values of $k$. However, since the copy mechanism starts copying the chunks, the number of blocks increases to $k \cdot m$ in the initial evolution of the system. This limit however is not reached due to the blocks that fail before the first copy has been completed. This shows that if we start the evolution of the system with just a single block per chunk, the system is subject to a high number of early failures. Figure 17 focuses on larger time scales: in this case the evolution of the average number of blocks tends to correspond to the one of the average number of chunks, multiplied by the average number of blocks per chunk.

![Figure 15: Blocks and chunks availability as function of time: average number of chunks.](image)

6.2. Reliability

The evolution of the number of chunks in the system is also an indication of its reliability, as shown in Figure 18. In the latter case, the reliability has been computed by sorting the failure times of the blocks, rather than counting the number of failures at a given time instant. It is interesting to see the evolution of the hazard rate of the blocks (numerically computed
from the reliability shown in Figure 18), as represented in Figure 19: as it can be noticed, the life of blocks is characterized by a DFR (Decreasing Failure Rate) behavior, due to the high number of early failures of the system. After the initial period of time, the system tends to evolve with a CFR (Constant Failure Rate) behavior: this is due to the Poisson process that characterizes the failures of the nodes. Note that for $k = 1$, since no copy is performed, the reliability of the chunks corresponds to the one of the node, as shown by the corresponding horizontal line in the hazard rate.

6.3. Introducing Erasure Codes

We then consider also cases where $p = 1$ parity groups are used. Initially we focus on a system where each chunk is replicated $k = 2$ times, the groups include $g = 4$ chunks and are protected by $h = 2$ redundancy information. In this case the chunks evolve among 6 different states. Chunks can still require both copies and redundancy information (state Incomplete). A chunk can be in a state where all copies have been done, but redundancies are still being
Figure 17: Blocks and chunks availability as function of time: average number of blocks (large time scale).

computed (state Copies done), or on the opposite redundancies have been computed but some copies are still missing (state Red. done). When all copies and redundancy information have been computed, the chunk jumps in a state All done. This is the case in which the chunk has the maximum protection: the chunk will jump back in one of the previous state when the failure of node deletes some of the copies or destroys parity groups that can no longer be effective since not enough blocks to reconstruct the missing data remains. When a chunk has no more copies available, but it can still be saved using the parity groups, it jumps in state Reconstructing. If the chunk can no longer be saved, it ends in the Dead state. Figure 20 shows the evolution for the initial life of the system. The probability of being in state Incomplete tends to zero as copies are being done and parity groups are being constructed. The probability of having completed the copies and the redundancy information grows rapidly at the beginning, but then they tend to fall up to an almost constant level. This is due to node failures, that destroys some of the copies or of the parities built for a chunk. At around
$t = 40$ most of the chunks are in the All done state, representing the fact that they have completed all the copies and computed all the required parities to protect them. The reconstruction state starts to slowly be more present as time increases. Figure 21 shows the average state of the blocks for larger time scales: in this case, the probability of loosing a chunk increases, thus reducing the probability of being in the other states. It is interesting to note that second most probable state is the one in which redundancy information are done, but copies still needs to be completed (state Red. done). This is because as soon as a node fails, it is necessary to restore the number of available copies of each of its chunks to $k$. As time passes, the probability of having a cascade of failures that leads to a non-recoverable state increases, and eventually all the chunks will be lost.

6.4. Parity group size

Let us move the focus on the effects of the number of blocks in the group $g$ and on the total number of redundancy information $h$, for a system where
a single parity group \( p = 1 \) is used, and blocks are introduced in a single copy (that is, \( k = 1 \)). We start considering an increasing group size \( g = 2 \ldots 12 \) for two different numbers of parity information available in the group: Figure 22 shows the reliability for \( h = 1 \) and Figure 23 for \( h = 2 \). In both cases, curve \( p = 0 \) represents the case where no parity mechanism is used. As it can be seen, as the size of the parity group \( g \) increases, the reconstruction mechanism becomes less effective reducing the reliability of the chunks. In particular, for groups with \( g = 8 \) the effectiveness of the technique remains very limited for \( h = 1 \), while it can still provide some protection for \( h = 2 \).

Figure 24 shows the effect of changing the number of parity blocks \( h \) used in a group of \( g = 4 \) chunks. As expected, increasing the number of parity information greatly increases the reliability of the blocks. It is interesting to compare the curve of \( h = 4 \) with the one with \( k = 2 \), that represents a system with no parity information \( p = 0 \) and two copies per chunk. Both configurations have an overhead of the same number of blocks (since \( g = 4 \)); however, the parity mechanism provides a higher reliability, at the expense
of a more complex reconstruction of missing data. This is even more evident for the case with $h = 8$ and $k = 3$ (three copies of one block, and no parities, with the same average blocks requirement of $h = 8$): in fact, the reliability of the curve with $k = 3$ is still less than the one with $h = 3$.

If no performance parameter has to be taken into account, this result suggest that the erasure codes technique is much more effective than the replication mechanism with the same overhead in terms of blocks storage.

### 6.5. Nodes occupancy distribution

Next we focus on the node occupancy of the different policies. Figure 25 shows the distribution of the number of nodes having a given maximum number of parities, data blocks and total number of blocks (data + parities) in the system for $k = 2$, $p = 1$, $g = 4$ and $h = 2$. The capacity of the nodes has been set to $\nu_{\text{max}} = 2.5 \cdot (m/n) \cdot k = 25$. In particular, during the simulation the maximum total number of blocks being stored in a node during the temporal evolution is computed, and the distribution is derived at the end of the run. This provide us with an idea of the maximum occupancy.
that a given configuration can require from a node. As it can be seen, a large number of nodes tends to have the same maximum occupancy for what concerns data block, while redundancy information is more evenly spread. The total maximum number of blocks (including both data and redundancy) tends to be evenly spread since it is the sum of the two.

Figure 26 shows instead the distribution of the maximum total number of blocks for different configurations of parity groups and replications. As it can be seen, the maximum number of copies \( k \) shifts the distribution to right since it corresponds to an increased occupancy. Note that the peak at 50 blocks of the case with \( k = 4 \) corresponds to the maximum capacity of the node, which with such settings is \( \nu_{\text{max}} = 50 \). The increase in \( h \) instead shifts less effectively the distribution (since the redundancy block is shared among all the nodes in the group), but it increases its variance: this is due to the restriction that imposes that a redundant block can be placed only on a node that does not already host any block belonging to any copy of the chunks included in the group, making the selection of the destination node more complex.
Finally, figure 27 considers the case with $g = 4$ and $h = 2$ for $k = 1$ and $k = 2$ under two blocks distribution policies: random, and power-of-choice. Indeed the power-of-choice policy, by selecting the best of two randomly chosen nodes, is able to reduce the maximum number of blocks required during the simulations. This becomes particularly evident for the case with $k = 3$, where the power-of-choice technique is able to reduce the maximum node occupation of about 40%.

6.6. Effects of the copy, redundancy computation and reconstruction rates

We then examine the effects of the copy, redundancy computation and reconstruction rates on the MTTF (mean time to failure) of the system. We focus on a system where each chunk has $k = 3$ copies, and it belongs to a parity group composed of $g = 4$ chunks with $h = 2$ redundancy blocks. Figure 28 shows the results for a fixed node failure rate $d = 0.01$ failure per hour. The redundancy computation rate $q$ has very small influence on the system: since $h = 2$, each group requires the loss of at least three chunks to become invalid. Since each chunk is replicated 3 times, the event of failure
of a parity group is very rare, thus the rate at which it is built does not affect too much the reliability of the system. The configuration is instead very sensible to the copy rate \( r \): a decrease of one order of magnitude in the time required to copy one block results in an increase of almost three order of magnitude in the MTTF. The faster is the replication mechanism, the smaller is the probability of loosing all the blocks were a chunk is stored. Moreover, the erasure codes technique reduces even further the probability of not having anymore available copies of the chunk. More interesting is the influence of chunk reconstruction rate \( s \), where the MTTF experience a minimum. Indeed, it seems to be counter-intuitive that there is an increase of the MTTF when also the time required to reconstruct a chunk increases. This however happens only when the reconstruction rate becomes very close to the node failure rate. In the considered configuration the parity group can sustain up to two failures, but the repair process is started as soon as one failure occurs. This means that if another failure occurs during the reconstruction, it will benefit from the restoration process initiated during the previous failure and it will be repaired much sooner, leading to an increase

Figure 23: Reliability of the system for \( p = 1 \): varying the group size for \( h = 2 \).
in the MTTF.

6.7. Transfer time distribution

We now take into account the performance of the various configurations, to determine the impact of parameters on the transfer time required to either upload or download a chunk. We can compute the transfer time distribution for different configurations, as shown in Figure 29. In our scenario, we imagine that if a chunk is available on more than one node, the user can access it from the one with the shorter response time. We suppose that the user sends its request in parallel to all the nodes having the chunk, and then that she reads or write it on the node that answered first. We suppose that chunks at requested at a rate $c = 0.02$ requests per hour, and that the time required to access a block follows a Normal distribution (see Dandoush et al. (2009)). We set the mean transfer time to $\mu = 100$ msec., and its standard deviation $\sigma = 25$ msec. The actual transfer time is then computed using the technique described in Section 5.5. As we can see in Figure 29, the most sensitive parameter is the number of replicas $k$. Since the transfer time cor-
Figure 25: Distribution of the number of nodes having a given maximum number of parities, data blocks and total number of blocks (data + parities) in the system for $k = 2$, $p = 1$, $g = 4$ and $h = 2$.

responds to the minimum of $k$ distributions, a larger value of $k$ results in a reduced response time. It is interesting to see that also the variance of the response time reduces as $k$ increases. The size of the groups and the number of redundancy blocks used seem to have a marginal role in the transfer time distribution: this is because the increased transfer time required to access a chunk when it must be reconstructed from the blocks that have survived in a group must be considered only for the cases in which the data is not directly available, which are not that frequent.

6.8. Considering larger scenarios

We finally focus on the size of the system by showing that, using proper normalizations, the measures computed for a smaller system are also indicative of the behavior of a larger one. In Figures 30, 31 and 32 we focus on four configurations of increasing size: $n = 20$, $m = 40$; $n = 40$, $m = 200$; $n = 200$, $m = 20000$; and $n = 2000$, $m = 10^6$. Figure 30 shows the reliabil-
ity of the blocks for the considered configurations. Since all the nodes and chunks are characterized by the same temporal evolution, the reliabilities of the four models are almost identical regardless of the size. The total number of blocks in the system is proportional to the initial number of chunks $m$. In order to compare models of different size, we have to normalize the measure dividing the average number of blocks by $m$. Figure 31 compares the normalized number of blocks in the four configurations: as it can be seen, despite the different sizes of the considered cases, the four curves are almost identical. The distribution of the maximum total number of blocks can be compared after a more complex normalization procedure, as shown in Figure 32. The $x$ axis, which corresponds to the maximum total number of blocks in a node, should be normalized by the average number of chunks in a node: $m/n$. The $y$ axis, that counts the number of blocks in a node, should instead be normalized by the average number of nodes having an average number of chunks, that is it should be divided by $n/(m/n)$. The four normalized curves match very closely: this proves that the technique proposed in this paper
can be used also to study very large systems, since results can be scaled with simple algebraic expressions.

6.9. Results summary

In Table 3 we summarize some of the results that can be drawn from the previous analysis. The first four columns report the parameters of some of the considered configurations, as defined in Table 2. The fifth column shows the corresponding MTTF of the configuration. The sixth column reports the target occupancy (Targ. occ.): the average number of blocks that each node would have to store if they would be uniformly spread. In particular it can be computed by dividing the result of Equation 1 by the number of nodes $n$, that is:

$$\text{Targ. Occ.} = \left\lceil \frac{m}{n} \cdot \left( k + p \cdot \frac{h}{g} \right) \right\rceil$$

The seventh column proposes the average maximum occupancy (Av. max. occ.), which is determined as the average of the nodes per block distributions.
Figure 28: Effects of the copy rate, parity building rate and reconstruction rate on the MTTF of the system.

presented in Figures 25, 26 and 27. The last column reports the average transfer time (Av. tr. time), which is computed from the distributions presented in Figure 29. Looking at the MTTF column, we can conclude that the parity mechanism introduced by erasure codes is more effective than replication in increasing the reliability of the system using the same amount of blocks. However, looking at the average transfer time column, we can see that the erasure codes alone cannot improve the efficiency of the system. Mixing replication and erasure codes seems to be a promising approach to both increase the reliability and the performance of the system, without requiring a large overhead, as it can be seen from the sixth and seventh column of the table.

7. Conclusions

We model a storage system by simulating the management layer based on a redundancy approach. The simulator is able to scale to different ar-
chitectures and large number of nodes and data. By using the proposed model, we derived both reliability and performance indexes. We point out that mixing replication and erasure codes makes the reconstruction mechanism more effective improving the data availability. Moreover, this work shows that by tuning appropriately the replication parameters the transfer time is also reduced. The flexibility of the model allows to easily consider different strategies and scenarios.

Future works include the inclusion of other features, such as the variation of the storage pool, the inclusion of temporary unavailability, the explicit introduction of the effects of network architecture and structure, the analysis of bandwidth limitations due to network overload, the evaluation in alternative situations, such as low availability of storage nodes or high delays between a failure in a storage node and the reaction, to investigate the behavior of the proposed solution when multiple failures can challenge the resilience to faults.

Figure 29: Transfer time distributions for different configurations of the system.
Figure 30: Configuration with $k = 2$ and $p = 0$ under different number of nodes $n$ and chunks $m$ in the system: normalized distribution of the maximum total number of blocks.
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Table 3: Results summary

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>102</td>
<td>5</td>
<td>5</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>598</td>
<td>10</td>
<td>15.8</td>
<td>88.2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2283</td>
<td>15</td>
<td>30.5</td>
<td>81.3</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6317</td>
<td>20</td>
<td>45.4</td>
<td>76.8</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>320</td>
<td>7</td>
<td>8</td>
<td>100.8</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>999</td>
<td>8</td>
<td>11.9</td>
<td>100.7</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>359531</td>
<td>15</td>
<td>22.6</td>
<td>99.6</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>16287</td>
<td>13</td>
<td>27</td>
<td>88.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>2</td>
<td>82531</td>
<td>18</td>
<td>39.8</td>
<td>81.4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>417187</td>
<td>20</td>
<td>42.8</td>
<td>81.46</td>
</tr>
</tbody>
</table>
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