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ABSTRACT

Context. Astronomical observations, analytical solutions and nuraé simulations have pro-
vided the building blocks to formulate the current theoryofing stellar object jets. Although
each approach has made great progress independentlynlyiduring the last decade that sig-
nificant €forts are being made to bring the separate pieces together.

Aims. Building on previous work that combined analytical solag@and numerical simulations,
we apply a sophisticated cooling function to incorporatéagily thin energy losses in the dy-
namics. On the one hand, this allows a self-consistentntreat of the jet evolution and on the
other, it provides the necessary data to generate syntmatgsion maps.

Methods. Firstly, analytical disk and stellar outflow solutions am®gerly combined to ini-
tialize numerical two-component jet models inside the cotagonal box. Secondly, magneto-
hydrodynamical simulations are performed in 2.5D, follegvproperly the ionization and recom-
bination of a maximum of 29 ions. Finally, the outputs aretgmecessed to produce artificial
observational data.

Results. The values for the density, temperature, and velocity thestmulations provide along
the axis are within the typical range of protostellar outBoWloreover, the synthetic emission
maps of the doublets [, [N 1] and [Su] outline a well collimated and knot-structured jet, which
is surrounded by a less dense and slower wind, not obserivatiiese lines. The jet is found to
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have a small opening angle and a radius that is also compa@bbservations.

Conclusions. The first two-component jet simulations, based on analyticalels, that include
ionization and optically thin radiation losses demonstiatomising results for modeling spe-
cific young stellar object outflows. The generation of sytithemission maps provides the link
to observations, as well as the necessary feedback for ttrefumprovement of the available
models.

Key words. ISM/Stars: jets and outflows — MHD — Stars: pre-main sequencegiaon

1. Introduction

Young stellar object (YSO) jets have been extensively stidiver the past decades, being a key
element to understand the principles of star formatione@hmain approaches have been followed
to address the phenomenon: high angular resolution olig@rsado pinpoint their properties, ana-
lytical treatment to formulate the appropriate physicalteat and numerical simulations to explore
their complicated time-dependent dynamics. Although s\studies have linked any two of the
above approaches, namely, theory & observations (e.git@aht[1999; Ferreira et al. 2006; Sauty
et al.[2011), simulations & observations (e.g. Massaglial €2005; Tesileanu et al. 2009, 2012;
Staf et al.[201D), theory & simulations (e.g. Gracia efal. 20a6t&Set al 2008Cemeljic et al.
[2008; Matsakos et dl. 2008, 2009, 2012; Sauty éf al.|201@)e thas not yet been significarfat

to combine all three of them.

The basic YSO jet properties have been well known since niane & decade. They are accre-
tion powered (e.g. Cabrit et al. 1990; Hartigan et al. 198y propagate for thousands of AU (e.qg.
Hartigan et al_2004) and have a velocity of a few hundredsRn(esg. Eisldtel & Mundt[1992;
Eisloffel et al.”1994). Such outflows are well collimated (e.g. Ragl €1996) with a jet radius of
50 AU (e.g. Dougados et al. 2000) and a structure that censfiseveral knots (termed HH objects)
which are shocks occuring from speed variabilities (sep&éi & Bally[2001 for a review). YSO
jets, among other mechanisms, are capable of removing disénm amount of angular momen-
tum both from the disk and the star. The former is crucial tmration (e.g. Lynden-Bell & Pringle
[1974) and the latter for the protostellar spin-down (e.gitpat al 2011; Matt et al. 2012). These
two processes are necessary to allow the star to enter thresequence. Moreover, jet ejection
takes place close to the central object (e.g. Ray €t al.|20@¥ references therein) with evidence
of being either of a disk or a stellar origin, or a combinatafrihe two (e.g. Edwards et al. 2006;
Kwan et al[20017).

Numerical simulations have studied in detail the launchiofjimation, and propagation mech-
anisms of YSO outflows adopting two main approaches. Theditestassumes that the ejection
takes place below the computational box, and hence the flopepties are specified as bound-
ary conditions on the lower ghost zones. This approach iso@piate to model the large scale jet
structure and allows to explore a wide parameter spaceQeyed & PudritZ1997a, 199/7b, 1999;
Krasnopolsky et al. 1999; Anderson et[al. 2005; Pudritz €£@06; Fendf 2006, 2009; Matt &
Pudritz[2008; Matsakos et al. 2008, 2009, 2012{fSta al.[2010; Tesileanu et al. 2012). The
second approach evolves the flow together with the dynanifitiseodisk, and thus is very de-
manding computationally. Even though it cannot follow tleflat large scales, it does provide a
self-consistent treatment of the YSO-jet system linkingsgnlwading with accretion (e.g. Casse
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& Keppens 2002, 2004; Meliani et al._2006; Zanni et[al._200Zef€racos et al. 2009, 2013;
Sheikhnezami et &l. 2011 2; Fendt & Sheikhnezami2013). Ttves@pproaches are not competing,
on the contrary, they are both necessary and complememtasch other for the study of jets.
Here, we adopt the former because we focus on the propagaiides.

From the theoretical point of view, Vlahakis & Tsinganbs 989 have derived the possible
classes of analytical steady-state and axisymmetric magngrodynamical (MHD) outflow so-
lutions based on the assumption of radial or meridionalsietflarity. Two families have emerged,
each one being appropriate to describe disk or stellar ljetfhe following, we refer to them as
Analytical Disk Outflows (ADO) and Analytical Stellar Outfie (ASO), respectively. In fact, the
Parker's solar wind (1958), the Blandford & Payne model @) well as other previously known
solutions (e.g. Sauty & Tsinganbs 1994; Trussoni €f al. 19&fe all found to be specific cases
within that framework.

One implication of self-similarity is that the shape of thdtical surfaces of the flow is ei-
ther conical or spherical, for the ADO or ASO solutions, exgively. For instance, for the ADO
models, this reflects the assumption that the outflow vaaabhve a scaling such that the launch-
ing mechanism does not depend on any specific radius of a Kapldisk. If the flow quantities
are known for one fieldline, the whole solution can be reqoiestd. Within this context, self-
collimated outflows can be derived and appropriately patarized to match most of the observed
properties, such as velocity and density profiles (see asiogi 2007 for a review). However, a
physically consistent treatment of the energy equationatine easily incorporated in self-similar
models. Consequently, either a polytropic flow is assumethe heatingcooling source term is
derived a posteriori. Moreover, the symmetry assumptioakarthe ADO solutions diverge on
the axis, whereas the ASO models become inappropriate toibdeslisk winds. Nevertheless, this
makes the two families of solutions complementary to ealsbrotvith their numerical combination
naturally addressing their shortcomings.

Various physical and numerical aspects of each of the ADQA8T solutions have been stud-
ied separately (Gracla 2006; Matsakos ef al. 2008; Stuté BD&8) proving the robustness of
their stability. Subsequently, several two-componentjetlels have been constructed and simu-
lated examining the parameter space of their combinatielocity variabilities were also included
and were found to produce knots that resemble real jet sirst{Matsakos et &l. 2009, 2012).
On the other hand, Tesileanu et . (2009, 2012) specifigidalY SO flow variables on the lower
boundary of the computational box and applied optically tfsidiation losses during the numeri-
cal evolution. They studied shocks in the presence of asteatiooling function, and also created
emission maps and line ratios, directly comparing with ofe#ons.

The present work combines both of the above approachestidtlizes a steady-state two-
component jet throughout the computational domain (frontslslieos et al._2012) while imposing
a physically consistent treatment of the energy equatisind@esileanu et al. 2012). Apart from
the calculation of optically thin radiation losses, theamation of the ionization allows also the
generation of synthetic emission maps that we discuss inghgext of typical YSO jets. Stute et
al. (2010) were the first to compare numerically modified i@l models to observed jets. They
simulated truncated ADO solutions and then post-procetbeedutputs to calculate the emission.

Comparison with observed jet radii provided a good matchHerseveral cases they examined.
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The structure of this paper is as follows. Secti#hpresents the theoretical framework and
describes the technical part of the numerical setup. Se§Badiscusses the results and S&&.
reports our conclusions.

2. Setup
2.1. MHD equations

The ideal MHD equations written in quasi-linear form are:

dp

— +V-(pV) = 1
6t+ (V) = 0. .
ﬂ+(V~V)V+}B><(V><B)+}VP=—V(I), (2)
ot P P

P

(?9—t+V-VP+1"PV-V=A, 3)
[;—?+VX(BXV)=0, (4)

wherep, P, V, andB denote the density, gas pressure, velocity, and magnéticriéspectively. The
factor (4r)~Y/? is absorbed in the definition &, which of course is divergence frée; B = 0. The
gravitational potential is given b§ = —-GM/R, whereG the gravitational constank) the mass of
the central object ang the spherical radius. Finally, = 5/3 is the ratio of the specific heats and
A represents optically thin radiation losses, which arequresd in detail in Sedf. 2.3. Even though
the simulations are performed in code units, our resultpersented directly in physical units.

2.2. Numerical models

We take several steps to set up the initial conditions of i@ domponent jet simulations. In
summary, analytical MHD outflow solutions are employed,malized to each other and then
properly combined. A low resolution simulation is carrieat @and the final steady state is saved.
The output data are used to initialize our main simulationgich we apply a velocity variability
at the base, optically thin radiation losses and AdaptivsiviRefinement (AMR) that significantly
increases theffective resolution.

The ADO solution is adopted from Vlahakis et al. (2ZD00) anskdibes a magneto-centrifugally
accelerated disk wind that successfully crosses all thragnetosonic critical surfaces. The ASO
model is taken from Sauty et dl. (2002) and is a pressurerdsokition with a large lever arm capa-
ble of spinning down the protostar (see Matsakos et al.|200@bre details on the implementation
of the solutions).

The two-componentjets are initialized with the stellarflowt replacing the inner regions of the
disk wind. The normalization and combination of the soloticss based on the following numerical
and physical arguments, an approach adopted from Matsakbs(2012). First, the solutions are
scaled in order to correspond to the same central mass. @heatching surface is chosen at an
appropriate location such that the shape of the magnetit diethe disk wind matches approxi-
mately the geometry of the ASO fieldlines. Finally, we requhat the magnitude &, which is
provided by each of the analytical models on that surface algmilar value.
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The transition between the two solutions is based on the ptagtux functionA, which essen-
tially labels the fieldlines of each solution (see Vlahakiale2000 and Sauty et al. 2002). Initially,
we create the variabld; = Ap + As + A, simply by adding the flux functions of the ADO and
ASO components, witl®; a normalization constant. We then create the varidblby exponen-
tially smoothing out the solutions around the matchingaeafAnix, such that the stellar solution
dominates close to the axis and the disk wind at the outeonsgi.e.

Ay = {1 - exp[— (A':llx )2}} Ap + exp| - (Ail.x ﬂ As. (5)

This new magnetic flux functiomy, is used to initialize most of the physical quantitiésnamely

p, P, V, AandBy, with the help of the following formula:

o= ool | oorerf-G o ®

Finally, the poloidal magnetic field is derived from the magiaflux function, i.eBp = (VAX@)/r,

and hence it divergent-free by definition.

At this stage, the two-component jet model is evolved adiehlly in time until it reaches a
steady state. Foffigciency, we perform the simulation on a low resolution griel, 128 zones in the
radial direction and 1024 in the vertical. We point out tieg level of refinement does natect the
final outcome of the simulation. On the contrary, the finalfguration is a well maintained steady
state and it is obtained independently of the resolutiotnembixing parameters, see Matsakos et
al. (2009). The use of AMR is required for the correct treathw# the cooling, as explained later,
and does notféect the steady state of the adiabatic jet simulation.

This steady state is then used as initial conditions for itihélgtion that includes optically thin
radiation cooling, also imposing fluctuations in the floweNariability in the velocity is achieved
by multiplying its longitudinal component with a sinusolidependence in time and gaussian in
space, i.eV, — fsV;, with

fs(r,t) =1+ pexp[— (%)2} sin(ﬁ) , (7

var tvar

wherep = 20%,r is the cylindrical radiusty,, = 50 AU, andt,,, = 3.7 yr. The variability of the
velocity is chosen small enough such that we can assume gaobopse-ionization of the shocked
material (Cox & Raymond 1985).

2.3. Cooling function

We take advantage of the Multi-lon Non-Equilibrium (MINEgpoling module developed by
Tesileanu et al[(2008), that includes an ionization nektvemd a 5-level atom model for radiative
transitions. Previous approaches followed the evolutiaimie of only the ionization of hydrogen,
assuming equilibrium ionization states for the other eletm@f interest. In the context of strong
shocks propagating and heating the plasma, as encountevadable stellar jets, the assumption
of equilibrium limited the accuracy and reliability of thiemsulation results.

The MINEq cooling function includes a network of a maximum28f ion species, selected
appropriately to capture most of the radiative losses in Y8®up to temperatures of 200 000 K.
These ion species represent the first five ionization stétes ( to V) of C, N, O, Ne, and S, as
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well as Hi, Hir, Her, and Har. In more recent versions, the cooling function implemeatedllows
the user to select the number of ionization states requinegldfch simulation (depending on shock
strength, some of the upper-lying ionization states mayitebied). In the present work, the first
three ionization states were used, a choice that is adetpratee physical conditions developing
in the areas of interest.

For each ion, one additional equation must be solved:

I(oXi
WP 9 (oX) = 5. ®)

coupled to the original system of MHD equations. In the eigmaabove, the first indexj de-
scribes the element, while the second indigxc6rresponds to the ionization state. Specifically,
Xci = Nii/N, is the ion number fraction,; is the number density of theth ion of elemenk, and

N, is the element number density. The source t8gnaccounts for theféect of the ionization and
recombination processes.

For each ion, the collisionally excited line radiation isquuted and the total line emission
from these species enters in the source taraf Eq. (3). This provides an adequate approximation
of radiative cooling for the conditions encountered in Y& Depending on the conditions, more
ion species may be included.

Cooling introduces an additional timescale in MHD numdrgimulations together with the
dynamical one. In regions where sudden compresgieasing of the gas occur, the timescale
for cooling and ionization of the gas becomes much smalldrteance dominates the simulation
timestep. Consequently, a larger number of integratiopsséee needed and the total duration of
the simulations increases considerably.

Finally, another aspect to consider is the numerical réimmiuThis is required for a gticiently
accurate and reliable physical description of the procsseuring in the post-shock zone behind a
shock front, especially concerning the ionization stathefplasma. As discussed in previous work,
a resolution higher than 38cm (~0.07AU) per integration cell is needed in order to adequately
resolve the physical parameters after the shock front (btigret al 2009). Therefore, Adaptive
Mesh Refinement is necessary in order to treat correctlyyhardicgcooling while retaining high
efficiency for the simulation.

2.4. Numerical setup

We use PLUTO, a numerical code for computational astropﬂ(sﬁo carry out the MHD simu-
lations (Mignone et al. 2007). We choose cylindrical cooadiés (, z) in 2.5D, assuming axisym-
metry to supress the third dimension. Integration is penfat with the HLL solver with second
order accuracy in both space and time, whereas the conditioB = O is ensured with hyper-
bolic divergence cleaning. Since the jet kinematics ingddngth and time scales much larger that
those controlled by optically thin radiation losses (elg post-shock regions), Adaptive Mesh
Refinement (AMR) is adopted (Mignone etlal. 2012). The refimeinstrategy is based on the sec-
ond derivative error norm (see Mignone et’al. 2012) takeritferquantity defined by the product
of the temperature with radius. Such a criterion is appedprio resolve the shocks as well as the
region around the axis.

1 Freely available atttp://plutocode.ph.unito.it
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We perform two simulations, one using the detailed MINEglicgpfunction, and another that
only evolves the ionization of H (SNEq - Simplified Non-Edjoilum cooling). Our computational
box spans [P80] AU in the radial direction and [1Q040] AU in the longitudinal. For the model
employing SNEgq, the base grid is 64512 with 5 levels of refinement that provides &teetive
resolution of 16384 zones along the axis, equivalent to @fiefar each 004 AU. For the more
computationally expensive cooling module MINEQ, our baseé i 32x 256 with also 5 levels of
refinement, equivalent to one cell ped8 AU. We prescribe outflow conditions on the top and right
boundaries, axisymmery on the left and we keep fixed all diesito their initial values on the
bottom boundary. We note that the two-component jet modigitislized everywhere inside the
computational box and hence we do not model the bow shocle@dbeleration regions, but rather
a part of the outflow in between. lonization is initializeddbhghout the entire integration domain

with equilibrium values resulting from the local physicahalitions (temperature and density).

Finally, a comment on the location of the lower edge of the potational box. Apart from
the fact that the paper focuses and attempts to addressdpegation scales, the choice for the
height of the bottom boundary is based on the following twasoms. Firstly, the high resolution
required to treat properly the launching regions of thdateihd disk outflows is a prohibitive to be
combined together with distances on the order of hundreAtloSecondly, the source term in the
energy equation close to the base of the jet is complex ande&lbknown. The mass loading of the
field lines, and in some cases the acceleration, requires som of heating which involves extra
assumptions and additional parameters. Instead, we haigeddo take advantage of the available
analytical solutions and start the computation at a largeadte where such heating terms are not
present.

2.5. Post-processing and emission maps

The code provides as output the maps of all physical questtispecified intervals of time. Further
treatment of the data is required before they can be direottypared to observations.

The first post-processing routine is the calculation of 20ssian maps from the simulation
output. The collisionally excited emission lines of obsgional interest treated in the present work
are the forbidden emission line doublets ofi (6584 + 6548 A), Or (6300+ 6363 A), and &
(6717+ 6727 A). Next, the 3D integration of this axially-symmewiatput is performed, to account
for the particular geometry encountered for each sourcéiistage, a tilt angle of the simulated
jet with respect to the line of sight may be applied. Then,3beobject is projected on a surface
perpendicular to the line of sight (equivalent to the “plafisky”), and the distance to the object
is taken into consideration in order to convert all data ®nsame units as observations. Note that
a Point Spread Function (PSF) is also applied in the simglffiem of a Gaussian function with a
user-defined width, in order to simulate th&eet of the observing instrumeit.
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Fig. 1. 3D representation of the density distribution of the initianditions (top) and at a later time
during evolution (bottom). Blyeed corresponds to lghigh density, the thin blue lines denote the
magnetic field and the thick red lines the flow.

3. Results
3.1. Dynamics

The initial conditions correspond to a steady-state mape@self-collimated jet, a configuration
that is reached after the combination and adiabatic ewslwdf the two wind components, see top

2 All post-processing routines are included in user-frignigimplates in the current distribution of the
PLUTO code.
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Fig. 2. Logarithmic number density (top), temperature (middledl aelocity (bottom) profiles
along the axis, for the model adopting SNEQ. The jet is mofiam left to right and the displayed
moment corresponds to= 12 yr.

panel of Fig[lL. Its inner part represents a hot stellar autfibich is collimated by the hoop stress
provided by the magnetic field of the surrounding disk winde Tongitudinal velocity decreases
with radius, i.e. the flow consists of a fast jet close to this axd a slow wind at the outer radii.
During the first steps of the simulation the cooling functiowers the temperature of the plasma,
especially in the inner hot regions. Due to the pressure,dhepcollimating forces squeeze the jet
and in turn the jet radius is decreased, see bottom panegdilRand Secf_3l5 for a discussion).
Moreover, the variability applied on the bottom boundamydarces shocks that propagate along the
axis and lead to the formation of a knot-structured jet. €haternal shocks heat locally the gas
and in turn the post-shock regions are susceptible to lamengy losses and strong emission.
Figure[2 shows the average values of the number density,et@tpe, and velocity of the
outflow around the axis (for < 0.5 AU), for the simulation performed with the SNEq module.
Figure[3 displays the same quantities for the model whictptdthe MINEq cooling function.
The number density is on the order of*1010° cm3, with higher local values at overdensities
produced by the variability of the flow. A strong shock can bearved approximately at 450 AU,
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Fig. 3. Logarithmic density (top), temperature (middle) and vilothottom) profiles along the
axis, for the model adopting MINEQ. The instance corresgdotl= 12 yr.

in accordance with the negative slope of the velocity profilee jet temperatute is on the order
of 10000K, but may exceed 20000K at the post-shock regiohe.j&t velocity is on average
380 kms! whereas the speed of the shocks relative to the bulk flowl30 kms?. In general,
both models capture correctly the typical values of obski®8O jets.

Even though the two simulations incorporatéelient cooling functions, the dynamics between
the two simulations are roughly similar. This suggests thasimpler SNEq module is a good ap-
proximation to treat the energy losses during the tempmauléon. For this reason, this module
is employed in a future work that studies the full 3D jet stane (Matsakos et al. in preparation).
However, the aim of the present paper is the calculatiomefdimissions. Therefore in the follow-
ing we focus on the simulation that adopts the MINEq coolungction.

Figure[4 shows the 2D logarithmic distribution of the densind temperature at three evolu-
tionary moments separated byl ¥ears. The higher density jet material defines the positddthe
propagating knots. For instance, a knot that can be see@=t AU in the left panel, is located at
~450 AU in the central panel, and a650 AU in the right one. The surface close to the axis that
separates the inner hot outflow from the outer cooler gaswisak oblique shock. It forms due to

10
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Fig.4. Logarithmic maps of the density in normalized units of ¢6r2 (left hand side of each
panel), and the temperature in“X0 (right hand side of each panel), for the model employing
the MINEq cooling. From left to right, three moments of thenfmoral evolution are shown, i.e.
16.8,192, and 216 years. The jet is propagating upwards, and specificalyhigh density region
located between 200 and 300 AU in the left panel, is found betw00 and 500 AU in the middle,
and between 600 and 700 AU in the right panel.

the recollimation of the flow and disconnects causally thédrfam its launching region since no
).

In order to estimate thefects of the energy losses in the dynamics of the jet, we plBigri3

information can propagate backwards (Matsakos 2R

the temperature distribution of an adiabatic evolutiop)ttogether with that of the simulation

adopting MINE(q (bottom). Optically thin radiation redudbg pressure of the inner hot flow and
thus the radius of the emitting jet is found by a factor of 2 ken@han the adiabatic one due to the
unbalanced collimating forces. On the other hand, notettteapredicted temperature of the adia-

11
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100 200 300 400 500 600 700
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Fig.5. Comparison of the logarithmic temperature distributiod @t radius for an adiabatic evo-
lution (top) and with the MINE(q cooling module (bottom). Teeapshot correspondstte: 21.6.

batic model can be by an order of magnitude higher which in may lead to the overestimation

of the emission.

Since the final configuration of the adiabatic simulatiorveha diferent morphology than the
one with the imposed cooling, we should examine for constst¢éhe bottom boundary conditions.
Namely, we should check whether the quantities imposededbther edge of the MINEq simula-
tion, that are given by the adiabatic moddteat or enforce anyhow the evolution of the system.
However, the fects of the optically thin radiation cooling are significardinly where the outflow
is hot, i.e. close to the axis (Figl. 5). In turn, both at thegbafsthe computational box as well as at
outer radii, the adiabatic evolution is very similar to théth cooling. Therefore, we argue that the

bottom boundary conditions are consistent with the MINEBaguation.

3.2. lonization

In the analytical models employed here, no pre-existinglit@m of ionization of the jet mate-
rial was set. lonization is self-consistently computedmythe evolution, snapshots of which are
shown in Fig[®6. The flow is locally ionized when the temperattises, and as a result, the jet
ionization is very low close to the origin and gets higherhivitthe knots £34%). Note that the
degree of pre-ionization mayfact the line emission as discussed in Tesileanu €t al. 2012

3.3. Emission maps

Post-processing was applied on the simulation employirg sibphisticated cooling function
MINEg. In Fig.[, surface brightness maps ofifSare shown for the corresponding three out-
puts of Fig[#, having also applied a declination angle ¢t 8bie outflow appears as a prominent
well-collimated jet with a small opening angle. In fact, therall emission seems to originate from
the region enclosed by the weak oblique shock discusseccti®a. For our model, this suggests
that the responsible mechanism for heating the bulk of the #ibthe temperatures required for
an observable emission is th&ext of recollimation, which compresses the flow around this. ax
The presence of the less dense and slower surrounding wimebthe seen in this emission line.
Nevertheless, it fills up the rest of the computational denaaid is considered to emanate from the

outer disk radii, contributing to the mass and angular mdomanoss rates.
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Fig. 6. Maps of the total ionization fraction of the jet material fbe three moments in the evolution
shown in Fig[#.

Moreover, emission knots are observed along the jet axigshaorrespond to high density
and temperature regions produced by the propagating shble&sknots have an enhanced surface
brightness which can be 10 times higher than that of the baolk, ffee Fig[1B. The introduced
variability has been intentionally chosen to be on the ooflarfew years, producing knot structures
every few hundred AU. This is the typical length scale obsdrin YSO jets, as for example in
the systems HH 1&2, HH 34, and HH 47, for which high angulaoheson astronomical data are
available (e.g. Hartigan et &l. 2011).

Furthermore, Fig.18 compares directly the line emissiorsrgby the simulation with those
of two observed jets, RW Aur and HH 30. The plot suggests a ggoegement in the intensities at
large distances from the origin of the outflow. In fact, thassion coming from the bulk flow of this
model is closer to observations than the earlier work ofl@asgu et al.[(2012). The improvement
is attributed to the heating provided by the recollimatidrtte flow. Moreover, a pre-existing
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Fig. 7. Logarithmic maps of the surface brightness of the forbiddieublet [Si], convolved with
the PSF, for the three moments shown in Elg. 4. The image isits of ergcm? arcsec?s™* and
has been projected with a declination angle of &@h respect to the line of sight. The knots are
labeled with letters.

ionization would provide a higher emissivity in the regidretween the knots bringing the model
closer to observations.

The discrepancy close to the source might be evidence fati@ual mechanisms present in
the first part of the jet propagation, such as a pre-existaagihg and ionization of the gas that can
increase emissivity (e.g. Tesileanu et al. 2012). On therdtand, the flow has to propagate for a
certain distance before the induced sinusoidal time demareican form shocks. In addition, the
jetis initially expanding before it recollimates and hds gas. We note that low emission close to
the central object is also found observationally, for instin the jets HH 34, HH 211, and HH 212
(e.g. Correira et al. 2009). However, the length of the lowssivity region of those objects is at
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Fig. 8. Logarithmic surface brightness profiles of the forbiddeullets along the axis [, [N 1],
and [O1], for two observed YSO jets (RW Aurigae and HH 30) and the MéN\dmulation. The
image is in units of erg cn? arcsec? s and corresponds at= 21.6 yrs.

least by an order of magnitude larger than here, and alsmtinesponding mechanisms gadthe
parameters used in the present simulation, maytberdnt.

Finally, Fig.[9 displays the surface brightness maps fortiinee forbidden doublets of [
[N u], and [Su] for the last evolutionary moment displayed in Hi§. 4. Aliek panels highlight the
same structure. The two knots, located slightly abe880 AU, and~600 AU, emit more strongly
than the rest of the flow and can be clearly seen in all thressaomi lines. We note that we have
not simulated the bow shock where the outflow interacts withinterstellar medium, since our

initial conditions did not include it.

3.4. PV diagram

Figure[T0 displays examples of the Position-Velocity (P®)tours, a diagram that is widely used
for the representation of observational data of YSO jetshdtws the distribution of the brightness
with respect to the position along the spectrometer slit thiedvelocity along the line of sight.
We have chosen two declination angles for the reconstri8ifedistribution and an arbitrary slit
width of 20 AU positioned along the central jet axis. In theeaf a jet almost perpendicular to the
line of sight (80, left panel), the projection of the longitudinal speed isairand hence a value
of ~60kms? is recovered at all heights, with deviations on the order févatenths of kmst.
However, when the angle between the line of sight and thecovukis is smaller (45 right panel)
the projected component is larger, arouw60 km s1. The distribution of velocities is also wider,
~50km 1, since the flow fluctuations can be now observed. In additrmnfigure makes evident
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Fig. 9. Logarithmic maps of the surface brightness, processedsasided in Fig[l7, for the three
forbidden doublets of [@, [N n], [Su] (from left to right), in units of erg cr? arcsec?s™. The
snapshot correspondstte: 21.6 yrs.

the parts of the flow that propagate faster and hence the sfiseitbution can be inferred and
associated with the observed knot structures.

For the latter case of a lower declination angle with respedhe line of sight, the surface
brightness maps in the emission lines of interest are gsinulaFig.[9, apart from the distance
between the knots which seems shorter due to projecffents.

3.5. Jet radius

We proceed to calculate the jet radius from [Eig. 9. We follosimaple approach based on the Full
Width Half Maximum (FWHM) method. The maximum at each heighthe emission map is cal-
culated and then the radius where the distribution takdghmetlvalue is determined. Since the plot
is logarithmic, the background emission is required in otdeorrectly compute the height of the
distribution over the radius. We have considered this patanto be 16°%ergcnt?arcsec?s™?,
but we note that valuesfiiérent by a few orders of magnitude provide almost the sanudtres
Figure[11 plots the jet radiu®, as computed from the average of the doubletsNDn, and
Su. Data points of the jets RW Aur, HH 30, and HL are also showncimmparison. The plot
suggests a jet width on the order of 40 to 60 AU, in good agre¢mvih observations (e.g. Ray
et al.[2007, and references therein). The variatior? along the axis is due to the applied speed

16



O. Tesileanu et al.: Synthetic observations from two-congmt YSO jet models

—22 —-20 —18 —16 —14 —12
[ — )

210

200

190

180

z (AU)

170

160

150

-150-100-50 0 50 100 100 150 200 250 300 3350
v (km/s) v (km/s)

Fig. 10. Position-velocity diagrams, for a declination angle witle tine of sight of 80 (left) and
45° (right), for the forbidden doublet of [§. Units in ergcm? arcsec?s ™.
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Fig.11. The jet radius (solid line)R, as computed from the average of the doubletsNDi, and
Su for t = 21.6. Diamonds denote observations of RW Aur, stars of HH 30,tdadgles of HL
Tau.

variability. However, this does not seem to disrupt the agerwidth, even though it introduces
local deviations. Apart from the jet radius, also the opgrangle is comparable and is of the order
of a few degrees.
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Stute et al.[(2010) found similar jet radii for their truneddisk-wind solution. The radii for the
untruncated cases were much larger compared to the preégent mostly because of the absence
of the cooling term in the energy equation which resulted icimhigher temperatures.

4. Summary — Conclusions

In this paper, we started from a combination of two analytedflow solutions, a stellar jet and a
disk wind, we simulated the two-component jet, and we theregeted synthetic emission maps.
We carried out 2.5D axisymmetric numerical simulationsihy a sophisticated cooling function
that follows the ionization and optically thin radiatiorskes of several ions. We also applied a
velocity variability at the base of the outflow in order to guce shocks and knots along the axis.

Our conclusions can be summarized as follows:

1. The dynamical evolution of the two-component jet modeliisilar whether a simplified or a
detailed cooling function is adopted. However, the adialzatse leads to the overestimation of
the jet radius by a factor of 2 and the temperature by an oifdeagnitude.

2. The density, temperature, and velocity along the axisvattein the typical value range of
observed astronomical sources.

3. Apart from the above physical parameters, the jet radiugedl as the opening angle are also
found to be close to typical YSO jets.

4. The dense and hot inner part of the jet emits strongly, thiglsynthetic emission maps showing
a well-collimated outflow that resembles closely real obstons. The emission knots propa-
gate along the axis and demonstrate enhanced emissiond®isg post-shock regions.

5. The predicted emission lines match the observations @ ¥$s at high altitudes, but they
have smaller values close to the source. We speculate thaking into account heating and

pre-ionization at the base of the flow might reduce this @igancy.

Our results are very encouraging and prompt for furtherstigation. By closing the gap be-
tween analytical solutions, numerical simulations andeoketions, a valuable feedback is pro-
vided that will help to further improve the outflow models aslvas understand deeper the jet
phenomenology. The simulations reported here are axisyrimasd may be expanded to allow
nonaxisymmetric perturbations. However, note that theme8D simulations of disk-winds cross-
ing the FMSS have shown that the analytical MHD solutionsalvehwell even when the basic
assumption of axisymmetry is relaxed (Stute et al. subdjitte

In a future work, we plan to model specific YSO jets in an attetmpecover their properties and
understand their dynamics. Further work will also focustmihtroduction of pre-existing ioniza-
tion of the jet material, likely to improve the agreementtad simulation results with observations.
From the synthetical observations point of view, the presesults seem to be complemented by
the ones previously published in Tesileanu et'al. (2012)fe first part of jet propagation (the first

2 arcseconds).
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