Measurement of the $D^0 \rightarrow \pi^- e^+ \nu_e$ differential decay branching fraction as a function of $q^2$ and study of form factor parametrizations
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Based on a sample of 500 million $e^+e^- \rightarrow c\bar{c}$ events recorded by the BABAR detector at c.m. energies of close to $10.6$ GeV, we report on a study of the decay $D^0 \rightarrow \pi^- e^+\nu_e$. We measure the ratio of branching fractions, $R_D = B(D^0 \rightarrow \pi^- e^+\nu_e)/B(D^0 \rightarrow K^-\pi^+)$, to obtain $B(D^0 \rightarrow \pi^- e^+\nu_e) = (2.770 \pm 0.068_{\text{stat}} \pm 0.092_{\text{syst}} \pm 0.037_{\text{ext}}) \times 10^{-3}$ where the third error accounts for the uncertainty on the branching fraction for the reference channel. The measured dependence of the differential branching fraction on $q^2$, the four-momentum transfer squared between the $D$ and the $\pi$ meson, is compared to various theoretical predictions for the hadronic form factor, $f_{\pi,D}^e(q^2)$, and the normalization $|V_{cd}| \times f_{\pi,D}^e(q^2 = 0) = 0.1374 \pm 0.0038_{\text{stat}} \pm 0.0022_{\text{syst}} \pm 0.0009_{\text{ext}}$. The dependence of $f_{\pi,D}^e(q^2)$ is compared to a variety of multipole parametrizations. This information is applied to $B^0 \rightarrow \pi^- e^+\nu_e$ decays and, combined with an earlier $B^0 \rightarrow \pi^- e^+\nu_e$ measurement by BABAR, is used to derive estimates of $|V_{ub}|$.
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## I. INTRODUCTION

Precision measurements of the elements of the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix rely primarily on decay rate measurements of either nuclear $\beta$ decay, or leptonic and semileptonic decays of $\pi$, $K$, $D$, and $B$ mesons. The rates for exclusive semileptonic decays of mesons are proportional to the square of the product of the specific CKM element and form factors which are introduced to account for hadronization effects. Various Lorentz invariant form factor calculations, models, and parametrizations have been developed to describe these perturbative and nonperturbative QCD processes.
Theoretical uncertainties in these form factor predictions significantly impact the extraction of the CKM elements from semileptonic decays, in particular $|V_{ub}|$.

In the following, we present a measurement of the $q^2$ dependence of the Cabibbo-suppressed semileptonic $D^0 \to \pi^- e^+ \nu_e$ decay rate, where $q^2 = (P_D - P_\pi)^2$ refers to the four-momentum transfer squared between initial and final state meson. Charge conjugate states are implied throughout the document. This analysis exploits the large production of charm mesons via the process $e^+ e^- \to c \bar{c}$ and identifies $D^0$ from the decay $D^{*+} \to D^0 \pi^+$. The momentum of the signal $D^0$ is derived from all particles reconstructed in the event. A very similar method was successfully employed in the BABAR analysis of the Cabibbo-favored $D^0 \to K^- e^+ \nu_e$ [1] decay. The validity of this procedure is examined and the associated systematic uncertainties reduced by analyzing in parallel the two-body decay $D^0 \to K^- \pi^+$. From the ratio of branching fractions, $R_D = B(D^0 \to \pi^- e^+ \nu_e)/B(D^0 \to K^- \pi^+)$, we derive the absolute value of the $D^0 \to \pi^- e^+ \nu_e$ branching fraction, using the world average for the branching fraction for the normalization, $B(D^0 \to K^- \pi^+)$.

The $D^0 \to \pi^- e^+ \nu_e$ decay rate is proportional to the square of the product $|V_{cd}| \times f^+_{\pi,D}(q^2)$ which can be extracted from the measured distribution. $f^+_{\pi,D}(q^2)$ is the corresponding hadronic form factor and is defined in Sec. II B. Using the LQCD prediction for the form factor normalization $f^+_{\pi,D}(q^2 = 0)$, we extract $|V_{cd}|$. Alternatively, using the most precise determination of $|V_{ub}| = 0.2252 \pm 0.0009$ from kaon decays [2], and the Wolfenstein parametrization of the CKM matrix, neglecting terms of order $\lambda^3$, $|V_{cd}| = |V_{us}| = \lambda$, we determine the hadronic form factor, its normalization, and $q^2$ dependence. We compare the measurements with predictions of QCD calculations and various form factor parametrizations. Furthermore, we follow a procedure suggested by theorists [3] to use the information extracted in terms of certain form factor parametrizations for $D^0 \to \pi^- e^+ \nu_e$ decays and adapt them to $B^0 \to \pi^- e^+ \nu_e$ decays [3] to arrive at estimates for $|V_{ub}|$.

Measurements of $D^0 \to K^- e^+ \nu_e$ and $D^0 \to \pi^- e^+ \nu_e$ decays were first published by the CLEO [4], FOCUS [5], and Belle [6] Collaborations, and more recently by the CLEO-c [7,8] Collaboration, exploiting the very large sample of tagged events recorded at the $\psi(3770)$ resonance. Operating in the same energy region, the BESIII Collaboration [9] has also distributed preliminary results in summer 2014.

II. DECAY RATE AND FORM FACTORS

A. Differential decay rate

The decay amplitude for semileptonic $D$ decays to a final-state pseudoscalar meson can be written in terms of vector and scalar form factors, $f^+_{\pi,D}(q^2)$ and $f^0_{\pi,D}(q^2)$ [10–12], where $P_\pi$ and $P_D$ refer to the four-momenta of the final state pion and the parent $D$ meson, and $m_\pi$ and $m_D$ to their masses. The four-momenta of the final state antielectron and neutrino are denoted with $P_e$ and $P_\nu$, respectively. The constraint $f^+_{\pi,D}(0) = f^0_{\pi,D}(0)$ avoids a singularity at $q^2 = 0$. This expression can be simplified for electrons, because in the limit of $m_e \ll m_D$ the second and third terms can be neglected. We are left with a single form factor $f^+_{\pi,D}(q^2)$ and the differential decay rate becomes

$$\frac{d\Gamma}{dq^2} \cos \theta_e = \frac{G_F^2}{32\pi} |V_{cd}|^2 |f^+_{\pi,D}(q^2)|^2 \mu^3(q^2) \sin^2 \theta_e.$$  (2)

Since the $D^0$ and the $\pi^-$ have zero spin, only the helicity zero component of the virtual $W$ contributes. The decay rate depends on the third power of $p^*_e$, the pion momentum in the $D^0$ rest frame. The rate also depends on $\sin^2 \theta_e$, where $\theta_e$ is the angle of the positron in the $e^+ \nu_e$ rest frame with respect to the direction of the pion in the $D^0$ rest frame. The variation of the rate with $q^2$ depends on the decay dynamics and needs to be determined experimentally. The form factor normalization requires knowledge of the CKM element $|V_{cd}|$.

For various form factor parametrizations, in particular in terms of pole contributions, $D^0 \to \pi^- e^+ \nu_e$ decays are of particular interest because the contribution from the lowest mass pole to $f^+_{\pi,D}(q^2)$ can be determined using additional information (for instance, the value of the $D^{*+}$ intrinsic width), thereby gaining sensitivity to contributions from singularities due to higher mass states.

It has been suggested [13] that precise knowledge of the form factors in $D^0 \to \pi^- e^+ \nu_e$ decays could be used to determine $f^+_{\pi,B}(q^2)$ in the high $q^2$ region for the $B^0 \to \pi^- e^+ \nu_e$ decays, and thereby improve the extraction of $|V_{ub}|$. For this application, the $B^0 \to \pi^- e^+ \nu_e$ measurements are extrapolated to larger values of $q^2$ to overlap with the $B^0 \to \pi^- e^+ \nu_e$ physical region. Two approaches are proposed. One is based on lattice QCD (LQCD) calculations of the ratio $f^+_{\pi,B}(q^2)/f^+_{\pi,D}(q^2)$ and measurements of the differential rates for $D^0 \to \pi^- e^+ \nu_e$ and $B^0 \to \pi^- e^+ \nu_e$ decays. This method relies on the assumption that LQCD can predict the form factor ratio with higher accuracy than individual form factors. The second approach relies on measured contributions of individual resonances to the $D$ form factor $f^+_{\pi,D}(q^2)$ and scaling laws that relate this
information to the $B$ form factor $f_{+;B}^{\pi}(q^2)$ in order to extract a value of $|V_{ub}|$. The assumptions in this approach are described in \cite{3,14}.

**B. The $f_{+;D}^{\pi}(q^2)$ hadronic form factor**

The most general expression for the form factor $f_{+;D}^{\pi}(q^2)$ satisfies the dispersion relation,

$$f_{+;D}^{\pi}(q^2) = \frac{1}{\pi} \int_{(m_D^2 + m_s^2)^2}^{L(t)} \frac{\mathcal{I}m(f_{+;D}^{\pi}(t))}{t - q^2 - i\epsilon}, \quad (3)$$

Singularities of $f_{+;D}^{\pi}(t)$ in the complex $t$-plane originate from the interaction of the $c$ and $d$ quarks resulting in a series of charm vector states of different masses with $J^P = 1^-$. The kinematic threshold is at $t_+ = (m_D^2 + m_s^2)^2$.

In practice this series of poles is truncated: one, two or three poles are considered. The lowest pole, the $D^{*+}$ is located just above threshold and its contribution can be isolated because of its narrow width, of the order 0.1 MeV/$c^2$. The next pole (denoted $D^{*+}_{1}$ in the following) has a mass of $(2610 \pm 4)$ MeV/$c^2$ and width of $(93 \pm 14)$ MeV/$c^2$ and corresponds to the first radial vector excitation \cite{15}. The LHCb Collaboration \cite{16} has measured somewhat different values of $(2649 \pm 5)$ MeV/$c^2$- and $(140 \pm 25)$ MeV/$c^2$ for the mass and width of this state. However, considering other sources of uncertainties, these differences have very little impact on the present analysis. Since hadronic singularities (poles and cuts) are above the physical region, it is expected that $f_{+;D}^{\pi}(q^2)$ is a monotonically rising function of $q^2$.

In the following, we discuss various theoretical approaches and their parametrizations which are used to describe the $q^2$ dependence of the $D$ meson form factor $f_{+;D}^{\pi}(q^2)$.

**1. Dispersive approach with constraints**

Several constraints have to be satisfied by the dispersion relations for the form factor \cite{14}. Using $H$ to denote a heavy $D$ or $B$ meson, the integral in Eq. (3) can be expressed in terms of three contributions:

(i) the $H^*$ pole contribution, which is dominant;

(ii) the sum of radially excited, $J^P = 1^-$ resonances noted $H^{*\ell}$;

(iii) the contribution from the $H\pi$ continuum.

$$f_{+;H}^{\pi}(q^2) = \frac{\text{Res}(f_{+;H}^{\pi})_{H^*}}{m_{H^*}^2 - q^2} + \sum_i \frac{\text{Res}(f_{+;H}^{\pi})_{H^{*\ell}}}{m_{H^{*\ell}}^2 - q^2} + \frac{1}{\pi} \int_{t_+}^{\Lambda^2} dt \frac{\mathcal{I}m(f_{+;H}^{\pi}(t))}{t - q^2 - i\epsilon}. \quad (4)$$

In this expression, the quantities $\text{Res}(f_{+;H}^{\pi})_{H^{*\ell}}$ are the residues for the different vector resonances $H^{*\ell}$.

The integral over the continuum is evaluated between the threshold and the first radial excited state ($\Lambda \sim m_{H^*}$). Contributions from orbital excitations are expected to be small \cite{14}.

The residue which defines the contribution of the $H^*$ resonance can be expressed in terms of the meson decay constant $f_{H^*}$ and $g_{H^*\pi\pi}$, the coupling to the $H\pi$ final state,

$$\text{Res}(f_{+;H}^{\pi})_{H^*} = \frac{1}{2} m_{H^*} \left( \frac{f_{H^*}}{f_H} \right) f_H g_{H^*\pi\pi}. \quad (5)$$

Similar expressions can be derived for the higher mass states $H^{*\ell}$. The expected values for the residues at the first two poles are given in Appendix A.

Using the behavior of the form factor at very large values of $q^2$, a constraint (commonly referred to as superconvergence condition) is obtained on the residues \cite{14},

$$\text{Res}(f_{+;H}^{\pi})_{H^*} + \sum_i \text{Res}(f_{+;H}^{\pi})_{H^{*\ell}_i} + c_H = 0, \quad (6)$$

which can be compared to measurements; $c_H$ denotes the contribution from continuum.

**2. Multipole parametrizations**

Limiting the contributions to three poles, the following expression is obtained,

$$f_{+;D}^{\pi}(q^2) = \frac{f_{+;D}^{\pi}(0)}{1 - c_2 - c_3} \left( \frac{1}{1 - \frac{q^2}{m^{2}_{D^*}} - \sum_{i=2}^{3} \frac{c_i}{1 - \frac{q^2}{m^{2}_{H^{*\ell}_i}}} \right). \quad (7)$$

The coefficients $c_i$ are related to the residues introduced previously through the following expression, $c_i = -(m_{D^*}^2/m_{D^{*\ell}_i}^2) \times (\text{Res}(f_{+;D}^{\pi})_{D^{*\ell}_i}/\text{Res}(f_{+;D}^{\pi})_{D^*})$.

The variation with $q^2$ of each component is determined by the pole masses. In addition to the $D^*$ pole, we fix the mass of the first radial excitation at 2.6 $\text{GeV}/c^2$ \cite{15}. For the higher radial excitation we either use a fixed value of 3.1 $\text{GeV}/c^2$ \cite{17} (fixed three-pole ansatz) or an effective pole mass corresponding to the sum of contributions from all poles at higher masses (effective three-pole ansatz). Values expected for the residues at the $D^*$ \cite{A1} and at the $D^{*\ell}_1$ \cite{A3} can be used as constraints. In the fixed three-pole ansatz, the constraint on the value of the residue at the $D^{*\ell}_1$ pole is used. In the effective three-pole ansatz, constraints at the two poles are used and the value of the residue at the effective pole is given by the superconvergence condition \cite{E6}. These constraints are entered in the likelihood function by including Gaussian distributions centered at the expected values with standard deviations equal to the corresponding expected uncertainties.

Given the fact that the hadronic form factor is dominated by the $D^*$ pole, other contributions can be accounted for
by an effective pole at higher mass, resulting in a two-pole ansatz [18],

\[ f^\pi_{+,D}(q^2) = f^\pi_{+,D}(0) \frac{1 - \delta_{\text{pole}} q^2_{m_{\text{pole}}}}{(1 - q^2_{m_{\text{pole}}})(1 - \beta_{\text{pole}} q^2_{m_{\text{pole}}})}, \]

where \( f^\pi_{+,D}(0) \), \( \delta_{\text{pole}} \) and \( \beta_{\text{pole}} \) are free parameters that are extracted by a fit to data. In the present analysis, the expected value of the residue at the \( D^* \) pole is used as a constraint in the fits.

If, in addition, the form factors \( f^\pi_{+,D} \) and \( f^\pi_{0,D} \) meet certain conditions, expected to be valid at large recoil in the heavy quark limit [18], then the ansatz can be further simplified,

\[ f^\pi_{+,D}(q^2) = f^\pi_{+,D}(0) \frac{1 - \delta_{\text{pole}} q^2_{m_{\text{pole}}}}{1 - \alpha_{\text{pole}} q^2_{m_{\text{pole}}}}, \]

with two free parameters \( f^\pi_{+,D}(0) \) and \( \alpha_{\text{pole}} \). This modified-pole ansatz can be further simplified,

\[ f^\pi_{+,D}(q^2) = \frac{f^\pi_{+,D}(0)}{1 - \frac{q^2}{m_{\text{pole}}}}, \]

where \( m_{\text{pole}} \) is the single free parameter. Of course, such an effective pole mass has no clear interpretation and the proposed \( q^2 \) variation does not comply with constraints from QCD. The obtained pole-mass value may nonetheless be useful for comparisons with results from different experiments.

**3. \( z \) expansion**

The \( z \) expansion is a model-independent parametrization which is based on general properties of analyticity, unitarity and crossing symmetries. Except for physical poles and thresholds, form factors are analytic functions of \( q^2 \), and can be expressed as a convergent power series, given a change of variables [19–24] of the following form,

\[ z(t,t_0) = \frac{\sqrt{t_+ - t - \sqrt{t_+ - t_0}}}{\sqrt{t_+ - t + \sqrt{t_+ - t_0}}}, \]

where \( t_0 = t_+ (1 - \sqrt{1 - t_+/t_+}) \) with \( t_- = q^2_{\text{max}} = (m_D - m_\pi)^2 \approx 2.98 \text{ GeV}^2 \). This transformation maps the kinematic region for the semileptonic decay \( 0 < q^2 < t_- \) onto a real segment extending over the range \( |z|_{\text{max}} = 0.167 \). More details on this parametrization are given in Appendix B.

In terms of the variable \( z \), the form factor, consistent with constraints from QCD, takes the form

\[ f^\pi_{+,D}(t) = \frac{1}{P(t)\Phi(t,t_0)} \sum_{k=0}^{\infty} a_k(t_0)z^k(t,t_0), \]

where \( P(t) = 1 \) and \( \Phi(t,t_0) \) is an arbitrary analytical function for which the “standard” choice is given in Appendix B. The \( z \) expansion provides a parametrization within the physical region and is well suited for fits to data and converges readily. The commonly used parameters are defined as \( r_k = a_k/a_0 \) for \( k = 1, 2 \), and the overall normalization of the expansion is chosen to be \( |V_{cd}| \times f^\pi_{+,D}(0) \).

The \( z \) expansion has some disadvantages in comparison to phenomenological approaches [25]. Specifically, there is no simple interpretation of the coefficients \( a_k(t_0) \). The contribution from the first pole \( (D^{*+}) \) is difficult to obtain because it requires extrapolation beyond the physical region while the other coefficients are only weakly constrained by the available data.

**4. ISGW2 quark model**

For completeness, we also list ISGW2 [26], a constituent quark model with relativistic corrections. Predictions are normalized at \( q^2_{\text{max}} = t_- \). The form factor is parametrized as

\[ f^\pi_{+,D}(q^2) = f(q^2_{\text{max}}) \left( 1 + \frac{1}{12} \alpha_q (q^2_{\text{max}} - q^2)^2 \right)^{-2}, \]

where \( \alpha_q = \xi^2/12 \) and \( \xi \) is the charge radius of the final-state meson. The uncertainties of the predictions are difficult to quantify.

**5. Summary of form factor parametrizations**

The different parametrizations of \( f^\pi_{+,D}(q^2) \) considered in this analysis are listed in Table I, along with the parameters and constraints considered.

**C. Comparison of \( f^\pi_{+,D}(q^2) \) and \( f^\pi_{+,B}(q^2) \)**

Form factor studies for \( D^0 \rightarrow \pi^+ e^- \nu_e \) decays are of particular interest because LQCD calculations are expected to result in predictions for the ratio of hadronic form factors for \( B \) and \( D \) mesons with a better accuracy than for the form factors of the individual mesons.

Two independent approaches to predict \( f^\pi_{+,D}(q^2) \) based on \( f^\pi_{+,D}(q^2) \) are considered (see Sec. VII):

(i) Fits to \( f^\pi_{+,D}(q^2) \) according to the fixed three-pole ansatz as specified in Eq. (7) are used to estimate the variation of \( \mathcal{B}(B^0 \rightarrow \pi^+ e^- \nu_e) \) as a function of the pion energy, under the assumption that the ratio of the hadronic form factors in \( B \) and \( D \) decays is largely insensitive to the energy of the final state pion.

(ii) The effective three-pole ansatz given in Eq. (33) is used, obtaining the value of the residue at the \( B^* \)
TABLE I. Overview of \( f_{\pi^+D}(q^2) \) parametrizations. In the fixed three-pole ansatz, the value expected for \( \text{Res}(f_{\pi^+D}) \) [Eq. (A3)] is used as a constraint whereas in the effective three-pole ansatz the values expected for the residues at the \( D^* \) [Eq. (A1)] and \( D'' \) [Eq. (A3)] poles are used as constraints and the value of the residue at the effective pole is given by the superconvergence condition [Eq. (6)]. In the two poles ansatz, the value expected for the residue at the \( D^* \) pole [Eq. (A1)] is used as constraint. These constraints are entered in fits assuming that their expected values have Gaussian distributions.

<table>
<thead>
<tr>
<th>Ansatz</th>
<th>Parameters</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>z expansion [19]</td>
<td>( a_0, r_z = a_z/a_0 )</td>
<td>( \text{Res}(f_{\pi^+D}^0)<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>Effective three-pole</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>Fixed three-pole</td>
<td>( f_{\pi^+D}(0), c_2, c_3 )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>Two poles [18]</td>
<td>( f_{\pi^+D}(0), \beta_{\text{pole}}, \delta_{\text{pole}} )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>Modified pole [18]</td>
<td>( f_{\pi^+D}(0), \alpha_{\text{pole}} )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>Simple pole</td>
<td>( f_{\pi^+D}(0), m_{\text{pole}} )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
<tr>
<td>ISGW2 [26]</td>
<td>( f_{\pi^+D}(t), \alpha_{t} )</td>
<td>( \text{Res}(f_{\pi^+D}^{D'})<em>{D'}, \text{Res}(f</em>{\pi^+D}^{D'})_{D'} )</td>
</tr>
</tbody>
</table>

The normalization of off-peak and on-peak data samples is derived from luminosity measurements, which are based on the number of detected \( \mu^+\mu^- \) pairs and the QED cross section for \( e^+e^- \rightarrow \mu^+\mu^- (\gamma) \) production.

At 10.6 GeV c.m. energy, the nonresonant cross section for \( e^+e^- \rightarrow q\bar{q} \) with \( q = \{(u, d, s, c) \) (referred to as continuum) is 3.4 nb, compared to the \( \Upsilon(4S) \) peak cross section of 1.05 nb. We use Monte Carlo (MC) techniques [30] to simulate the production and decay of \( B\bar{B} \) and \( q\bar{q} \) pairs and the detector response [31]. The quark fragmentation in continuum events is simulated using JETSET [32]. The MC simulations include radiative effects, such as bremsstrahlung in the detector material and initial-state and final-state radiation [33].

The size of the MC event samples for \( \Upsilon(4S) \) decays, \( cc \) pairs, and light quark pairs from continuum exceed the data samples by factors of 3.3, 1.7 and 1.1, respectively. These simulated samples are primarily used to study the background composition and suppression. Dedicated samples of nine times the size of the data sample of pure signal events; i.e., \( cc \) events with \( D^{*+} \rightarrow D^{0}\pi^+ \) decay, followed by the signal \( D^0 \rightarrow \pi^- e^+\nu_e \) decay, were generated and used to account for efficiencies and resolution effects. These samples were generated using the modified pole parametrization for \( f_{\pi^+D}(q^2) \) with \( \alpha_{\text{pole}} = 0.44 \) as defined in Eq. (9).

The MC distributions are normalized to the data luminosity, using the following cross sections: 1.3 nb for \( cc \), 0.525 nb for \( B^+B^- \) and \( B^0\bar{B}^0 \) and 2.09 nb for light u\bar{u}, d\bar{d}, s\bar{s} \) quark pairs.

IV. SIGNAL RECONSTRUCTION

We reconstruct signal \( D^0 \rightarrow \pi^- e^+\nu_e (\gamma) \) decays, in events produced in \( e^+e^- \) annihilation to \( cc \), with the \( D^0 \) originating from a \( D^{*+} \rightarrow D^{0}\pi^+ \) decay. The decay channel includes photons from final state radiation.
In parallel, we reconstruct the reference sample of $D^0 \rightarrow K^-\pi^+ (\gamma)$ decays, with the $D^0$ also originating from a $D^{++}$ decay. This sample has the same number of final state particles, except for the undetected neutrino. The data reference sample combined with the corresponding MC sample is critical for tuning details of the c quark fragmentation and the kinematics of particles accompanying the $D^{++}$. Both data and MC reference samples are also used to study the reconstruction of the missing neutrino.

This analysis follows very closely the measurement of $D^0 \rightarrow K^- e^+ \nu_e$ decays in [1]. The main differences in the selection are tighter identification criteria on the pion candidate, a veto against kaons, and the use of sideband regions in the $\Delta(m) = m(D^0\pi^+_L) - m(D^0)$ mass distribution to assess the different combinatorial and peaking background contributions.

In the following, we present the principal features of this analysis, emphasizing those that differ from the previous analysis.

### A. Signal selection

This analysis exploits the two-jet topology of $e^+e^- \rightarrow c\bar{c}$ events, generated by the largely independent, hard fragmentation of the two $c$-quarks. We divide the event into two hemispheres. For this purpose, all charged and neutral particle momenta are measured in the c.m. system, and a common thrust axis is determined. The plane which crosses the interaction point and is perpendicular to the thrust axis defines the two hemispheres. To improve the event containment, only events with a polar angle of the thrust axis in the range $|\cos(\theta_{\text{thrust}})| < 0.6$ are retained.

In each hemisphere, we search for a positron and pion of opposite charge, and require that the positron (or electron for the charge conjugate $\overline{D}^0$ decays) has a minimum c.m. momentum of 0.5 GeV/c. The combinatorial background level is higher in this analysis than in the $D^0 \rightarrow K^- e^+ \nu_e$ analysis because the Cabibbo-suppressed decay results in a final-state charged pion in place of a charged kaon. To reduce the contamination from $D^0 \rightarrow K^- e^+ \nu_e$ decays, two cases are considered. To avoid the presence of a charged kaon as pion candidate the particle identification criterion (tight identification) is chosen to limit the kaon misidentification as a pion to 0.4%. If the charged kaon is not the pion candidate, a different criterion (loose identification) is chosen to veto kaons accompanying the $D^0$ candidate. In this case, kaon candidates are identified by the condition $L_K/(L_K + L_\pi) > 0.82$, where $L_K$ and $L_\pi$ correspond to the likelihoods for the kaon and pion hypotheses, respectively. This selection has an efficiency of 90% for real kaons whereas pions have a probability to be signed as kaons varying between 2.5% at 2 GeV/c and 15% at 5 GeV/c.

The $\nu_e$ momentum is underestimated and two kinematic fits are performed, imposing in turn the $D^0$ and $D^{++}$ mass constraint. First, the $D^0$ direction and the neutrino energy are estimated from all particles measured in the event. The $D^0$ direction is taken to be opposite to the sum of the momenta of all reconstructed particles in the event, except for the pion and the positron associated with the signal candidate. The neutrino energy is estimated as the difference between the total energy of the hemisphere and the sum of the energies of all reconstructed particles in this hemisphere. A correction, which depends on the value of the missing energy measured in the opposite hemisphere, is applied to account for the presence of missing energy due to particles escaping detection, even in the absence of a neutrino from the $D^0$ decay. The energy in each hemisphere is defined using the measured hemisphere masses and the total event energy. The $D^0$ candidate is retained if the $\chi^2$ probability, $P(\chi^2)$, of the first kinematic fit exceeds $10^{-2}$. Detector performance for the reconstruction of the $D^0$ momentum and energy are derived from the $D^0 \rightarrow K^-\pi^+$ reference sample. Corrections are applied to account for observed differences between data and simulation.

Each $D^0$ candidate is combined with a low-momentum charged pion $\pi^+_{L}$ of the same charge as the lepton, in the same hemisphere. The mass difference $\Delta(m) = m(D^0\pi^+_L) - m(D^0)$ is measured using the invariant mass of this system. We define a signal region as $0.155 < \Delta(m) < 0.20$ GeV/c$^2$ and two sidebands as $0.155 < \Delta(m) < 0.20$ GeV/c$^2$. The second kinematic fit constrains the invariant mass of the candidate $\pi^- e^+ \nu_e \pi^+_L$ to fixed values. For events in the signal region, the $D^{++}$ mass is used whereas in sidebands several values differing by 0.02 GeV/c$^2$ are taken. A requirement that $P(\chi^2) > 0.01$ leads to a reduction of combinatorial background. With this procedure, large samples of sideband events are kept.

### B. Background rejection

Background events arise from $Y(4S) \rightarrow BB$ decays and $e^+e^- \rightarrow q\bar{q}$ continuum events. These backgrounds are significantly reduced by multivariate analyses employing two Fisher discriminants.

To reduce the $BB$ background, a Fisher discriminant $F_{bb}$ is defined based on three variables exploiting the difference in topology of $BB$ events and $c\bar{c}$ continuum:

1. $R_2$, the ratio between the second- and zeroth-order Fox-Wolfram moments [34];
2. The total multiplicity of the detected charged and neutral particles;
3. The momentum of the $\pi^+_{L}$ from the $D^{++} \rightarrow D^0\pi^+_L$ decay.

The particle distribution in $Y(4S)$ events tends to be isotropic because the $B$ mesons are produced near threshold, while the particle distribution in $c\bar{c}$ events is jet-like due to the hard fragmentation of the high-momentum $c$ quarks. For the same reason, the $D^{++}$ momenta in $Y(4S)$ decays are lower than in $c\bar{c}$ events. The three variables are
momentum is referred to as the hard fragmentation function of decay of charmed particles in the continuum arises primarily from the particles in the hemisphere. These other particles are referred to as “spectators,” and the spectator with highest momentum is referred to as the “leading” particle. To reduce background from c̅c events, a Fisher discriminant \( F_{c\bar{c}} \) is defined based on the same variables used in the earlier \( D^0 \to K^- e^+ \nu_e \) measurement:

(i) the \( D \) momentum;
(ii) the invariant mass of spectators;
(iii) the direction of the sum of the momenta of the spectators relative to the thrust axis;
(iv) the magnitude of the momentum of the leading spectator;
(v) the direction of the leading spectator relative to the \( D^0 \) direction;
(vi) the direction of the leading spectator relative to the thrust axis;
(vii) the direction of the lepton relative to the pion direction, in the \((e^+, \nu_e)\) rest frame;
(viii) the charged lepton momentum \((p_e)\) in the c.m. frame.

The first six variables are sensitive to the properties of \( c \) quark hadronization whereas the last two are related to the decay characteristics of the signal decay. In the following, the combination of the first six variables is referred to as \( F_{c\bar{c}}^2 \). All eight variable are combined linearly into the Fisher discriminant \( F_{c\bar{c}} \). Only events with \( F_{c\bar{c}} > 0.6 \) are retained. Other selection requirements on \( F_{bb} \) and \( F_{c\bar{c}} \) have been studied and we have used those which correspond to the smaller systematic uncertainty for a similar total error on fitted quantities. Figure 1 shows the distribution of the two Fisher discriminants for the signal and background samples.

Figure 2 shows the mass difference \( \Delta(m) \) for events passing all selection criteria described above, after the sequential background suppression by the two kinematic fits. The distributions show the expected narrow enhancement for the signal at low \( \Delta(m) \), and the suppression of the background, primarily combinatorial in nature, by the second kinematic fit. To perform detailed studies of the peaking and the nonpeaking backgrounds, we use the two sidebands shown in the figure.

The remaining background from \( c\bar{c} \)-events can be divided into a peaking component at low \( \Delta(m) \) and a nonpeaking component extending to higher values of \( \Delta(m) \). In the signal region, the latter component amounts to 23% of the charm background. Peaking background events are from real \( D^* \) decays in which the slow \( \pi^+ \) is included in the candidate track combination. Backgrounds from \( e^+e^- \) annihilations into light \( d\bar{d}, u\bar{u}, s\bar{s} \) pairs, \( \tau^+\tau^- \) pairs and \( B\bar{B} \) events are nonpeaking components.

To improve the background simulation, simulated background distributions are corrected for observed differences between data and MC simulations for sideband events. Most important among them is the two-dimensional distribution of the \( \pi^+ \) momentum versus the missing energy in the signal hemisphere. These last corrections are discussed in Sec. V D. As a result, the measured \( \Delta(m) \) distribution is well reproduced by the simulation and the systematic uncertainties in the signal yields are significantly reduced (for further details, see Sec. V).

The fraction of signal events is determined by the excess of events above the sum of the corrected background distributions in the \( \Delta(m) \) distribution. Figure 3 shows the \( q^2 = (p_D - p_{e\nu})^2 \) distribution for events selected in the signal region. There are 9,926 signal candidates containing an estimated number of 4,623 background events. The selection
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efficiency as a function of $q^2$ varies linearly, decreasing from 1.6% at low $q^2$ to 1.0% at high $q^2$.

To obtain the true $q^2$ distribution for signal events, the background-subtracted measured distribution is unfolded to correct for selection efficiency and resolution effects.

We adopt the procedure employed in the $D^0 \rightarrow K^-\pi^+\nu_\mu$ analysis [1] and use singular value decomposition [35] of the resolution matrix, keeping seven significant singular values. Table II lists the number of selected events, the estimated total background, and the unfolded signal event yields.

### V. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in the total branching fraction and differential decay rates are expected to originate from imperfect simulation of $c$ quark fragmentation and of the detector response, from uncertainties in the background composition and the size of their contributions to the selected sample, and from the uncertainty in the modeling of the signal decay. We study the origin and size of various systematic effects, correct the MC simulation, if possible, and assess the impact of the uncertainty in the correction of the signal distributions. Many of these studies make use of standard BABAR measurements of detection efficiencies, others rely on data control samples, and the sample of $D^0 \rightarrow K^-\pi^+$ decays. In the following study of various form factor parameterizations, we adopt the observed changes as contributions to the systematic uncertainties.

A list of the systematic uncertainties from the different sources (S1 to S20) in terms of variations in the numbers of unfolded signal events in each of the ten $q^2$ intervals is presented in Table III. The total systematic uncertainty in each interval is derived assuming no correlations among the different sources.

### A. Charmed meson background (S1)

Corrections are applied to improve the agreement between data and MC for event samples containing an
exclusively reconstructed decay of \(D^0, D^+, D^+_s\), or \(D^+\) mesons, based on a procedure that had previously been used in measurements of semileptonic decays of charm mesons \([1, 36, 37]\). We correct the simulation to match the data and, from the measured reduction of initial differences in the distributions of variables which determine the \(q^2\) evaluation, we adopt a systematic uncertainty of typically 30% of the impact of the corrections on the signal yield.

### B. \(D^{++}\) production (S2)

To verify the simulation of \(D^0\) meson production via \(c\) quark fragmentation, we compare distributions of the variables entering in the definition of the Fisher discriminants \(F^{bc}\) and \(F^{c;\pi}\) in data and MC samples of \(D^{++} \rightarrow D^0\pi^+; D^0 \rightarrow K^-\pi^+\) events. We correct the simulation of the fragmentation process and, from the measured reduction of the differences, take as an estimate of the systematic uncertainty 30% of the observed change in the \(q^2\) distribution. Effects of this correction to the \(D^{++}\) production on the measurement of \(R_{cb}\), the ratio of branching fractions for the two \(D^0\) decays, must be evaluated in a correlated way for \(D^0 \rightarrow K^-\pi^+\) and \(D^0 \rightarrow \pi^-e^+\nu_e\) \(\text{VI}\). Therefore, in Table III, we do not include the uncertainty due to this correction in the total number of fitted signal events.

### C. \(B\bar{B}\) production (S3)

Differences in the simulation and data for \(\Upsilon(4S) \rightarrow B\bar{B}\) decays are assessed by comparisons of various distributions characterizing \(B\bar{B}\) events. To determine these differences, off-peak data are subtracted from on-peak data with appropriate normalization. The full change of the signal yield measured when using these corrections is taken as the systematic uncertainty.

The normalization of the \(B\bar{B}\) background is fitted using events in the two sideband regions and the corresponding uncertainty is included in the S4 systematic uncertainty.

### D. Additional corrections for backgrounds (S4-S8)

Beyond the uncertainties in the nonpeaking charm background (S1), in the fragmentation of \(c\) quarks to produce \(D^{++}\) (S2), and in the \(\Upsilon(4S) \rightarrow B\bar{B}\) background (S3) that have been assessed so far, it is important to examine additional corrections to light-quark continuum production and the peaking and nonpeaking charm backgrounds.

For this purpose, two-dimensional distributions of the pion momentum versus the missing energy in the signal hemisphere are examined for sideband events selected in off-peak and on-peak data. The distributions are fitted to determine 15 scale factors. Six scale factors are adjusted for the light-quark continuum, one for each interval in the \(\pi^-\) momentum. Six additional parameters are fitted to scale the nonpeaking charm background, for the same six \(\pi^-\) momentum intervals. In addition, for the nonpeaking charm background, two event categories are defined which correspond to different distributions of the missing energy: one

---

**Table III.** Expected variations of the unfolded number of events in each \(q^2\) interval from the different sources of systematic uncertainties. The sign indicates whether the corresponding correction increases or decreases the signal yield. For the sources S2, S18, and S20, these variations include only the impact on the \(q^2\) variation. The total systematic uncertainty for each interval is derived assuming no correlations among the different sources.

<table>
<thead>
<tr>
<th>(q^2) bin (GeV(^2))</th>
<th>[0.0, 0.3]</th>
<th>[0.3, 0.6]</th>
<th>[0.6, 0.9]</th>
<th>[0.9, 1.2]</th>
<th>[1.2, 1.5]</th>
<th>[1.5, 1.8]</th>
<th>[1.8, 2.1]</th>
<th>[2.1, 2.4]</th>
<th>[2.4, 2.7]</th>
<th>[2.7, (q^2_{\text{max}})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>-360</td>
<td>-422</td>
<td>-143</td>
<td>260</td>
<td>120</td>
<td>464</td>
<td>1491</td>
<td>1347</td>
<td>463</td>
<td>52</td>
</tr>
<tr>
<td>S2</td>
<td>292</td>
<td>147</td>
<td>-150</td>
<td>-188</td>
<td>59</td>
<td>-50</td>
<td>-144</td>
<td>-38</td>
<td>54</td>
<td>19</td>
</tr>
<tr>
<td>S3</td>
<td>181</td>
<td>621</td>
<td>480</td>
<td>-84</td>
<td>423</td>
<td>117</td>
<td>-270</td>
<td>100</td>
<td>673</td>
<td>248</td>
</tr>
<tr>
<td>S4</td>
<td>309</td>
<td>756</td>
<td>496</td>
<td>578</td>
<td>859</td>
<td>1125</td>
<td>1539</td>
<td>1288</td>
<td>725</td>
<td>194</td>
</tr>
<tr>
<td>S5</td>
<td>1</td>
<td>-2</td>
<td>-1</td>
<td>11</td>
<td>9</td>
<td>4</td>
<td>25</td>
<td>32</td>
<td>30</td>
<td>9</td>
</tr>
<tr>
<td>S6</td>
<td>-625</td>
<td>-834</td>
<td>-536</td>
<td>-729</td>
<td>-423</td>
<td>-88</td>
<td>-39</td>
<td>-50</td>
<td>-33</td>
<td>-7</td>
</tr>
<tr>
<td>S7</td>
<td>390</td>
<td>926</td>
<td>294</td>
<td>-24</td>
<td>368</td>
<td>326</td>
<td>359</td>
<td>231</td>
<td>222</td>
<td>74</td>
</tr>
<tr>
<td>S8</td>
<td>-137</td>
<td>-208</td>
<td>4</td>
<td>-48</td>
<td>-7</td>
<td>-93</td>
<td>48</td>
<td>-9</td>
<td>-101</td>
<td>-31</td>
</tr>
<tr>
<td>S9</td>
<td>-61</td>
<td>128</td>
<td>75</td>
<td>-108</td>
<td>-88</td>
<td>-30</td>
<td>-10</td>
<td>32</td>
<td>-62</td>
<td>-18</td>
</tr>
<tr>
<td>S10</td>
<td>-12</td>
<td>150</td>
<td>296</td>
<td>-331</td>
<td>-71</td>
<td>385</td>
<td>414</td>
<td>346</td>
<td>139</td>
<td>26</td>
</tr>
<tr>
<td>S11</td>
<td>54</td>
<td>102</td>
<td>56</td>
<td>-46</td>
<td>30</td>
<td>22</td>
<td>-21</td>
<td>-69</td>
<td>-42</td>
<td>-9</td>
</tr>
<tr>
<td>S12</td>
<td>-21</td>
<td>114</td>
<td>203</td>
<td>-221</td>
<td>-33</td>
<td>233</td>
<td>304</td>
<td>337</td>
<td>166</td>
<td>38</td>
</tr>
<tr>
<td>S13</td>
<td>27</td>
<td>191</td>
<td>132</td>
<td>-50</td>
<td>-70</td>
<td>12</td>
<td>-41</td>
<td>-147</td>
<td>-184</td>
<td>-50</td>
</tr>
<tr>
<td>S14</td>
<td>94</td>
<td>488</td>
<td>186</td>
<td>-443</td>
<td>4</td>
<td>99</td>
<td>324</td>
<td>522</td>
<td>81</td>
<td>1</td>
</tr>
<tr>
<td>S15</td>
<td>-334</td>
<td>768</td>
<td>94</td>
<td>-433</td>
<td>-34</td>
<td>-21</td>
<td>11</td>
<td>84</td>
<td>-30</td>
<td>-11</td>
</tr>
<tr>
<td>S16</td>
<td>-354</td>
<td>-149</td>
<td>96</td>
<td>-165</td>
<td>196</td>
<td>-79</td>
<td>81</td>
<td>97</td>
<td>34</td>
<td>3</td>
</tr>
<tr>
<td>S17</td>
<td>151</td>
<td>478</td>
<td>940</td>
<td>-122</td>
<td>-15</td>
<td>492</td>
<td>663</td>
<td>442</td>
<td>149</td>
<td>22</td>
</tr>
<tr>
<td>S18</td>
<td>-143</td>
<td>-157</td>
<td>-54</td>
<td>11</td>
<td>36</td>
<td>81</td>
<td>117</td>
<td>72</td>
<td>29</td>
<td>7</td>
</tr>
<tr>
<td>S19</td>
<td>-560</td>
<td>-352</td>
<td>-123</td>
<td>39</td>
<td>162</td>
<td>259</td>
<td>282</td>
<td>220</td>
<td>116</td>
<td>24</td>
</tr>
<tr>
<td>S20</td>
<td>-46</td>
<td>39</td>
<td>96</td>
<td>-96</td>
<td>-27</td>
<td>-78</td>
<td>-3</td>
<td>55</td>
<td>45</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>1232</td>
<td>2020</td>
<td>1418</td>
<td>1261</td>
<td>1156</td>
<td>1471</td>
<td>2394</td>
<td>2084</td>
<td>1180</td>
<td>340</td>
</tr>
</tbody>
</table>
for $D^0$ meson decays and the second for other charm mesons. These two correction factors are estimated from data in a first step of the fit and then fixed to their fitted values to obtain the $p_x$ dependent corrections. The systematic uncertainty (S5) corresponds to small changes observed when values of these two parameters are fixed instead to unity.

Five event categories are defined for the charm peaking background, corresponding to different distributions of the missing energy:

- **cat 1**: $D^0 \to K^0\pi^-e^+\nu_e$ decays;
- **cat 2**: $D^0 \to K^-\pi^+e^+\nu_e$ decays;
- **cat 3**: the candidate pion comes from fragmentation;
- **cat 4**: most of these events (>80%) are $D^0 \to K^-\rho^0 e^+\nu_e$ decays with the $K^-$ identified as a tight pion. The remaining fraction contains $D^0 \to \pi^-\pi^0 e^+\nu_e$ decays with the candidate $\pi^-$ coming from the other $D$ meson or having decayed into a muon or having interacted;
- **cat 5**: nonsemileptonic $D^0$ decays.

Scale factors for categories 1 and 3 are fitted, a correction for category 4 is measured using a dedicated event sample, and the factors from the two other categories are fixed to 1.0 because they contain far fewer events. An additional scale factor is fitted to scale the remaining $\Upsilon(4S)$ background. The values of all those scale factors are given in Table IV.

Using the error matrix from these sideband fits, the total impact of these background uncertainties is evaluated for signal event yields (S4).

For the peaking charm-background categories 2, 4, and 5, the scale factors are fixed in the overall two-dimensional fit, and the assessment of the impact of fixing these scale factor is presented in the following.

For background from $D^0 \to \rho^- e^+\nu_e$ decays (S6), in which the pion originates from the $\rho$, we assess the uncertainty by varying the branching fraction $B(D^0 \to \rho^- e^+\nu_e)$ by $\pm 30\%$. This variation is larger than the present uncertainty of 21% and covers potential contributions of pions not originating from $\rho$ decays. Category 4 contains mainly Cabibbo-allowed decays with the charged kaon identified as a pion. This probability is measured in data and simulation using $D^0 \to K^-\pi^+$ decays and is found to be of the order of 0.4%. Differences are corrected depending on the kaon momentum and direction measured in the laboratory. Taking into account uncertainties in the determination of the corrections, half of the variations on fitted quantities are used to evaluate the corresponding systematic uncertainties (S7).

There are very few events from nonsemileptonic $D^0$ decays (S8). Thus we choose to set the scale factor to 1.0 and assign a 30% uncertainty to this source of background.

### E. Form factors (S9-S14)

Since semileptonic decays of $D$ and $D_s$ mesons contribute to sizable background, the knowledge of their hadronic form factors is important for the simulation of their $q^2$ dependence. In Table V the values of the relevant parameters that were recently measured by BABAR [1,37] are listed. The simulated events were reweighted to correspond to these values. The quoted uncertainties on these measured parameters determine the systematic uncertainties in the event yield.

### F. $D^0$ reconstruction (S15)

The measurement of the $D^0$ direction and energy is critical for the $q^2$ determination. The reference sample of

<table>
<thead>
<tr>
<th>Source</th>
<th>decay</th>
<th>Parameters</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>S9</td>
<td>$D \to K e^+\nu_e$</td>
<td>$m_p = (1.884 \pm 0.019)$ GeV/c$^2$</td>
<td>[1]</td>
</tr>
<tr>
<td>S10</td>
<td>$D_s^+ \to P e^+\nu_e$</td>
<td>$m_p = (1.9 \pm 0.1)$ GeV/c$^2$</td>
<td></td>
</tr>
<tr>
<td>S11</td>
<td>$D \to V e^+\nu_e$</td>
<td>$r_2 = 0.801 \pm 0.028$</td>
<td>[37]</td>
</tr>
<tr>
<td>S12</td>
<td>$r_V = 1.463 \pm 0.035$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S13</td>
<td>$m_A = (2.63 \pm 0.16)$ GeV/c$^2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S14</td>
<td>$m_V = (2.1 \pm 0.2)$ GeV/c$^2$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
$D^0 \rightarrow K^- \pi^+$ decays has shown rather small differences between data and simulation and these have been corrected in the simulation of the signal and reference samples [1,36,37]. We adopt as systematic uncertainties the changes in the results obtained with and without these corrections.

G. Electron identification (S16)

Differences between data and simulated events for the electron identification are corrected using BABAR standard procedures. The impact of these corrections is taken as an estimate of the systematic uncertainty.

H. Radiative corrections (S17)

Effects of initial and final state radiation are simulated using PHOTOS [33]. By comparing two generators (PHOTOS and KOR [38]), the CLEO-c Collaboration has used a variation of 16% to evaluate the corresponding systematic uncertainty [39]. We have changed the fraction of radiative events by 30% (keeping constant the total number of events) and obtained the corresponding variations on fitted parameters.

I. Pion identification (S18)

Stringent requirements on pion identification are applied to reduce background from the Cabibbo-favored $D^0 \rightarrow K^- e^+ \nu_e$ decays. The efficiency of the particle identification (PID) algorithm as a function of the pion momentum and polar angle in the laboratory frame is studied on the data and MC samples for $D^{+} \rightarrow D^0 \pi^+_s$, $D^0 \rightarrow K^- \pi^+$ decays. Specifically, the pion from the $D^0$ decays is selected without any PID requirement, as the track with the same charge as the $\pi^+_s$ from the $D^{+}$ decay.

For data and MC-simulated events, Fig. 4 shows a comparison of the measured pion efficiency as a function of the pion momentum in the laboratory. After applying corrections, which depend on the track momentum and angle measured in the laboratory, these differences are reduced by a factor five. The systematic uncertainty related to these corrections is obtained by scaling the variations on measured quantities, before and after corrections, by this same amount.

J. $q^2$ reconstruction (S19)

As part of the previous BABAR analysis of $D^0 \rightarrow K^- e^+ \nu_e$ [1] decays, we studied the variation of the efficiency versus $q^2$ in data and simulation. For this purpose, $D^0 \rightarrow K^- \pi^+ \pi^0$ decays were analyzed, ignoring the $\pi^0$, but otherwise using the standard algorithm for semileptonic $D^0$ decays. No significant difference was observed and a straight-line was fitted to the ratio of the efficiency in data and simulation. To assess the systematic uncertainty on the current measurement related to this effect, we vary the slope of the $q^2$ distribution by 1%, leaving the total number of selected events unchanged. No correction is applied to the $q^2$ variation because the measured effect is compatible with its uncertainty.

K. Kaon veto (S20)

The relatively tight PID requirement for the signal charged pion is combined with a loose kaon selection to veto $K^-$. Specifically, among events with at least one charged particle in the candidate hemisphere, in addition to the $\pi^-$ and $\pi^+_s$, the particle is assumed to be a kaon if it is oppositely charged relative to the $\pi^+_s$ from the $D^{+}$, has a momentum of at least 400 MeV/c, and passes loose requirements for kaon identification. Such events are vetoed. Based on the same method employed for charged pions, we confirm very good data-MC agreement. For example, the ratio of efficiencies measured in data and simulation is equal to 1.005 ± 0.001. A small difference measured for kaons of momentum smaller than 800 MeV/c is corrected. The systematic uncertainty corresponding to the changes in the veto efficiency for low-momentum, loosely identified kaons is adopted.

L. Cross check

The distribution of the helicity angle, $\theta_e$, is determined by the dynamics of the $V-A$ interaction for a decay to a pseudoscalar meson. Figure 5 shows a comparison of the selected event yields and the sum of the expected signal and background contributions as a function of $\cos \theta_e$. As in Figure 3, this distribution is not corrected for efficiency and resolution effects. The helicity angle $\theta_e$ is not used to evaluate any of the corrections to the simulation. Therefore,
this figure illustrates independently the very good agreement between data and the corrected simulation. Furthermore, the ratio (Data—MC)/MC shows no significant dependence on $\cos \theta_e$, a fit to a constant results in $(-1.5 \pm 1.3) \times 10^{-2}$ and a $\chi^2$/NDF = 18.8/24.

VI. RESULTS

So far, we have presented the observed $q^2$ (see Fig. 3) and helicity distributions (see Fig. 5). The background-subtracted $q^2$ distribution is unfolded to take into account the detection efficiency and resolution effects (see Table II). The systematic uncertainties on the unfolded yields are evaluated in ten discrete intervals of $q^2$ (see Table III). In the following, we discuss the measurements of the integrated branching fraction, the $q^2$ distribution, and the measurement of the hadronic form factor.

A. Branching fraction measurement

As the primary result of this analysis we present the ratio of branching fractions,

$$R_D = \frac{B(D^0 \rightarrow K^{-}\pi^+)}{B(D^0 \rightarrow K^{-}\pi^-)},$$

i.e., the signal semileptonic decay $D^0 \rightarrow \pi^-\nu_e$ measured relative to the hadronic decay $D^0 \rightarrow K^-\pi^+$. In both channels the $D^0$ originates from a $D^{*+}$ decay and photons radiated in the final state are taken into account. The signal decay branching fraction is obtained by multiplying $R_D$ by the branching fraction for the hadronic decay $D^0 \rightarrow K^-\pi^+$ [40].

$$B(D^0 \rightarrow K^{-}\pi^+)_\text{data} = (3.946 \pm 0.023 \pm 0.040 \pm 0.025)\%,$$  \hspace{1cm} (15)

where the stated first uncertainty is statistical, the second systematic, and last includes the effect of modeling final state radiation. The measurement of the ratio $R_D$ is detailed in the following way:

$$R_D = \frac{B(D^0 \rightarrow \pi^-\nu_e)_{\text{data}}}{B(D^0 \rightarrow K^-\pi^+)_{\text{data}}} = \frac{N(\pi^-\nu_e)_{\text{data}}}{N(K^-\pi^+)_{\text{data}}} \frac{\mathcal{L}(\text{data})_{K^+}}{\mathcal{L}(\text{data})_{\text{rev}}} \times \frac{1}{2N(MC)_{K^+}} \frac{1}{\epsilon_{\text{had}}} \frac{1}{\mathcal{P}(c \rightarrow D^{*+})_{\text{MC}}} \times \frac{1}{B(D^{*+} \rightarrow D^0\pi^+)}_{\text{MC}} \frac{1}{B(D^0 \rightarrow K^-\pi^+)}_{\text{MC}}.$$  \hspace{1cm} (16)

In this expression,

(i) $N(\pi^-\nu_e)_{\text{data}}^{\text{corr}} = \frac{N(\pi^-\nu_e)_{\text{data}}}{\epsilon_{\pi^-\nu_e}}_{\text{MC}}$ is the number of unfolded signal events (see Table II).

(ii) $N(K^-\pi^+)$ and $N(K^-\pi^+)_{\text{data}}$ are the numbers of measured events in simulation and data, respectively.

(iii) $\mathcal{L}(\text{data})_{\text{rev}} = 347.2$ fb$^{-1}$ and $\mathcal{L}(\text{data})_{K^+} = 92.89$ fb$^{-1}$ refer to the integrated luminosities analyzed for the signal and the reference decay channels, respectively.

(iv) $N(MC)_{K^+} = 152.4 \times 10^9$ refers to the total number of $e^+e^- \rightarrow c\bar{c}$ simulated events used to reconstruct the $D^{*+} \rightarrow D^0\pi^+$, $D^0 \rightarrow K^-\pi^+(\gamma)$ decay channel.

(v) $\epsilon_{\text{had}}$ is the double ratio of efficiencies to reconstruct signal events in the two decay channels in data and simulation.
The following criteria are common for the selection of the two decay channels. Similar selection criteria are used for the two $D^0$ decays. The following criteria are common for the selection of the two channels:

(i) Particle identification. The pion identification of both decay channels is the same, and no identification is requested for the kaon in the $D^0 \rightarrow K^-\pi^+$ decay.

(ii) Global event topology. The event selection for the two decay channels are analyzed in the same way. Specifically, we only retain events with $|\cos \theta_{\text{trans}}| < 0.6$ and a missing energy in the opposite hemisphere of less than 3 GeV.

(iii) Fragmentation-related variables. For the two channels, we require at least one spectator particle in the signal candidate hemisphere and apply the same veto against additional kaons in that hemisphere.

(iv) Vertexing. For the probability of the $D^0$ and $D^+$ decay vertex fits, we require $P(\chi^2) > 0.01$. We also discard events with the distance of closest approach in the transverse plane that exceeds 1 mm, for the pion trajectory relative to the interaction vertex.

(v) Fisher variables. The same restriction on the Fisher discriminant $F_b$ is used to suppress $B\bar{B}$ background. For continuum suppression in the hadronic $D^0$ decay sample, we replace the eight-variable Fisher discriminant $F_{\bar{c}c}$ with the six-variable discriminant $F_{\bar{c}c-2}$, which does not include the two variables related to the final state electron. We have verified the stability of the result with respect to a restriction on $F_{\bar{c}c-2}$, as shown in Fig. 6. The value of $N(K^-\pi^+)_{MC}/N(K^-\pi^+)_{data} = 1.225 \pm 0.008 \pm 0.010$ covers the variation of this ratio for a wide range of restrictions on $F_{\bar{c}c-2}$.

The ratio of efficiencies, 

$$R_e = \frac{e(K^-\pi^+)_{data}}{e(K^-\pi^+)_{MC}} \frac{e(\pi^- e^+ \nu_e)_{MC}}{e(\pi^- e^+ \nu_e)_{data}} = 1.006 \pm 0.007$$

is only impacted by event selection criteria that are different for the two decay channels, specifically,

(i) limits on the $K^-\pi^+$ invariant mass and on the mass difference $m_{K^-\pi^+} - m_{K^-\pi^+}$;

(ii) limits on the mass difference $\Delta(m) = m_{D^0} - m_{D^+}$ after the first kinematic fit (see Fig. 2);

(iii) limits on $\chi^2$ probabilities for the two kinematic fits.

The impact of differences between data and simulated events has been assessed based on the earlier $D^0 \rightarrow K^- e^+\nu_e$ measurement [1].

Common sources of systematic uncertainties (S2, S18, and S20) contribute to the measured number of unfolded signal events ($N(\pi^- e^+ \nu_e)_{corr}$) and the ratio of reconstructed $K^-\pi^+$ events ($N(K^-\pi^+)_{MC}/N(K^-\pi^+)_{data}$) are evaluated taking into account correlations.

Based on the total number of efficiency corrected signal events,

$$N(\pi^- e^+ \nu_e)_{data} = (375.4 \pm 9.2 \pm 10.1) \times 10^3$$

we obtain for the ratio of branching fractions,

$$R_D = 0.0702 \pm 0.0017 \pm 0.0023$$

where the first uncertainty is statistical and the second is systematic. Using the $D^0 \rightarrow K^-\pi^+$ branching fraction, given in Eq. (15), we arrive at

$$B(D^0 \rightarrow \pi^- e^+ \nu_e) = (2.770 \pm 0.068 \pm 0.092 \pm 0.037) \times 10^{-3}$$

where the third error accounts for the uncertainty on the branching fraction for the reference channel. This value is slightly lower, but consistent with the present world average of $(2.89 \pm 0.08) \times 10^{-3}$ [2].
B. Differential decay rate and normalization

Figure 7 shows the background-subtracted unfolded \( q^2 \) distribution. The unfolding takes into account detection efficiency correction and resolution effects. Based on the unfolded \( q^2 \) distribution and the detailed analysis of the systematic uncertainties as a function of \( q^2 \) presented in Table III, Table VI lists the partial differential branching fractions \( \Delta B(D^0 \to \pi^- e^+ \nu_e) \) in ten \( q^2 \) intervals, together with the statistical and systematic uncertainties and the correlation coefficients. Correlations between systematic uncertainties for neighboring \( q^2 \) intervals are sizable. Note that the partial decay branching fractions in each \( q^2 \) interval are corrected for radiative effects and that the uncertainty on the normalization channel [see Eq. (15)], which is common to all ten measurements, is not included in the uncertainties in Table VI.

The overall decay rate is proportional to the square of the product \( |V_{cd}| \times f_{\pi^- D}^2(q^2) \), with the \( q^2 \) dependence determined by the form factor. Its value at \( q^2 = 0 \) can be expressed as

\[
|V_{cd}| \times f_{\pi^- D}^2(0) = \sqrt{\frac{24\pi^3 B(D^0 \to \pi^- e^+ \nu_e)}{G_F^2 \tau_{D^0} I}},
\]

where \( \tau_{D^0} = (410.1 \pm 1.5) \times 10^{-15} \) s [2] is the \( D^0 \) lifetime and \( I = \int_0^{q^2_{\text{max}}} \left| p_\pi(q^2)^2 \right|^2 f_{\pi^- D}^2(q^2)^2 f_{\pi^- D}^2(0)^2 dq^2 \). Based on the \( z \)-expansion parametrization of the form factor, we determine the integral \( I \) and obtain

\[
|V_{cd}| \times f_{\pi^- D}^2(0) = 0.1374 \pm 0.0038 \pm 0.0022 \pm 0.0009,
\]

where the third uncertainty corresponds to the uncertainties on the branching fraction of the normalization channel \( D^0 \to K^- \pi^+ \) and on the \( D^0 \) lifetime.

From the measured branching fraction (Table VI) as a function of \( q^2 \) intervals, \( |V_{cd}| \times f_{\pi^- D}^2(q^2) \) is derived and shown in Fig. 8, where the data are evaluated at the center of each \( q^2 \) bin (see Appendix D). The data are compared to the fit based on the \( z \)-expansion parametrization of the form factor with three free parameters, the normalization \( |V_{cd}| \times f_{\pi^- D}^2(q^2 = 0) \) and the shape parameters \( r_1 \) and \( r_2 \). They are considered in that order in the following. The correlation coefficients \( (\rho_{ij}) \) are \( \rho_{12} = -0.400, \rho_{13} = 0.572, \) and \( \rho_{23} = -0.966 \). The form factor fit reproduces the data well, \( \chi^2 = 2.6 \) for 7 degrees of freedom.

Using a recent unquenched lattice LQCD computations of the hadronic form factor, \( f_{\pi^- D}^2(0) = 0.666 \pm 0.029 \) [41], we obtain a value for the CKM matrix element,

\[
|V_{cd}| = 0.206 \pm 0.007\exp \pm 0.009\text{_{LQCD}},
\]

where the first uncertainty is the quadratic sum of the statistical and systematic measurement uncertainties, and the second corresponds to uncertainties on the LQCD prediction.

If, instead, we use \( |V_{cd}| = |V_{us}| = \lambda \), the normalization of the hadronic form factor becomes

\[
f_{\pi^- D}^2(0) = 0.610 \pm 0.020\exp \pm 0.005_{\text{other}},
\]

where the first uncertainty corresponds to statistical and systematic uncertainties given in Eq. (22). The second uncertainty corresponds to the uncertainties on the branching fraction of the normalization channel, on the \( D^0 \) lifetime, and on \( |V_{cd}| \).

The measurements presented here are compared in Table VII with previous results from other experiments which were also based on the three-parameter fit of the \( z \)-expansion parametrization of the hadronic form factor. The results are consistent within the stated uncertainties. The sizable variation of the fitted shape parameters \( r_1 \) and \( r_2 \) can be traced to the large experimental uncertainties at high \( q^2 \), the correlation is almost 100\% between these two quantities. In the comparison with LQCD estimates, the value of \( |V_{cd}| = |V_{us}| = 0.2252 \pm 0.0009 \) is used.

Figure 9 shows two fits to \( |V_{cd}| \times f_{\pi^- D}^2(q^2) \) based on the \( z \) expansion, one for this analysis, the other for the HFAG averaged measurements [40], both listed in Table VII.

To extract the value of \( |V_{cd}| \) we rely on a prediction from lattice QCD, which is the only approach to compute \( f_{\pi^- D}^2(q^2) \) and \( f_{\pi^- D}^2(q^2) \) from first principles. Values of the hadronic form factor at \( q^2 = 0 \) are derived with the constraint \( f_{\pi^- D}^2(0) = f_{\pi^- D}^2(0) \). Recent results are listed in Table VII, obtained assuming \( |V_{cd}| = |V_{us}| = 0.2252 \pm 0.0009 \). For the evaluation of the \( q^2 \) dependence of the form factor we rely on the preliminary results from the HPQCD Collaboration [45].
TABLE VI. Differential branching fractions $|\Delta B(D^0 \to \pi^- e^+ \nu_e)|$ in ten bins in $q^2$, spanning from 0 to $q^2_{\text{max}}$ in GeV$^2$ (second row), with separate statistical and systematic uncertainties and correlation matrices below. The second row lists the values of the differential branching fraction integrated over 0.3 GeV$^2$ intervals (quoted in the first row). The off-diagonal elements of the correlation matrices are provided for both the statistical (upper half) and systematic (lower half) uncertainties. The diagonal elements refer to the uncertainties ($\times 10^3$). The uncertainty on the normalization channel [see Eq. (15)] must be added when evaluating the total uncertainty.

<table>
<thead>
<tr>
<th>$q^2$ bin (GeV$^2$)</th>
<th>$\Delta B \times 10^3$</th>
<th>stat</th>
<th>uncert</th>
<th>and</th>
<th>correl</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0.0, 0.3]$</td>
<td>0.5037</td>
<td>0.0257</td>
<td>-0.3345</td>
<td>-0.1429</td>
<td>0.0732</td>
<td>0.0121</td>
<td>-0.0097</td>
<td>-0.0024</td>
<td>0.0004</td>
<td>0.0004</td>
<td>0.0003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0.3, 0.6]$</td>
<td>0.4672</td>
<td>0.0315</td>
<td>-0.1420</td>
<td>-0.2417</td>
<td>0.0401</td>
<td>0.0311</td>
<td>-0.0034</td>
<td>-0.0050</td>
<td>0.0007</td>
<td>0.0003</td>
<td>0.0003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0.6, 0.9]$</td>
<td>0.4551</td>
<td>0.0290</td>
<td>-0.0852</td>
<td>-0.2376</td>
<td>0.0205</td>
<td>0.0368</td>
<td>0.0034</td>
<td>-0.0062</td>
<td>0.0062</td>
<td>0.0034</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[0.9, 1.2]$</td>
<td>0.3827</td>
<td>0.0283</td>
<td>-0.0110</td>
<td>-0.2395</td>
<td>0.0223</td>
<td>0.0330</td>
<td>0.0199</td>
<td>0.0043</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[1.2, 1.5]$</td>
<td>0.3037</td>
<td>0.0263</td>
<td>-0.2221</td>
<td>-0.0600</td>
<td>0.0281</td>
<td>0.0382</td>
<td>0.0119</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[1.5, 1.8]$</td>
<td>0.2664</td>
<td>0.0254</td>
<td>0.2619</td>
<td>-0.1551</td>
<td>-0.1050</td>
<td>0.0614</td>
<td>0.0199</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[1.8, 2.1]$</td>
<td>0.2110</td>
<td>0.0239</td>
<td>0.3904</td>
<td>-0.1211</td>
<td>-0.2012</td>
<td>0.0200</td>
<td>0.1519</td>
<td>0.2646</td>
<td>0.0174</td>
<td>0.9233</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.4216</td>
<td></td>
</tr>
<tr>
<td>$[2.1, 2.4]$</td>
<td>0.1772</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td>0.0024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[2.4, 2.7]$</td>
<td>0.1722</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td>0.0007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[2.7, q^2_{\text{max}}]$</td>
<td>0.0025</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The most precise unquenched LQCD calculations by the HPQCD Collaboration is $f_{z,D}(q^2 = 0) = 0.666 \pm 0.029$ [41]. Using this value we obtain a value for the CKM matrix element,

$$|V_{cd}| = 0.206 \pm 0.007_{\text{exp}} \pm 0.009_{\text{LQCD}},$$

where the first uncertainty corresponds to uncertainties on this measurement, summed in quadrature, and the second to the uncertainty of the LQCD prediction.

![FIG. 8](color online). Measured values of $|V_{cd}| \times f_{z,D}(q^2)$ are compared with the results of a fit using a $z$-expansion parameterization of the hadronic form factor (full blue line). The dashed (green) lines show the comparison with a fit using the effective three-pole ansatz in which the mass of an effective third pole is fitted. The superconvergence condition and constraints on the two first residues are imposed (see Sec. VII C 4).

![FIG. 9](color online). Comparison of this measurement with an average by HFAG of all other results listed in Table VII, both obtained from fits to the $z$ expansion. For the curves and their error bands the $BABAR$ results in Fig. 8 have been subtracted. The continuous (blue) lines illustrate total uncertainties in the $BABAR$ measurement, for which the central values are, by construction, equal to zero. Dashed (black) lines are the results of HFAG.
This analysis with superconvergence constraints. Below a fit to the data based on the effective three-pole ansatz. Overall, the fits describe the data well.

If, instead, we adopt the value of $|V_{cd}| = |V_{us}| = \lambda$, the normalization of the hadronic form factor becomes

$$f_{+D}^+(0) = 0.610 \pm 0.020_{\exp} \pm 0.005_{\text{other}}.$$  \hspace{1cm} (26)

The second uncertainty corresponds to the uncertainties on the branching fraction of the normalization channel, on the $D^0$ lifetime, and on $|V_{cd}|$.

### C. Parametrization of the form factor $f_{+D}^+(q^2)$

#### 1. Fits to the $q^2$ dependence of $f_{+D}^+(q^2)$

A summary of the fits to the $q^2$ dependence of $f_{+D}^+(q^2)$, based on different parametrizations, is given in Table VIII. Overall, the fits describe the data well.

Figure 8 compares the result of the fit to the $z$ expansion with a fit to the data based on the effective three-pole ansatz with superconvergence constraints. Below 2 GeV$^2$ the two fits agree well, at higher $q^2$ the pole fit lies about one standard deviation above the data, similar to the HFAG fit shown in Fig. 9.

#### 2. Evidence for three or more pole contributions to $f_{+D}^+(q^2)$

As was pointed out in Sec. II B 1, the contributions from the first two poles entering the expression for $f_{+D}^+(q^2)$ can be estimated using the measured masses and widths of the $D^{*+}$ and $D_1^{*0}$ resonances. By comparison with data, these estimates can be validated and the different hadronic states which contribute to the hadronic form factor can be identified.

Figure 10 shows the difference between the present measurement, fitted with the $z$-expansion parametrization, and the expectation from the $D^{*+}$ pole contribution alone, as defined in Eq. (A1). On the same figure, the expected contribution from the first radial excitation ($D_1^{*0}$), as defined in Eq. (A3), is shown. This additional contribution cannot adequately describe the measurement. The large difference between full and dashed lines illustrates the importance of

### TABLE VII. Measurements of the normalization factor $|V_{cd}| \times f_{+D}^+(0)$ and of the parameters $r_1$ and $r_2$ used in the $z$-expansion parametrization of the hadronic form factor. The two sets of values for the CLEO-c (2008) untagged analysis correspond to the $\pi^- e^+ \nu_e$ and $\pi^0 e^+ \nu_e$ channels, respectively. Predictions based on four LQCD calculations, obtained using $|V_{cd}| = |V_{us}|$, are listed at the bottom.

| Experiment                  | Ref. | $|V_{cd}| \times f_{+D}^+(0)$ | $r_1$ | $r_2$ |
|-----------------------------|------|-----------------------------|-------|-------|
| Belle (2006)                | [6]  | 0.140 ± 0.004 ± 0.007      |       |       |
| CLEO-c untagged (2008)      | [7]  | 0.140 ± 0.007 ± 0.003      | −2.1 ± 0.7 | −1.2 ± 4.8 |
| CLEO-c untagged (2009)      | [8]  | 0.138 ± 0.011 ± 0.004      | −0.22 ± 1.51 | −0.9 ± 9.1 |
| BESIII (2012)(prel.)        | [42] | 0.150 ± 0.004 ± 0.001      | −2.35 ± 0.43 ± 0.07 | 3 ± 3 |
| BESIII (2014)(prel.)        | [40] | 0.144 ± 0.005 ± 0.002      | −2.73 ± 0.48 ± 0.08 | 4.2 ± 3.1 ± 0.4 |
| HFAG average (2012)         |       | 0.146 ± 0.003             | −2.69 ± 0.32 | 4.18 ± 2.16 |
| BESIII (2014)(prel.)        | [9]  | 0.1420 ± 0.0024 ± 0.0010  | −1.84 ± 0.22 ± 0.07 | −1.4 ± 1.5 ± 0.5 |
| This analysis               |       | 0.137 ± 0.004 ± 0.002 ± 0.001 | −1.31 ± 0.70 ± 0.43 | −4.2 ± 4.0 ± 1.9 |
| LQCD predictions            | Ref. | $|V_{cd}| \times f_{+D}^+(0)$ | $r_1$ | $r_2$ |
| FNAL/MILC (2004)            | [43] | 0.144 ± 0.016             |       |       |
| ETMC (2011)                 | [44] | 0.146 ± 0.020             |       |       |
| HPQCD (2011)                | [41] | 0.150 ± 0.007             |       |       |
| HPQCD (2013)                | [45] | 0.153 ± 0.009             | −1.93 ± 0.20 | 0.37 ± 0.93 |

### TABLE VIII. Fitted values of the parameters corresponding to different parametrizations of $f_{+D}^+(q^2)$. The last column gives expected values for the parameters when available.

<table>
<thead>
<tr>
<th>Ansatz</th>
<th>Fitted parameters</th>
<th>$\chi^2$/NDF</th>
<th>Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z$ expansion</td>
<td>$r_1 = -1.31 \pm 0.70 \pm 0.43$</td>
<td>2.0/7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$r_2 = -4.2 \pm 4.0 \pm 1.9$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effective three-pole</td>
<td>$m_{\text{pole3}} = (3.55 \pm 0.30 \pm 0.05) \text{ GeV/c}^2$</td>
<td>4.8/9</td>
<td>$m_{\text{pole3}} &gt; 3.1 \text{ GeV/c}^2$</td>
</tr>
<tr>
<td>Fixed three-pole</td>
<td>$c_0 = 0.17 \pm 0.06 \pm 0.01$</td>
<td>3.3/7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$c_1 = 0.15 \pm 0.09 \pm 0.06$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-pole</td>
<td>$b_0 = 1.643 \pm 0.060 \pm 0.035$</td>
<td>3.7/7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$b_1 = 0.68 \pm 0.13 \pm 0.11$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modified-pole</td>
<td>$\alpha_{\text{pole}} = 0.268 \pm 0.074 \pm 0.059$</td>
<td>3.0/8</td>
<td>&lt;0.6</td>
</tr>
<tr>
<td>Single-pole</td>
<td>$m_{\text{pole}} = (1.906 \pm 0.029 \pm 0.023) \text{ GeV/c}^2$</td>
<td>5.5/8</td>
<td>2.010 GeV/c$^2$</td>
</tr>
<tr>
<td>ISGW2</td>
<td>$\alpha_f = (0.339 \pm 0.029 \pm 0.025) \text{ GeV}^{-2}$</td>
<td>2.1/8</td>
<td>0.104 GeV$^{-2}$</td>
</tr>
</tbody>
</table>
expected in the modified-pole ansatz, by less than two standard deviations.

4. Test of the three-pole ansatz

In fits to the fixed three-pole ansatz, the residue for the second pole is constrained to its expected value. The fitted value of the residue at the $D^*$ pole,

$$\text{Res}(f_{D^*}^\pi) = (3.72 \pm 0.29 \pm 0.24) \text{ GeV}^2,$$  \hspace{1cm} (28)

agrees to within one standard deviation with its expected value [Eq. (A1)]. This translates to the first experimental measurement of the $D^*$ decay constant,

$$f_{D^*} = (219 \pm 17 \pm 14) \text{ MeV}/c^2.$$  \hspace{1cm} (29)

The value of the residue of the third pole is not accurately determined,

$$\text{Res}(f_{D''}^\pi) = (-1.3 \pm 0.9 \pm 0.6) \text{ GeV}^2.$$  \hspace{1cm} (30)

The sum of residues [see Eq. (6)] is equal to $(1.32 \pm 0.36 \pm 0.27) \text{ GeV}^2$ and differs from zero by about three standard deviations. This result is obtained under the assumption that the third pole mass equals $3.1 \text{ GeV}/c^2$. On the other hand, several states above the $D''$ may contribute to an effective pole at a higher mass. This possibility is tested using the effective three-pole ansatz, by fitting the third pole mass, imposing the superconvergence condition and constraints on the first two residues (see Fig. 8). The fitted value of the effective pole mass is $m_{pole3} = (3.6 \pm 0.3) \text{ GeV}/c^2$, higher than the $D''$ mass, as expected. Fitted values of $\text{Res}(f_{D^*}^\pi)$ and $\text{Res}(f_{D''}^\pi)$ are almost identical to the values used as constraints [Eqs. (A1)-(A3)]. The ratio $\chi^2/NDF = 4.8/9$ indicates a good fit. If the value of $|V_{cd}|$ is allowed to vary in the fit, the values of the fitted parameters are $|V_{cd}| = 0.20 \pm 0.02$ and $m_{pole3} = (4.4 \pm 1.2) \text{ GeV}/c^2$ for $\chi^2/NDF = 31.8$.

We conclude that the $q^2$ dependence of the $D^0 \rightarrow \pi^- e^+ \nu_e$ decay branching fraction is compatible with the effective three-pole ansatz for the form factor $f_{D^*}^\pi$ for which

(i) the values of the residues for the first two poles agree with expectations;
(ii) the value of the third pole residue is obtained with the superconvergence condition;
(iii) the third pole has an effective mass close to $4 \text{ GeV}/c^2$.

VII. EXTRAPOLATION TO $B^0 \rightarrow \pi^- e^+ \nu_e$ DECAYS

We implement two ways to use the information gained in this analysis of the $D^0 \rightarrow \pi^- e^+ \nu_e$ decays to extract a value for $|V_{cb}|$ from measurements of $B^0 \rightarrow \pi^- e^+ \nu_e$ decays.
It is expected that lattice QCD calculations will eventually determine with high precision the ratio \( R_{BD} \) of the form factors for charmless semileptonic decays of \( B \) and \( D \) mesons. Until then, we have to rely on computations of the individual form factors (see Appendix C) yielding an average value of \( R_{BD} = 1.8 \pm 0.2 \) for \( w_H > 4 \), where \( w_H \) is the product of the four-velocities of the heavy meson and the pion, defined in Appendix C. Based on Eqs. (C4) and (C5), the differential decay branching fraction for \( B^0 \rightarrow \pi^- e^+ \nu_e \) can be expressed as a function of \( w = E^*_\pi / m_\pi \),

\[
\frac{dB^0}{dw} = \frac{dB^0}{dw} \left| \frac{m_B \tau_B}{m_D \tau_D} \left( \frac{|V_{ub}|}{|V_{cd}|} \right)^2 R_{BD}^2 \right|
\]

Here, \( E^*_\pi \) refers to the pion energy in the rest frame of the heavy meson (see Appendix C).

Figure 11 compares the differential branching fraction \( dB^0 / dw \) measured by BABAR [46] with the translated \( D^0 \rightarrow \pi^- e^+ \nu_e \) data, based on Eq. (C5), for \( |V_{ub}|^{\text{extr}} = (3.23 \pm 0.31) \times 10^{-3} \), the value extracted from \( B \rightarrow \pi^+ \nu \) analyses [2]. In the common \( w \) range, the two measured differential branching fractions are in good agreement, probably not too surprisingly, since they are based on the same value of \( |V_{ub}| \) and LQCD form factor normalizations. The result of the fit to the three-pole ansatz to the \( D^0 \rightarrow \pi^- e^+ \nu_e \) data is extrapolated into the unphysical region. The agreement with \( B^0 \rightarrow \pi^- e^+ \nu_e \) is good up to \( w_B = 11 \)

\[
R_{BD} = \frac{\text{BR}(B^0 \rightarrow \pi^- e^+ \nu_e)}{\text{BR}(D^0 \rightarrow \pi^- e^+ \nu_e)}
\]

FIG. 11 (color online). Comparison of the \( dB^0 / dw \) differential decay rate for \( B^0 \rightarrow \pi^- e^+ \nu_e \) decays measured by BABAR with the translated \( D^0 \rightarrow \pi^- e^+ \nu_e \) form factor measurement. The solid red line is the result of the fit to the fixed three-pole ansatz with \( m_{\text{pole}3} = 3.1 \text{ GeV}/c^2 \); the short-dash red line marks the extrapolation beyond the physical region for the \( D^0 \rightarrow \pi^- e^+ \nu_e \) decay. The two thin red lines indicate the impact of the 12% uncertainty on the form factor ratio \( R_{BD} \). The long-dash magenta line marks the fit result, to \( D^0 \rightarrow \pi^- e^+ \nu_e \), for the effective three-pole ansatz. In these comparisons, the value \( |V_{ub}|^{\text{extr}} \) is used.

or \( q^2 > 12 \text{ GeV}^2 \). The fit based on the effective three-pole ansatz with the superconvergence condition also describes the \( B^0 \rightarrow \pi^- e^+ \nu_e \) data well, provided the ratio between the two form factors is independent of \( w \). The value of \( |V_{ub}| \) obtained from a fit with this ansatz is

\[
|V_{ub}| = (3.65 \pm 0.18_{\text{exp}} \pm 0.40_{R_{BD}}) \times 10^{-3}.
\]

The second approach relies on the application of the effective three-pole ansatz for \( B^0 \rightarrow \pi^- e^+ \nu_e \) decays,

\[
\begin{align*}
\frac{f_{+, B}(q^2)}{R_{BD}} &= \text{Res} \left( \frac{f_{+, B}}{R_{BD}} \right) \\
&= \frac{1}{m_0^2 - q^2} - \frac{d_2}{m_1^2 - q^2} - \frac{d_3}{m_2^2 - q^2},
\end{align*}
\]

It is expected that ratios of the residues at the different \( d_2 \) and \( d_3 \) are the same for \( D \) and \( B \) semileptonic decays [14]. Based on Eqs. (A1) and (A3), we choose the value \( d_3 = 0.26 \pm 0.10 \). For the \( B^* \) mass, we take 5.941 GeV/\( c^2 \) [47] and the value of the third pole mass is a free parameter of the fit. The value of the residue of the form factor at the \( B^* \) pole is obtained from the following ratio,

\[
\begin{align*}
\frac{\text{Res}(f_{+, B})_{B^*}}{\text{Res}(f_{+, D})_{D^*}} &= \frac{m_0^{3/2} m_1^{1/2} f_{B^*} f_D}{m_0^{3/2} m_1^{1/2} f_{B^*} f_D} \hat{g}_{B^*} \hat{g}_{D^*} \\
\hat{g}_{H^*} &= 2 \frac{m_B m_B}{f_{\pi}} \hat{g}_{H^*}.
\end{align*}
\]

The value of \( \hat{g}_{H^*} \) is expected to be independent of the mass of the heavy hadron. This has been verified, within present uncertainties, for \( D \) and \( B \) mesons: \( \hat{g}_B = 0.57 \pm 0.05 \pm 0.06 \) [48], \( \hat{g}_D = 0.53 \pm 0.03 \pm 0.03 \) [49], and \( \hat{g}_{H^*} = 0.52 \pm 0.05 \) [50] obtained for an infinitely heavy hadron. Based on recent LQCD calculations of the ratios of decay constants \( f_{D^*} / f_D = 1.20 \pm 0.02 \) and \( f_{B^*} / f_B = 1.06 \pm 0.01 \) [3], the measured value of \( f_{\pi} \), and the lattice result for \( f_B = (190.5 \pm 4.2) \) MeV [51], we obtain,

\[
\begin{align*}
\frac{\text{Res}(f_{+, B})_{B^*}}{\text{Res}(f_{+, D})_{D^*}} &= 6.0 \pm 0.2 \pm 1.0 \quad (36) \\
\text{and}
\end{align*}
\]

\[
\text{Res}(f_{+, B})_{B^*} = (24.9 \pm 1.2 \pm 4.0) \text{ GeV}^2 \quad (37)
\]
The second uncertainties in Eqs. (36)–(37) correspond to the uncertainty on the ratio $g_B/g_D$.

The expression in Eq. (33) is fitted to the BABAR measurements of the $B^0 \to \pi^- e^+ \nu_e$ decays [46] with the residues at the two first poles, the effective mass of the third pole, and $|V_{ub}|$ as free parameters. In addition, the residue at the $B^*$ pole must satisfy Eq. (37) and the value $d_2 = 0.26 \pm 0.10$ is constrained.

Figure 12 shows the result of the fit with $\chi^2/NDF = 10.7/10$. Fitted values of the quantities entering in the constraints (Res($f^+_{\pi D}$) and $d_2$) and their corresponding uncertainties are almost identical to their input values. Contributions of the $B^*$ pole alone and of the two first poles are indicated. The $B^*$ pole component is largely cancelled by hadronic states at higher masses. The effective mass of the third pole is equal to $(7.4 \pm 0.4)$ GeV/c$^2$. The fit results in

$$|V_{ub}| = (2.6 \pm 0.2_{\text{exp}} \pm 0.4_{\text{theory}}) \times 10^{-3},$$

(38)

a value that is compatible with the direct measurement based only on $B^0 \to \pi^- e^+ \nu_e$ decays, using LQCD predictions for the form factor normalization. Here, the second uncertainty is related to the ratio $g_B/g_D$. Other sources of systematic uncertainties are expected to be smaller:

(i) From the expected variation of the residues with the heavy quark mass, it is assumed that the ratio $d_2 = 0.26 \pm 0.1$ is the same for $D$ and $B$ meson decays. A large change to $d_2 = 0.5$ results in an increase in the value of $|V_{ub}|$ by $0.2 \times 10^{-3}$, comparable to the measurement error.

(ii) The superconvergence condition [3,14] is expected to be better satisfied for $B$ than for $D$ decays because corrections in $1/m_{h}$ are smaller. If we remove this condition from the fit and perform a scan as a function of the mass of the third pole, we observe that the superconvergence condition is satisfied for $m_{\text{pole3}} < 10$ GeV/c$^2$. Above this value, the residue at the effective pole becomes large, but the fitted value of $|V_{ub}|$ decreases by only $0.1 \times 10^{-3}$, when $m_{\text{pole3}}$ is varied from 10 GeV/c$^2$ to 100 GeV/c$^2$.

VIII. SUMMARY

Based on a produced sample of 500 million $c\bar{c}$ events, we have measured the ratio of the $D^0 \to \pi^- e^+ \nu_e$ and $D^0 \to K^- \pi^+$ decay branching fractions,

$$R_D = 0.0702 \pm 0.0017 \pm 0.0023.$$

Using the $D^0 \to K^- \pi^+$ branching fraction, given in Eq. (15), we derive,

$$B(D^0 \to \pi^- e^+ \nu_e) = (2.770 \pm 0.068 \pm 0.092 \pm 0.037) \times 10^{-3},$$

where the third error accounts for the uncertainty on the branching fraction for the $D^0 \to K^- \pi^+$ decay.

The measurements are sensitive to the product $|V_{cd}| \times f^+_{\pi D}(q^2)$ and, using the $z$-expansion parametrization of the hadronic form factor, we obtain

$$|V_{cd}| \times f^+_{\pi D}(0) = 0.1374 \pm 0.0038 \pm 0.0022 \pm 0.0009,$$

where the last uncertainty corresponds to the uncertainties on the branching fraction of the normalization channel and on the $D^0$ lifetime. This measurement has an accuracy similar to previous measurements by the CLEO-c Collaboration [7,8].

We have measured the $q^2$ dependence of the differential branching fraction (Table VI) and using the value of $|V_{cd}| = |V_{us}|$, we have compared the $q^2$ variation of the hadronic form factor with different parametrizations (Table VIII).

In general terms, the hadronic form factor can be expressed as an infinite sum of pole contributions [3,14]. At large $q^2$, the effective three-pole ansatz with the truncation of the series to three poles, of which the third one is an effective pole, describes the measurements well, satisfying also the constraints from expectations for contributions of the first two poles. This ansatz has been used to analyze $B^0 \to \pi^- e^+ \nu_e$ decays and to provide a parametrization for $f^+_{\pi D}(q^2)$. Using the fitted effective three-pole ansatz for $f^+_{\pi D}(q^2)$ and assuming that the ratio $R_{BD}$ of the $B$ and $D$ form factors does not depend on the pion energy, the value $|V_{ub}| = (3.65 \pm 0.18 \pm 0.40) \times 10^{-3}$ is
obtained. The dominant contribution to the systematic uncertainty originates from \( R_{BD} \). In another approach, we have used the effective three-pole ansatz to fit the measured partial branching fractions for the \( B^0 \rightarrow \pi^- e^+ \nu_e \) decays with constraints on the value of the \( B^* \) pole contribution and the ratio of the residues at the \( B_{1}' \) and \( B^* \) poles, taken to be equal to the corresponding ratio for charmed mesons \([3,14]\). We obtain \( |V_{ub}| = (2.6 \pm 0.2 \pm 0.4) \times 10^{-3} \), where the dominant systematic uncertainty originates from the residue at the \( B^* \) pole.

These two values of \( |V_{ub}| \) exploit common features of \( B \) and \( D \) Cabibbo suppressed semileptonic decays, as suggested many years ago, and should benefit from future improvements of the measurements and of LQCD computations of the decay constants for charm and beauty mesons.

**ACKNOWLEDGMENTS**

The authors wish to thank D. Becirevic, S. Descotes-Genon, and A. Le Yaouanc for their help with the theoretical interpretation of these results. We are grateful for the extraordinary contributions of our PEP-II colleagues in achieving the excellent luminosity and machine conditions that have made this work possible. The success of this project also relies critically on the expertise and dedication of the computing organizations that support BABAR. The collaborating institutions wish to thank SLAC for its support and the kind hospitality extended to them. This work is supported by the US Department of Energy and National Science Foundation, the Natural Sciences and Engineering Research Council (Canada), the Commissariat à l’Énergie Atomique and Institut National de Physique Nucléaire et de Physique des Particules (France), the Bundesministerium für Bildung und Forschung and Deutsche Forschungsgemeinschaft (Germany), the Istituto Nazionale di Fisica Nucleare (Italy), the Foundation for Fundamental Research on Matter (The Netherlands), the Research Council of Norway, the Ministry of Education and Science of the Russian Federation, Ministerio de Economía y Competitividad (Spain), the Science and Technology Facilities Council (United Kingdom), and the Binational Science Foundation (U.S.-Israel). Individuals have received support from the Marie-Curie IEF program (European Union) and the A. P. Sloan Foundation (USA).

**APPENDIX A: VALUES OF PARAMETERS ENTERING IN THE DISPERSIVE APPROACH WITH CONTRAINTS**

Using the expression for \( \text{Res}(f_{+D}^e)_{D'} \) in Eq. (5), \( f_{D'}^e/f_{D} = 1.20 \pm 0.02 \), computed in LQCD \([3]\), of \( f_{D} = (204.4 \pm 5.0) \) MeV measured in experiments \([2]\), and of \( g_{D^+; D^*; D^+} = 16.92 \pm 0.13 \pm 0.14 \) deduced from the measurement of the intrinsic \( D^+ \) width \([52]\), the contribution of the \( D^* \) pole in the \( D^0 \rightarrow \pi^- e^+ \nu_e \) decay channel is evaluated to be

\[
\text{Res}(f_{+D}^e)_{D'} = (4.17 \pm 0.13) \text{ GeV}^2.
\]

In a similar way it is possible to evaluate the \( D_{1}' \) contribution,

\[
\text{Res}(f_{+D}^e)_{D_{1}'} = \frac{1}{2} m_{D_{1}'} f_{D_{1}'} g_{D_{1}'; D; D'} \delta \phi_{++}, \tag{A2}
\]

using the measured properties of this first radial excitation \([15]\) and taking, \( f_{D_{1}'} = (148 \pm 45) \) MeV, estimated from a calculation of ratios of meson decay constants obtained in LQCD \([53]\). The residue of the form factor at the first radial excitation is then equal to:

\[
\text{Res}(f_{+D}^e)_{D_{1}'} = (-1.1 \pm 0.4) \text{ GeV}^2. \tag{A3}
\]

The negative sign is expected from LQCD evaluations \([54]\) and from phenomenological analyses \([55]\). The result we obtain in this way agrees with values quoted in these references, which were deduced under quite different assumptions. If measurements from LHCb \([16]\) for the mass and width of the \( D_{1}' \) meson are used in place of results from BABAR the central value of the residue estimate increases by 10% and this has no real effect on the present analysis, considering the other sources of uncertainty.

The contribution from the \( H \) continuum with mass between threshold and the first radial excitation is evaluated in \([14]\) using chiral symmetry. Its importance is measured by the parameter

\[
c_H = \frac{1}{\pi} \int_{t_{+}}^{t_{-}} \text{Im}(f_{+D}(t)) dt. \tag{A4}
\]

Numerically we find that the continuum has a contribution of the order of one-third of that expected from the first radial excitation. Following arguments in \([3]\), it has been neglected.

**APPENDIX B: RELEVANT EXPRESSIONS IN THE \( \Lambda \) EXPANSION**

In terms of the variable \( \lambda \), the form factor, consistent with constraints from QCD, takes the form

\[
f_{+D}(t) = \frac{1}{P(t) \Phi(t, t_0)} \sum_{k=0}^{\infty} a_k(t_0) \lambda^k(t, t_0). \tag{B1}
\]

This expansion in \( \lambda \) is expected to converge quickly. The function \( P(t) \) accounts for the lowest mass pole at \( t = m_D^2 \), and is equal to 1 because the pole is situated above the cut threshold; \( \Phi \) is determined as

\[
P(t) = \frac{m_D^2}{t - m_D^2}.
\]
mesons with different mass values are related. Here, it is experimental uncertainties are sufficient to describe the data, given the current and QCD. It depends on QCD corrections to the 4-velocities of the very useful for small and, therefore, may give rise to sizable 2 (12)

Instead of the differential semileptonic decay rate for a heavy The invariant-mass squared of the lepton system in terms of ¼ðπH−ππC3

The numerical factor ¼ can be calculated using perturbative QCD. It depends on m and, at leading order, with u = 0, ¼ = 3/(32π2m ). The functions (t) and Φ(t, t0) are chosen such that

This constraint, which depends on the choice of ¼, is not very useful for D decays because the quark mass is rather small and, therefore, may give rise to sizable 1/mc and QCD corrections to ¼. However, the parametrization in Eq. (12) remains valid and it has been compared [57] with measurements, where the first two terms in the expansion are sufficient to describe the data, given the current experimental uncertainties.

APPENDIX C: RATIO BETWEEN B AND D FORM FACTORS VersUS THE PION ENERGY

Using the expression for the differential decay rate [see Eq. (2)], semileptonic branching fractions for decaying mesons with different mass values are related. Here, it is important to consider the decay rate for the same value of the energy of the emitted light meson (Eπ), evaluated in the heavy meson rest frame.

The invariant-mass squared of the lepton system in terms of Eπ is equal to

In terms of this quantity,

The differential semileptonic decay rate for a heavy meson (H) versus wH is equal to:

in which the quantity Vh is the corresponding CKM matrix element.

<table>
<thead>
<tr>
<th>TABLE IX. Ranges spanned by the wB,D and q2B,D variables in B and D semileptonic decays where a pion is emitted.</th>
</tr>
</thead>
<tbody>
<tr>
<td>wB,D</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>wB,max</td>
</tr>
<tr>
<td>wD,max</td>
</tr>
</tbody>
</table>

At the same value of wH, the pions emitted in the decay of two heavy mesons with different mass values, have the same energy (and momentum). It results that the ratio of the differential decay widths of the two heavy mesons can be written:

In terms of differential branching fractions, the previous ratio is equal to:

The minimum of the quantity wB,D( = 1) is obtained when the light meson and the leptonic system are emitted at rest. This corresponds to the maximum q2H : q2H,max = (mH−mπ)2. Table IX lists the ranges spanned in the semileptonic decays of B and D mesons in terms of q2 and wB,D variables. The common interval in wB,D for B and D decaying to π−e+ν is between 1 and 6.72 corresponding to the q2 interval [26.4, 18] GeV2 for the B meson decay. It is interesting to consider the nonphysical region of the

FIG. 13. Variation of the ratio f2π,b(wB)/f2π,d(wD) (thick line) computed from the evaluation of the two form factors obtained in LQCD [45,58]. Thin lines give the uncertainties in this evaluation.
TABLE X. Values of $|V_{cd}| \times f_{+D}^\pi(q^2)$ evaluated at the center of each $q^2$ interval with corresponding statistical and systematic uncertainties. A 0.7% relative uncertainty, from the normalization channel and the $D^0$ lifetime is common to all measurements and is not included.

<table>
<thead>
<tr>
<th>$q^2$ value (GeV$^2$)</th>
<th>0.15</th>
<th>0.45</th>
<th>0.75</th>
<th>1.05</th>
<th>1.35</th>
<th>1.65</th>
<th>1.95</th>
<th>2.25</th>
<th>2.55</th>
<th>2.85</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>V_{cd}</td>
<td>\times f_{+D}^\pi(q^2)$</td>
<td>0.1455</td>
<td>0.1620</td>
<td>0.1877</td>
<td>0.2063</td>
<td>0.2260</td>
<td>0.2697</td>
<td>0.3219</td>
<td>0.3587</td>
</tr>
<tr>
<td>Stat. uncert.</td>
<td>0.0037</td>
<td>0.0055</td>
<td>0.0060</td>
<td>0.0076</td>
<td>0.0098</td>
<td>0.0128</td>
<td>0.0182</td>
<td>0.0291</td>
<td>0.0693</td>
<td>0.1421</td>
</tr>
<tr>
<td>Syst. uncert.</td>
<td>0.0019</td>
<td>0.0030</td>
<td>0.0028</td>
<td>0.0032</td>
<td>0.0038</td>
<td>0.0061</td>
<td>0.0138</td>
<td>0.0226</td>
<td>0.0349</td>
<td>0.0628</td>
</tr>
</tbody>
</table>

$D$-meson decay, for negative $q^2$ values. This is feasible if we have a parametrization for the form factor $f_{+D}^\pi(q^2)$ as, for example, the three-pole ansatz.

Based on the scaling at large $q^2$ (close to $w_{B,D} = 1$) we adopt the following approximation:

$$f_{+H}^\pi(w_H) \sim \sqrt{m_H} \left[ f_{+0}(w_H) + \frac{f_{+1}(w_H)}{m_H} + \cdots \right].$$

(C6)

In this limit, the ratio between the $B$ and $D$ form factors is equal to,

$$\left| \frac{f_{-B}^\pi(w_B)}{f_{+D}^\pi(w_D)} \right| = \sqrt{\frac{m_B}{m_D}} \left[ 1 + \mathcal{O}\left( \frac{1}{m_B m_D} \right) \right].$$

(C7)

where the last term corresponds to neglected $1/m_H$ corrections.

The ratio of $f_{-B}^\pi(w_B)$ [58,59] and $f_{+D}^\pi(w_D)$ [45] values is shown in Fig. 13. It may be observed that

(i) the two form factors have a similar $w$ dependence;
(ii) for $w > 4$, their ratio is $1.8 \pm 0.2$. This value is not so different from the first-order expectation: $\sqrt{m_B/m_D} = 1.7$;
(iii) the dependence of $f_{+D}^\pi(w_B)$ and $f_{+B}^\pi(w_B)$ on $w_B$ and $w_D$, respectively, are very similar; thus, their ratio can be used to determine the absolute normalization of the $B$ form factor in this interval.

APPENDIX D: VALUES OF $|V_{cd}| \times f_{+D}^\pi(q^2)$ AT THE CENTER OF EACH BIN

We provide in Table X the values displayed in Fig. 8 of $|V_{cd}| \times f_{+D}^\pi(q^2)$ evaluated at the center of each $q^2$ interval, for visual comparison with other measurements or theoretical expectations. Full uncertainty matrices are not provided because a detailed numerical comparison with present measurements must use values given in Table VI for the partial decay rates.

MEASUREMENT OF THE \( \bar{D}^0 \rightarrow \pi^- e^+ \nu_e \) …


