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Abstract—In cultural heritage, the current shift toward semantic encoding opens the way to interfaces that provide a visual representation of the complex relations among heritage artifacts. In this paper we describe Labyrinth 3D, a virtual environment where the user can navigate the semantic relations among the items contained in a repository of artworks.
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I. INTRODUCTION

The semantic annotation of heritage objects opens the way to applications that leverage the description of their properties and relations to support the user’s access [1], [2], [3]. A major shortcoming of this approach is that the semantic representation, in most cases, cannot be exposed directly to the users, since it is encoded in a machine readable form oriented to interoperability and formal reasoning. System designers, then, must devise metaphors through which the semantically encoded conceptual models underlying cultural heritage can be conveyed to the users, so that these models can effectively improve the interaction between the users and the archives.

This paper describes a 3D spatial layout for the exploration of cultural heritage repositories where game elements co-exist with the paradigm of exploratory search [4]. Our vision leverages the use of visual technologies, widely employed in real world applications that range from video games to edutainment and installation art, to create an immersive user experience. We adapt the paradigm of virtual tours of heritage locations to the exploration of heritage repositories, proposing a virtual environment that the users can explore to navigate the contents of a repository. The cues of the exploration are the visual and spatial metaphors (e.g., aspect, proximity, etc.) encoded in the virtual space, with the causal and associative relations over the contents represented by a maze of physical connections. In order to exemplify this approach, we describe a 3D application that relies on an ontology of “cultural archetypes” to create and visualize a “labyrinth” of semantic relations over the artworks contained in a repository.1

The plan of the paper is the following: after briefly surveying the related work (Section II), in Section III we provide an overview of the system and describe the user experience through a navigation example. Section IV illustrates the system architecture and the implementation of the 3D generation of the virtual environment. Conclusion ends the paper.

1This work was partially supported by Regione Piemonte, POR-FESR 2007-13, Polo di Innovazione per la Creatività Digitale e la Multimedialità.

II. RELATED WORK

In cultural heritage, the metaphor of the archive is still adopted by most systems to support the access to contents, with keyword-based search and content indexing as the main tools provided to the users. As pointed out by [5], however, the general public is not committed to specific search goals, that can be expressed through a formal query: rather, they are normally interested in exploring the archive in search for items that catch their attention. So, paradigms that support exploratory search are required to meet the needs of this audience, which has acquired a growing importance in the age of mass digitalization. In the standard case, then, the output of a query returns a list of objects (books, pictures, videos, etc.), with no explicit representation of the relations they have with the input keywords, let alone the connections among them. The visualization framework we describe in this paper aims at innovating the access to cultural heritage archives: our proposal translates the information about cultural heritage objects, expressed in a semantic format, into an executable visual representation where the relations over the objects are mapped onto a 3D environment. This approach stems from the observations in favor of 3D virtual environments collected in interdisciplinary studies. On the one side, the use of visual metaphors allows conveying conceptual models in an immediate way (cf. the established line of research in information visualization [6]); on the other side, the use of 3D is also known as a way to promote engagement in the transmission of knowledge [7]. In particular, [8] show that the use of the game in tandem with visual metaphors results in increased levels of learning in educational applications.

In cultural heritage, the use of 3D visualization is normally intended as a support for dissemination and research. Dissemination encompasses both virtual equivalents of physically existing locations, such as museums and historical buildings, and reconstructions of environments that have disappeared. The project Rome Reborn [9] relies on 3D to let the user experience the city of Rome in the IV century, providing an example of the use of 3D to reconstruct ancient locations; the VEP project [10], a reconstruction of the Poème Electronique Virtuel created by Varèse and Le Corbusier in 1958 at the Brussels World Fair (1958) and subsequently dismantled, relies on 3D to address the impermanence of today’s artifacts. Finally, some recent projects employ 3D visualization to support research activities, creating virtual environments for training and collaboration [11], [12].

The work we present in this paper differentiates from the approaches surveyed above since the 3D representation
making it usable also for non expert users of 3D applications. The user moves in the virtual space by clicking on small circles posited on the floor (in front of the doors leading to the pathways and along the pathways). A small console, situated in the lower part of the screen, shows the list the artworks visited by the user. By clicking on an artwork in the list, the user is brought back to the node containing it. The console also contains buttons for ending the session and turning off the sound.

The glue among the heritage objects stored in the repository is provided by the notion of “archetype”, which represents the content of the objects in terms of the archetypal stories they refer to. For example, the archetype of the “labyrinth” can be employed to track the connection between a Greek vase representing the character of Theseus, the playbill of a theatrical play inspired by the story of Ariadne, and a statue depicting Ariadne. The conceptual model of the archetype is encoded in an ontology, the Archetype Ontology (AO), based on previous work by [16]. The ontology contains the representation of a set of archetypes and describes how the artworks are related with them via places, stories, objects, etc.

In order to exemplify the user experience in the 3D labyrinth, consider the navigation example represented in Fig. III. The top part of the figure shows a top down view of the portion of the labyrinth visited by the user in the example; the bottom part contains a sequence of screenshots of the labyrinth as the user sees it during the navigation in the 3D environment. At the beginning of the navigation (step 1), the user is posited in a node that contains the Minotaumachia, a painting by Pablo Picasso. The initial node is surrounded by a set of doors that represent the semantic relations connecting this artwork with other artworks; each door is labeled after the type of relation it represents: “character” (same character), “story” (same story), “object” (same object), “location” (same location). From the node containing the Minotaumachia, the user chooses the door corresponding to the character relation (step 2): since there are many artworks referring to the characters displayed in the painting, the user is brought to an empty node, whose function is to present to the user the available artworks. Here, the doors are labeled after the titles of the single artworks that are in the chosen relation with the previous node. The user chooses the door surmounted by the title “Teseo uccide il Minotauro” (“Theseus killing the Minotaur”), thus entering a pathway that leads her/him to the node which contains the artwork with the same title, an ancient Greek vase (step 3). Here, taking the door labeled as “story”, the user gets to a node that contains a painting depicting a different episode of the story of Theseus, an Italian Renaissance painting entitled “Ariadne and the thread”.

IV. REAL TIME GENERATION OF THE 3D LABYRINTH

An important requirement for the design of the Labyrinth 3D system is given by the possibility of adapting the ontology-to-3D visualization framework to changing, heterogeneous repositories of cultural heritage objects. In order to make the system flexible and scalable, the 3D labyrinth is created during the navigation, node by node, depending on the choices of the user. By doing so, the content of the repository can be arbitrarily changed at any time – provided that the description of items is updated in the ontology. In addition, this solution

III. USER EXPERIENCE

Targeted at the general audience, Labyrinth 3D is aimed at encouraging the users to explore a cultural heritage repository in an immersive, engaging way, as a way to promote heritage dissemination. The user is immersed in a 3D labyrinth where the physical connections between the items correspond to meaning relations between them. Turn after turn, the user decides where to address her/his exploration, based on her/his curiosity, in a serendipic discovery of new items. The user experience trades off the users’ need for orientation, achieved through the meaning relations among the displayed items, and the unpredictability of an unknown, open environment.

The design of the 3D environment is inspired by the metaphor of the labyrinth, an archetype deeply rooted in Western Culture, as witnessed by several archaeological locations across Europe [13]. The metaphor of the labyrinth was chosen because it lends itself to convey the graph like nature of the relations among the cultural heritage objects, guaranteeing at the same time the immediacy of use. Formally, the labyrinth consists of a graph of nodes [14], a structure that is easily mapped onto a set of objects (labyrinth nodes) and relations over them (pathways connecting the nodes). The screenshot in Fig. 1 shows a sample node, with doors opening on the pathways leading to the related artworks. The interaction metaphor underlying the navigation is “finding one’s way”: here, however, the user does not simply gain the exit, but the creation of a personal path in the artworks’ meaning, represented by a virtual “red thread”. In order to make the experience more engaging, when the navigation begins, the user is given a target node. When the user reaches the target, or when she/he decides to exit from the labyrinth, the session ends and the user is shown the statistics about the path she/he has made: elapsed time, number of visited nodes, backtracking, etc.

The user is free to explore the labyrinth, going back to previous locations and clicking on the controls posited in middle of the nodes to receive information about the artworks they contain: depending of the media type of the resource associated with the artwork, an image is displayed, a video is played, etc. A short description of the artwork, with title, date and creator, is also provided. The navigation is inspired by the paradigm of constrained navigation [15], with the aim of...
avoid the cost of generating the entire labyrinth in one shot, limiting the set of nodes and pathways to be generated to the ones actually visited by the user.

A. System Architecture

The real-time generation relies on a client-server architecture, with the 3D client querying the ontology server to get the information needed to generate and render the next portion of the labyrinth. The AO ontology is stored in an ontology server. In the current implementation, the server is provided by Owlim system.\(^2\) The ontology contains the description of the items in the repository (a set of artworks) and of the relations over them. The information about the artworks and their relations is dynamically extracted from the ontology via SPARQL queries and made available to the visualization client, which manages the 3D environment.

Each time the user selects a door leading to a new artwork, the 3D client queries the ontology server to get information about the chosen artwork, including the list of artworks it is connected to. A new node for the chosen artwork is then generated and rendered on the fly in the 3D client, along with the set of pathways that connect it with the related artworks retrieved from the ontology.

When the session starts, the visualization client queries the ontology to get the list of the available archetypes. The user chooses an archetype and the client invokes an initialization command that generates a random pair of artworks (respectively, the start node and target node).

During the session, each time the user selects a door, a loop is repeated that generates the next portion of the labyrinth, until either the user reaches the target node or she/he exits the labyrinth. In practice, the server queries the ontology to extract the semantic relations of the chosen artwork (i.e., the artwork that is the destination of the chosen door) with the other artworks, necessary to build the portion of the labyrinth the user is about to reach. The query executed on the ontology returns the information about the artwork (such as creator, title, etc.) and the list of the semantic relations (such as character-based, story-based, location-based relations, etc.) that connect it to the other artworks.

The client receives from the ontology server an XML document describing the artwork and its semantic relations with the other artworks, divided by relation type (agent, story, etc.). For each relation type found for the artwork, the visualization client generates the corresponding pathway, according to the following rules:

- 1 to 1 relation: if the relation type connects the chosen artwork with a single artwork, a node is created with the artwork in it, and a pathway is added from the chosen artwork to this node (it is the case of step 4 in Fig. III).
- 1 to many relation: if the relation type connects the chosen artwork with multiple artworks, an empty node is created and a pathway is added from the chosen

artwork to the empty node (it is the case of step 2 in Fig. III). Then, for each artwork, a node is created with the artwork in it and a pathway is added from the empty node to the new node.

The session ends when the user either reaches the target node or clicks on the exit button in the console.

B. 3D implementation

The visual layout of the environment is inspired to the classical hedge maze, with clearings and pathways connecting them. The architectural elements of the environment are intended to remind of some distant but not well specified past, so as to create a neutral environment suitable for modern and ancient artworks. The clearings (i.e., the nodes of the labyrinth) contain a low circular balustrade in the middle, open in several points, so as to invite the user to step into the inner part of the area. Each node has a fixed number of doors and corresponding pathways: depending of the number of semantic relations that connect the node with other nodes, some doors may be obstructed (e.g. hidden by greenery). Pathways differ in length and form: some are longer and they bend, so that their end is not visible, in order add some thrill to the experience.

The 3D realtime engine is provided by Unity 3D. The choice of Unity 3D was determined by previous experience on the platform and the variability/scalability of input/output devices. Unity 3D offers first person gameplay default assets, both concerning camera motion control and mouse tracking motion control. The Unity 3D Engine and the online ontology server dialogue through a specific API, hosted on the server: the choice of an artwork made by the user is passed to the server; when the server returns the class and relations that correspond to the user’s choice (the same character, the same author, the same location, etc.), the 3D Engine displays in response the doors as open or closed, all around the current node. The 3D engine also makes the user progress along the pathways in response to the clicks on the navigation controls posited along them.

In order to build the labyrinth on the fly, we built an indexed database of 3D objects to be promptly displayed in real time by the 3D engine. Thus, we were able to produce several theme variations exploding the number of possible combinations. The standard 3D objects are: the octagonal square for representing the artwork and the relation nodes (3 variants, actually), the open door (3 variants), the closed door (2 variants), the textual artwork viewer (1 variant), the pictorial artwork viewer (1 variant), the movie viewer (1 variant). The pathways are a 3D object category on their own: they vary in shape in accordance to their length, which is measured in steps (2-3-4 steps, each in three variants). Joined together, steps compose asymmetrical paths, which can also be used backwards, therefore multiplying the possible combinations of subsequent corridors. So, the maze, determined through the user choices, is perceived of never being the same.

V. Conclusion

In this paper, we described a 3D application that allows the user to navigate a repository of heterogeneous artworks through a physical maze of connections that represent the semantic relation among them.

The preliminary evaluation reported in [17] shows a good acceptance of the system. The architecture of the system provides the basis for developing applications that rely on the same framework, taking advantage of the full range of devices that support real time 3D to develop innovative cultural heritage applications.
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