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ABSTRACT

In this paper we explore the application of anomaly detection techniques to tumor segmentation. The developed algorithms work on 3-points dynamic FDG-PET acquisitions and leverage on the peculiar anaerobic metabolism that cancer cells experience over time. A few different global or local anomaly detectors are discussed, together with an investigation over two different algorithms for estimation of the statistical distribution of normal tissues. Finally, all the proposed algorithm are tested on a dataset composed of 9 patients proving that anomaly detectors are able outperform techniques in the state of the art.
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1. INTRODUCTION

In oncology, proper segmentation of tumors in medical images is crucial as treatment plans rely on information on the tumoral region. The tumor volume should be identified as precisely as possible since errors in this estimate can lead to treatments that can be either ineffective or dangerous [1].

Manual segmentation by medical staff has been proven to be subjective, inaccurate and time consuming [2]; for this reason, the need for automatic methods for tumor region contouring is growing. Positron emission tomography (PET) images carry information about cells metabolism and are therefore suitable for this task; however, PET segmentation remains an open problem mainly because of the limited image resolution and presence of acquisition noise [3].

Given the difficulty of the task, many algorithms for automatic or semi-automatic PET segmentation have been proposed to this date. However validation of quality of these techniques’ results is still to be resolved, due also to the lack of standard guidelines by radiation oncology and nuclear medicine professional societies [3].

In this work, we explore the application of anomaly detection techniques to the problem of tumor segmentation. We have already presented some early results on the topic in [4], where the study was limited to a single global anomaly detection algorithm. Using 3 PET images acquired at different times, the approach presented aims at recognizing tumoral voxels by their anomalous behavior over time. The contributions of this paper are: the design of a novel global and local anomaly detection tools tailored for dynamic PET scans, the analysis of different approaches for the estimation of normal tissue statistics and a preliminary evaluation and comparison of the proposed algorithms on a set of PET scans acquired at the Candiolo Cancer Institute (IRCCS-FPO). The results show that the proposed approach, in all its variants, is very promising and competitive with respect to other techniques in literature, even if the size of the tested dataset was limited by the fact that 3-points dynamic PET scans still represent a frontier technology that is not part of any standard clinical protocol yet.

2. BACKGROUND

In images produced by PET scans the intensity of a voxel represents local concentration of the tracer. In particular, fluorodeoxyglucose-based positron emission tomography (FDG-PET) is used to detect tissue metabolic activity by virtue of the glucose uptake. During normal cell replication, multiple mutations in the DNA can lead to the birth of cancer cells. By their nature, these cells lack the ability to stop their multiplication when reaching a certain point, raising cell density in their region and leading to insufficient blood supply. The resulting deficiency in oxygen (hypoxia) forces the cells to rely mostly on their anaerobic metabolism, i.e. glycolysis [1]. For this reason, glycolysis is an excellent marker for detecting cancer cells; FDG-PET — in which the tracer’s concentration indicates a glucose uptake in the imaged area — turns to be a suitable tool for recognizing tumoral masses, cancer metastasis and lymph nodes all at once [5].

The most commonly used unit in FDG-PET is called Standard Uptake Value (SUV) which is defined as [6]:

\[
\text{SUV} = \frac{\text{radioactivity concentration [Bq/kg]} \cdot \text{body mass [kg]}}{\text{injected activity [Bq]}}
\]

It aims to be a quantitative measure of tracer uptake able to normalize the images between different patients, but its misuse is often criticized [7].

There are two ways of acquiring PET scans: statically or dynamically. The majority of PET scans used nowadays are acquired in static mode [3]: a single acquisition is performed which results in a single value of the tracer uptake integrated per imaged volume (i.e. voxel). When performing dynamic scans, instead, tracer activity is measured inside different time windows, resulting in a time-activity curve (TAC) for each voxel [8]. The shape of these TACs, usually found by interpolation over a number of time points, carries information on the rate of tracer accumulation which conveys specific tissue biochemical properties over time [9].

In static PET, the most common techniques that have been proposed for tumor segmentation are thresholding algorithms: a threshold value on the SUV is selected to separate the tumor from background [10]. Other types of techniques found in literature for static PET are variational approaches based on deformable active contours [11], learning methods with and without supervision, and stochas-
The use of multiple PET scans, taken at different time instants, brings the added problem that the patient is going to leave the scanner bed between the acquisitions. In turn, his/her body will have slightly changed position between the first and the second scan. Registration of DS1 and DS2 with respect to ES is therefore required. The registration parameters have been selected following common practice in the literature and detailed explanation about the procedure can be found in [4]. We will refer to the two registered images as DS1’ and DS2’; their voxels can be considered aligned to those of ES. The triplet of images {ES, DS1’, DS2’} represents the input of the proposed algorithm, which is going to be described in all its variations in the following sections.

3.1. Global RX Detector

Our method aims at locating those voxels exhibiting an anomalous tracer uptake over time. To this end, we employ the well known RX Detector (RXD) [20] as follows.

The row vector $x_i = (x_{i,ES}, x_{i,DS1’}, x_{i,DS2’})$ represents the 3 SUV values of the $i$-th voxel of ES, DS1’ and DS2’ respectively. The expected behavior of the normal voxels can be captured by the mean vector $\hat{\mu}$ and covariance matrix $\hat{C}$ which can be estimated as:

$$\hat{\mu} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \hat{C} = \frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{\mu}) (x_i - \hat{\mu})^T$$

(2)

where $N$ is the total number of voxels in the image volume.

The covariance matrix is computed under the assumption that vectors $x_i$ are observations of the same random process. Assuming legitimately that the majority of the imaged voxels represents normal tissues, it can be assessed that the covariance matrix estimated using all voxels is representative of the healthy cells [21].

Then, the generalized likelihood of a voxel to be anomalous with respect to the model $\hat{C}$ is expressed as:

$$\delta_{RXD}(x_i) = (x_i - \hat{\mu})^T \hat{C}^{-1} (x_i - \hat{\mu})$$

(3)

$\delta_{RXD}$ is also known as Mahalanobis distance.

In this work we propose to detect the tumor voxels setting the decision threshold $\eta$ adaptively as a function of the $\delta_{RXD}$ dynamic range as:

$$\eta = P \cdot \max_{i=1,...,N} (\delta_{RXD}(x_i))$$

(4)

with $P \in [0,1]$. Then, we declare a voxel $i$ as anomalous if $\delta_{RXD}(x_i) > \eta$. We preliminarily explored this approach in [4].

3.2. Local RX Detector

RXD assumes that background is homogeneous and follows a normal distribution, and that the noise is independent from voxel to voxel. These assumptions are often inaccurate for real images [22, 23], as they might be in the case of PET medical images. In fact, dealing with images of the human body, the trouble of heterogeneous background arises when passing from a tissue type to another one; in this case the performance of RXD may impair because it strongly depends on the correct estimation of the statistical parameters (namely, mean and covariance). Troubles may arise in particular when the parameters are estimated globally, as they might be in the case of PET medical images. In fact, dealing with images of the human body, the trouble of heterogeneous background arises when passing from a tissue type to another one; in this case the performance of RXD may impair because it strongly depends on the correct estimation of the statistical parameters (namely, mean and covariance). Troubles may arise in particular when the parameters are estimated globally, as they might be in the case of PET medical images.

Fig. 1: The three FDG-PET images of one of the sample patients; (1) is the early scan (ES, $144 \times 144 \times 213$ px), (2) and (3) are constructed integrating the delayed scan in 3 minutes time windows (DS1 and DS2, $144 \times 144 \times 45$ px). Only the area containing the tumor is acquired in the delayed scan. These images, originally in grayscale, are here displayed using a Fire lookup table.
For all the voxels in the image, the local approach centers two concentric windows on the voxel under test (VUT): an inner and smaller one, named guard window, and an external one, named outer window. The size of the guard window should approximately be the same as that of the expected anomaly; the size of the outer window has to be large enough to make the covariance matrix always invertible, but small enough to justify both spatial and spectral homogeneity [22]. These windows have the shape of boxes described by three dimensions (namely height, width and depth); when all three dimensions are equal the shape reduces to a cube. The voxels in the outer window, except those in the guard window, are then used to estimate mean and covariance needed by RXD to assess if the VUT is anomalous or not. The area where the statistics are going to be computed will therefore assume the aspect of a box with a “hole” corresponding to the guard window. In the center of these concentric boxes there will be the VUT. In Figure 2 a graphical representation of this setup is shown.

### 3.3. Other distance measures

Interpreting (3) as a matched filter, in [21] the authors propose some other measures to be used in RXD in place of the Mahalanobis distance. The first one, named Uniform Target Detector (UTD), uses as matched signal the unit vector:

$$\delta_{UTD}(x_i) = (1 - \hat{\mu})^T \tilde{C}^{-1} (x_i - \hat{\mu})$$

The second one is defined by subtracting UTD from RXD:

$$\delta_{RXD-UTD}(x_i) = (x_i - 1)^T \tilde{C}^{-1} (x_i - \hat{\mu})$$

The performance obtained by $\delta_{RXD}$, $\delta_{UTD}$ and $\delta_{RXD-UTD}$ is presented in Section 4.

### 3.4. Fixed point statistics

The estimation of mean and covariance may be improved using fixed point estimators. Assuming a Gaussian distribution, the sample mean and covariance are the maximum likelihood estimators, but when this hypothesis is not fulfilled a better evaluation should be sought. Also, outliers in the samples degrade the estimation. When the background is better approximated by means of an Elliptically-Contoured Distribution (ECD), i.e. a distribution having long tails, it is appropriate to modify the computation of the estimators also to cope with outliers in the data. In [23] the use of Fixed Point Estimators (FPEs) for calculating statistics for RXD is described.

These estimators are:

$$\hat{\mu}_{FP} = \frac{\sum_{i=1}^{N} x_i}{\sum_{i=1}^{N} \left( (x_i - \hat{\mu}_{FP})^T \tilde{C}_{FP}^{-1} (x_i - \hat{\mu}_{FP}) \right)^{1/2}}$$

$$\tilde{C}_{FP} = \frac{m}{N} \sum_{i=1}^{N} (x_i - \hat{\mu}_{FP}) (x_i - \hat{\mu}_{FP})^T$$

These quantities, computed iteratively until convergence on $\hat{\mu}_{FP}$ is reached, are initialized using classical methods as in (2). This approach is effective even when the Gaussian assumption is not fulfilled.

The complexity of the formulas to compute $\hat{\mu}_{FP}$ and $\tilde{C}_{FP}$ makes the computational cost of the procedure high; to reduce the time needed for the computation, we searched for anomalies in a limited volume identified by the physician as the region to search for cancer cells. The area is kept big enough though to avoid the segmentation problem to become trivial. This is not an uncommon procedure in this domain as many algorithms implemented in commercial PACs require the physician to provide this information; however, in the future, a parallel implementation of this computation should be able to run also without limiting the search space.

### 4. PERFORMANCE EVALUATION

As already mentioned, the novelty of the proposed methodology is two-fold, namely the usage of 3-points dyn-PETs and the exploitation of RXD for tumor segmentation. Since nowadays dyn-PET scans are not commonly used for clinical treatment, our findings are limited to a small dataset, comprising 9 patients, that has been made available at the IRCCS-FPO for research purposes. All the acquisitions have been made using a Philips Gemini TF PET/CT. To this end, we acknowledge the precious aid of nuclear medicine physicians that have manually contoured the Region of Interest (ROI) on the PET images, setting up the ground truth for evaluating the performance yielded by the proposed automatic tools.

We want to discuss the performance of all the variations presented in this work, and we want to assess if FPE is effectively improving the segmentation result. In Figure 3 one of the original SUV images is shown alongside one obtained by the Local RXD technique. It can be clearly observed that the anomaly detector domain is quite effective in identifying the target tumoral region, thanks to the fact that the contrast between the tumor and the background is drastically increased when switching to another domain from SUV.

The proposed segmentation results have been evaluated using objective metrics as well, namely in terms of the Spatial Overlap Index (SOI), defined in [24] as

$$SOI = \frac{2(A \cap B)}{A + B}$$

where $A$ and $B$ are two binary masks (i.e. manual ROI and the output of a segmentation algorithm); the intersection operator is used to indicate the number of voxels having value 1 in both masks, while the sum operator indicates the total number of voxels having value 1 in the two masks.
Table 1: Performance obtained by the different approaches proposed in this work using both classical and fixed point statistic estimation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$P$</th>
<th>Classical SOI (mean±std)</th>
<th>Fixed point SOI (mean±std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global RXD</td>
<td>0.2</td>
<td>0.552±0.133</td>
<td>0.524±0.139</td>
</tr>
<tr>
<td>Local RXD</td>
<td>0.2</td>
<td>0.551±0.126</td>
<td>0.572±0.112</td>
</tr>
<tr>
<td>Local UTD</td>
<td>0.3</td>
<td>0.531±0.117</td>
<td>0.542±0.236</td>
</tr>
<tr>
<td>Local RXD-UTD</td>
<td>0.2</td>
<td>0.549±0.124</td>
<td>0.562±0.119</td>
</tr>
</tbody>
</table>

Table 2: Performance yielded by the main methods proposed for tumor segmentation on FDG-PET. All the results are taken from [3].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SOI (mean±std)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black [25]</td>
<td>0.27±0.20</td>
</tr>
<tr>
<td>Biehl [26]</td>
<td>0.33±0.20</td>
</tr>
<tr>
<td>SUVmax40 [10]</td>
<td>0.40±0.20</td>
</tr>
<tr>
<td>Nestle [27]</td>
<td>0.39±0.17</td>
</tr>
<tr>
<td>EM [12]</td>
<td>0.44±0.14</td>
</tr>
<tr>
<td>FCM [28]</td>
<td>0.50±0.08</td>
</tr>
<tr>
<td>Schaefer [29]</td>
<td>0.43±0.07</td>
</tr>
<tr>
<td>Active Contour [11]</td>
<td>0.50±0.08</td>
</tr>
<tr>
<td>FCM-SW [14]</td>
<td>0.54±0.14</td>
</tr>
</tbody>
</table>

Fig. 3: The same slice in ES (a) and Local RXD (c). Together with each image a 2D profile of the intensities over the yellow line is presented.

Although results seem encouraging, future validation of the method should be performed to be able to confirm all the hypothesis contained in this work. This validation should evaluate the algorithm performance over a larger data set and directly compare them to those achieved by techniques in the state-of-the-art on the same data.

5. CONCLUSIONS

In this paper a novel idea to the automatic detection of tumoral volumes in 3-points dyn-PET has been described; a few different algorithms based on said idea have been presented and preliminarily evaluated over a dataset comprising 9 patients. The proposed approach leverages on the well known RXD, applied to PET domain, to look for anomalies in 3-points TACs. The basic assumption is that tumor and background regions have different uptake curves over time that can be discriminated using 3 points in time.

Our experimentation in the field confirms that anomaly detectors effectively improves the quality of the segmentation by significantly enhancing contrast between tumor area and background. The achieved SOI and volume estimates are in line with the results reported in the literature. Therefore, we believe that our study paves the way to further investigation of segmentation strategies founded on RXD. Local RXD results in higher performance, but it also requires more precise tuning, having more parameters. A future direction might be to use the volume returned by the Global RXD, which doesn’t require parameters to run, as a first estimate of the volume which the local approaches might use to define windows dimensions. The use of FPE might be beneficial as it is able to estimate better the behavior of the normal tissues.

Although results seem encouraging, future validation of the method should be performed to be able to confirm all the hypothesis contained in this work. This validation should evaluate the algorithm performance over a larger data set and directly compare them to those achieved by techniques in the state-of-the-art on the same data.
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